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Foreword 

Quantum technologies hold the promise of major disruptions in computing, communications and 

sensing. But scientific and technological challenges to their large-scale deployment are still important, 

and it is quite difficult for public decision makers, users, investors, professionals, and the public at 

large to anticipate when these will happen. This is of paramount importance for companies to stay 

competitive, for governments to position their country in this technology race, or for students to make 

decisions about their career. While some quantum devices are already in use with practical impact, 

e.g. sophisticated microscopes taking benefit of the exquisite sensitivity of the spin of point defects 

in diamonds, other technologies will take years if not decades to reach the markets. 

But the situation is changing fast. When I co-founded the Quantonation investment fund in 2018, 

most of the fund’s presentation was about the promises of quantum, and about the science. Today, 

with 21 seed investments made in startups in Europe and North America, the situation has already 

radically changed since, for the most mature, we are talking about products and customers, and, at 

least, proofs of concepts. Consulting firms are busy assessing future markets, their size keeps increas-

ing and the horizon is getting closer with significant practical achievements not much further down 

the road. I’m often asked whether there is not too much “hype” in the field. I don’t think so, particu-

larly when I am comparing quantum technologies with other sectors. This is the beginning of market 

recognition, for a sector which impact is slowly being assessed properly. 

But to do that, make proper assessments and keep control of the quantum narrative, we need deep 

experts who have a proper understanding of all the facets of the technology, from the fundamentals 

of the science to its applications, including questions about their deployment, their funding, how to 

teach them, and more. It is necessary to be able to mobilize academic experts to provide an opinion 

on the science at the base of the innovation, on the ability to make robust products, but we must also 

be able to imagine their use cases, and scientists alone are not equipped to do so. There is a need for 

a multidisciplinary collaboration involving scientists, engineers and users capable of taking a for-

ward-looking posture. And here enters my friend Olivier Ezratty, the author of this most wonderful 

book “Understanding Quantum Technologies”, who embodies multidisciplinarity. He has the unique 

ability to listen, question, gather facts, and synthesize his learnings in a book that stands out as unique 

in the whole world, as far as I know. 

I first met Olivier when I started Quantonation back in 2018. From the start I was impressed by his 

extremely methodic approach that he had applied with success on an earlier publication on artificial 

intelligence, and his very unique ambition. The book was first published in French, later in English, 

and it grew with the field he was “decoding” to use the title of Olivier’s famous podcast with Fanny 

Bouton on quantum technologies. The book has gone only better with time, with thorough updates 

and new chapters about exciting topics e.g. “Quantum Matter” in this new edition. Olivier has also 

been among the very first supporters of the not-for profit that I co-founded and chaired, Le Lab Quan-

tique. Le Lab Quantique is proud to promote “Understanding Quantum Technologies”, an instrument 

that will benefit its ecosystem building mission. 

I am convinced that this book will become a primer for professionals, from scientists to engineers, 

technicians, investors, and also for teachers, students, and the public at large. We’re all extremely 

lucky to see the second quantum revolution happening before our eyes, science and technology are 

progressing at an amazing pace and it is essential to invent a new model of knowledge sharing, of 

collaboration. Olivier Ezratty’s book is an indispensable instrument to read this revolution. 

Christophe Jurczak, Partner at Quantonation, Paris and co-founder, Le Lab Quantique 
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Why 

This book is the 5th edition of a book originally compiling a series of 18 articles that I published in 

French between June and September 2018. After two enriched editions in French in 2019 and 2020, 

I switched to English in the fourth, in September 2021 and here we are with an even larger sequel. 

This book is a kaleidoscope for quantum technologies with a 360° perspective encompassing histor-

ical, scientific, technological, engineering, entrepreneurial, geopolitical, philosophical, and societal 

dimensions. It is not a quantum for dummies, babies, or your mother-in-law book. It mainly targets 

three audiences: information technologies (IT) specialists and engineers who want to understand what 

quantum physics and technologies are all about and decipher its ambient buzz, all participants to the 

quantum ecosystem from researchers to industry vendors and policy makers, and at last scientific 

students who would like to investigate quantum technologies as an exploratory field. For them, this 

book is also the largest review paper they could imagine with over 3,500 bibliographical references. 

“Understanding Quantum Technologies” bears a lot of specificities compared to the existing quantum 

literature. While being rather technical in many parts, it tries to explain things and translate the com-

plex quantum lingua in other tech’s lingua, particularly for IT and computer science professionals. It 

looks at the history of science and ideas and pays tribute to key people, from the past and the present. 

It investigates rarely covered aspects of quantum technologies and quantum engineering like various 

enabling technologies (cryogenics, cryo-electronics, new materials design, semiconductors, cabling 

and lasers), their thermodynamic and energetic dimension and what raw materials are used and where 

they come from. I cover quantum matter and describe how quantum circuits are manufactured. I even 

explain how research works in general and in the quantum realm and its codes. 

It also extensively covers quantum sensing, telecommunications and cryptography. I also crafted a lot 

of precisely documented custom illustrations. Another differentiation is in the tone, relaxed when 

possible and calling out the bs and nonsense when necessary. It is abundant, particularly when media, 

analysts and consultants are fueling the quantum hype. I’m always puzzled by how they sometimes 

cover vendor news without having a real clue about what they are writing about. It motivated me in 

the first place back in 2015 to start investigating this field. It is always true as quantum technologies 

are more commonplace but are still largely misunderstood by general audiences as well as by many 

IT professionals. One striking example shows up when some folks explain that thanks to quantum 

cryptography, quantum computers will help make cryptography more secure! 

Large vendors and the quantum startups funding craze have elevated quantum technologies to the 

rank of strategic sectors for developed countries. Most governments have launched their national 

quantum plans, starting with Singapore, the UK, China, USA, Germany, Japan, Australia, France, 

Russia, Israel, Taiwan, India and The Netherlands. The worldwide quantum technologies race is on. 

Countries are embattled to acquire or preserve their technological sovereignty, like if it was the last 

chance to achieve it, particularly for those countries who felt they lost the digital battle against the 

USA and Asia (mostly China, South Korea and Taiwan). Also, like many deep techs, quantum tech-

nologies are dual-use ones, with both civilian and military use cases, increasing the strategic stakes. 

While it has not yet reached the volume and funding of other sectors such as artificial intelligence or 

the digital cloud, the quantum startups and small business ecosystem continues to expand worldwide. 

In this book, I mention about 550 such companies in many different categories (hardware, software, 

telecommunications, cryptography, sensing, enabling technologies, services). In most cases, hardware 

are in the deep techs realm if not in hard tech territory, with many still at an applied research stage 

with a rather low technology readiness level. Being still very uncertain, this market remains quite 

open to opportunities for scientists and creative innovators, while in other markets like with semicon-

ductors and large consumer Internet players, the game looks like it is less open. 
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Quantum technologies are also surrounded by a fair share of hype. A few scientists, their laboratory’s 

communication department, startups and large vendors frequently exaggerate the impact of their work. 

Many companies also integrate “quantum” into their positioning if not branding in many fancy ways. 

Either in a totally artificial way, or based on using technologies from the first quantum revolution. 

Transistors, lasers and image sensors are quantum, so most digital technologies can claim to be quan-

tum. As a consequence, we must learn to distinguish the old (first quantum revolution related) from 

the new (second quantum revolution related). However, even stronger bs shows up elsewhere, with 

false science-based quantum medicine and other charlatanism. I showcase it in a unique section ded-

icated to quantum hoaxes and scams, starting page 1029. 

This book has another flavor. It is the result of an unprecedented human adventure at the heart of the 

quantum ecosystem. I started the journey back in 2016. I had then decided to select the theme of 

quantum computing for my usual techno-screening activities, ranging from preparing conferences 

and training to writing educational ebooks for professionals. I was joined by my friend Fanny Bouton 

to run a popularization conference on quantum computing in Nantes. She brought and still brings a 

different perspective, including some science fiction derived inspirations. This led to the conference 

Le quantique, c'est fantastique on June 14th, 2018 (video) and to numerous subsequent presenta-

tions. On top of that, we launched two series of podcasts (in French) covering quantum tech news and 

with interviews with researchers, entrepreneurs and also users. We also worked on gender balance 

and contributed as early as possible to this sector feminization and attract new talents1. Fanny took 

an interesting turn in 2020, starting to work on OVHcloud’s startup program. She plays a key role to 

embark this European cloud vendor in the quantum adventure and now leads this effort. We both went 

from a role of observer to a very different one. 

In this journey that is still going on, we’ve had the opportunity to meet with top researchers and 

entrepreneurs, first in France, and then internationally. It started with Alain Aspect (IOGS), Philippe 

Grangier (IOGS), Daniel Esteve (CEA), Patrice Bertet (CEA), Maud Vinet (CEA), Tristan 

Meunier (CNRS Institut Néel), Eleni Diamanti (CNRS LIP6), Iordanis Kerenidis (CNRS IRIF), 

Pascale Senellart (CNRS & UPS C2N and Quandela), Elham Kashefi (CNRS LIP6 and VeriQloud), 

Alexia Auffèves (CNRS Institut Néel in Grenoble and now MajuLab in Singapore), Philippe Duluc 

and Cyril Allouche (Atos), Xavier Waintal (CEA), Robert Whitney (CNRS LPMMC), Théau Pe-

ronnin (Alice&Bob), Georges-Olivier Reymond and Antoine Browaeys (Pasqal) and many others 

afterwards. We also toured almost all quantum startups in France. And of course, Christophe 

Jurczak from Quantonation and Le Lab Quantique, who kindly wrote this book foreword. 

Our outreach then expanded internationally, particularly in Canada, the USA, the UK, Austria and 

The Netherlands. I had the opportunity to discuss with Artur Ekert, Peter Knight, Tommaso 

Calarco and many startup founders, from PsiQuantum, IQM, ParityQC, ProteinQure, Qiliman-

jaro, Qblox, Jay Gambetta from IBM and Rainer Blatt from AQT. It is not enough. I want more! 

In short, during these years, we have been "embedded" in the scientific and entrepreneurial ecosystem. 

We also applied one of Heisenberg's principles derivatives, namely that a measurement device may 

influence the measured quantity. It was and remains a beautiful adventure with real people, passions, 

convictions, ups and downs, and in the end, a nice result with French and European research and 

entrepreneurship in quantum technologies that are more dynamic and better positioned than a few 

years ago. And the adventure is just beginning! 

 

1 With a one-day training session with Roland Berger and Axelle Lemaire in April 2019, with high school students at Magic Makers in 

September 2019, with young people and parents at the Startup4Teens event in February 2020, and a debate in early March 2020 with 

Alexia Auffèves, Elham Kashefi and Pascale Senellart hosted by Fanny Bouton and organized at Talan, another event with a dominant 

female audience of all ages in the Tech4All event organized by Ecole 42 and Digital Ladies in March 2020, each time in partnership 

with the association Quelques Femmes du Numérique ! (Some Digital Women). 

https://www.youtube.com/watch?v=jodfhQOvwww
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You may wonder why this book is free and what is its business model. I have published all my books 

like this since 2006 and fared well so far (on entrepreneurship, artificial intelligence and other tech-

nology and science related topics). 

I favor distribution breadth over revenue. It makes knowledge easily accessible to broad audiences, 

particularly with students. Also, being distributed in digital format, books are easy to correct and 

update. It is quite practical when you mention hundreds of people and organizations, and deal with 

complicated scientific matters. Afterwards, I sell my time in a rather traditional way with speaking, 

training and consulting missions. The business model is simple: the (very) long version is free and 

the (too) short versions are charged. Since the people who don’t have time usually have money and 

the other way around, it works quite well even if it may be counterintuitive in the first place. 

A complex domain in search of pedagogy 

After having swept through many areas of science and deep techs, I can definitively position quantum 

physics and quantum computing at the complexity scale apex. Quantum physics is difficult to appre-

hend since relying on counter-intuitive phenomena like wave-particle duality and entanglement, and 

on a mathematical formalism that is not obvious to most people, including IT specialists and devel-

opers, one of the key audiences for this book. It is still an open challenge to translate this scientific 

field lingua into natura language for most people, even with a strong engineering background. 

There’s the rehashed famous quote from Richard Feynman who pointed out that when you study 

quantum physics, if you think you understood everything, you are making a fool of yourself. Alain 

Aspect confirms this, always expressing doubts about his own understanding of the quantum entan-

glement phenomenon that he experimented with photons in his famous 1982 experiment. 

Explaining quantum computing is thus a new and difficult art. When reading quantum physics books, 

you discover a mathematical formalism and many terms like observables, degeneracy, gentle meas-

urement, Hermitian operators and the likes and wonder how they relate to the physical world. Some-

times, it takes quite a while before being able to make this connection! On the other hand, you hear 

simplistic descriptions of quantum physics, noticeably on superposition and entanglement, and quan-

tum computing, some coming from quantum computing vendors themselves2. 

Once you think you understand it after having created a mental view of how it works, your explana-

tions become quickly inaccessible for the profane. How do you avoid this side effect? Probably with 

finding analogies and use more visual tools to explain things than too much mathematics. I try this in 

many sections of this book, but, still, mathematics are useful in many parts. Also, to make sure it does 

not lose its scientific soundness in the process, many parts of this book have been fact-checked and 

proof-read by quantum scientists. I’d say, not enough. You’ll be the judge. 

This book frequently responds to questions like what, why, where and how? Particularly with linking 

theory, maths and the real world. Has Moore’s empirical law really stalled? What being “quantum” 

means for a product or technology? Why are we using this convoluted mathematical formalism? Do 

we really have objects sitting simultaneously at two different locations? Why parallel opposite vectors 

in the Bloch sphere are mathematically orthogonal? Why and where density matrices are useful? What 

are pure and mixed states describing in the physical world? Why superposition and entanglement are 

the two sides of the same coin? Why do we need to cool many qubit types? How are cryostats work-

ing? What is the energy consumption of a quantum computer? How much data sits in quantum regis-

ters? How is data loaded in a quantum program? What data is generated by quantum algorithms and 

how is it decoded? Are quantum computers made for big data applications? How can you compare 

such and such quantum computer technology? Is Shor algorithm a serious threat for cybersecurity? 

When will we have a “real” quantum computer? Have we really achieved quantum supremacy? 

 

2 See the interesting point in What Makes Quantum Computing So Hard to Explain? by Scott Aaronson, June 2021. 

https://www.quantamagazine.org/why-is-quantum-computing-so-hard-to-explain-20210608/
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And on and on… What is the real speedup of quantum algorithms? Are the case studies from D-Wave 

and the like real production grade applications? Will a quantum Internet replace the existing Internet? 

Why do many physicists dislike D-Wave and say it is not quantum? Can quantum telecommunications 

enable either faster than light communications or high-throughput data links? How are classical com-

puting technologies competing with quantum computers? Why are quantum random number genera-

tors not that random? Are the Chinese going to kill us (metaphorically) with their (not so) huge R&D 

investments in quantum technologies? Can Europe take its fair share in this new market? Oh, and if 

I’m in an organization... what should I do? Am I late in the game by doing nothing? 

To properly address this broad laundry list of questions, this book is positioned above the average 

media coverage of quantum computing, as well as analyst reports, and below classical scientific pub-

lications that are generally largely inaccessible to non-specialists, or to specialists from other domains. 

A new technology wave 

Quantum computing stays on top of the various applications of the second quantum revolution. Quan-

tum sensing is more exotic and fragmented, and quantum telecommunications and cryptography are 

less fascinating. Why is quantum computing becoming an important topic? Firstly, because large IT 

companies such as IBM, Google, Intel and Microsoft are making headlines with impressive an-

nouncements that we must, however, take with a grain of salt, with a lot of hindsight, and decipher 

calmly. There’s also the obvious impact of Peter Shor’s factoring algorithm. It drives fuzzy fears on 

the future of Internet security and for your own digital privacy. 

Above all, it is linked to the broad impact that quantum technologies could have on many scientific 

fields and digital markets. It may theoretically make it possible to solve problems belonging to classes 

of complexity that even the largest giant supercomputers will never be able to tackle with. Then, the 

hype builds exaggerated stories on how quantum computing will for sure fix climate change, predict 

the weather, cure cancer, and other miracles. 

The other reason for this sudden interest is that we are still at the beginning of the story. New leaders 

will show up. A new ecosystem is being built. This in a field where there are still enormous scientific 

and technology challenges to overcome. It is a land of opportunities for science, technology and in-

novation. To resume quantum physics, we are in a highly indeterministic world. 

It is quite difficult to evaluate the feasibility of large-scale quantum computing. For most scientists, 

we are still many decades away from it. Some believe it will never show up. Others are more opti-

mistic. The main enemy is quantum decoherence and qubits errors happening during computing, and 

which are difficult to avoid and correct. The plan is to fix that with quantum error corrections and 

logical qubits made of physical qubits. It then becomes, at least, a physical scalability issue with a 

bunch of complex engineering issues related to cooling, cryo-electronics, cabling, classical compu-

ting, miniaturization, as well as fundamental thermodynamic and energetic dimensions. 

It is a very interesting living case study of how mankind builds upon scientific progress and addresses 

the most difficult challenges around. For this respect, it is on par with controlling nuclear fusion. 

Reading guide 

Here is a tentative to prioritize which parts of this book you could read according to your business 

and scientific level. 

Physicists can find a state-of-the-art tour covering all dimensions of quantum technologies beyond 

the field they already master. 

Computer scientists, engineers and students in various scientific fields are the core target audience 

for this book, as it presents, popularizes and contextualizes the various scientific, mathematical and 

engineering concepts used in quantum technologies. 
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The required mathematical and computer basics level is at the bachelor’s degree level for most parts. 

Afterwards, it can also depend on your age since many of these concepts were not in current programs 

a couple decades ago unless you were already specialized in quantum physics. Non-technical and 

decision-makers can still read the sections dealing with usages as well as with how countries are 

faring and societal issues. 
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Why      

History and scientists      

Quantum Physics 101 known optional    

Gate-based Quantum Computing      

Quantum Computing Engineering      

Quantum Enabling Technologies  optional    

Quantum Computing Hardware      

Quantum Algorithms      

Quantum Software Development tools      

Quantum Computing Business applications      

Unconventional computing      

Quantum Telecommunications and Cryptography      

Quantum Sensing      

Quantum Technologies around the world      

Corporate Adoption      

Quantum technologies in society      

Quantum Fake Sciences      

Figure 1: Understanding Quantum Technologies parts and audiences relevance. (cc) Olivier Ezratty 2021-2022. 

Here’s another view of the table of contents showcasing the overall logic between the lower « phys-

ics » layers and the upper hardware, software and solutions layers. 

 
Figure 2: how the topics covered in Understanding Quantum Technologies are related with each other. (cc) Olivier Ezratty. 
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At last, let’s mention one of the reasons why a curious mind may like quantum technologies: they 

encourage you to explore many scientific disciplines, even human and social sciences, like a scientific 

Pandora’s box. 

 
Figure 3: the many scientific domains to explore when being interested in quantum technologies. That’s why you’ll love 

this book if you are a curious person. (cc) Olivier Ezratty, 2021-2022. 

If you have some scientific background, you’ll play in familiar territory but if you’ve had your degree 

a couple decades ago, this overview will provide you with some interesting intellectual upgrades. On 

top of that, learning quantum science is probably more efficient than Sudoku or crosswords to train 

your brain muscle as it ages! 

First and second quantum revolutions applications 

Quantum physics has been implemented since the post-war period in almost all products and technol-

ogies in electronics, computing and telecommunications. 

This corresponds to the first quantum revolution. It includes transistors, invented in 1947, which 

use the field effect and are the basis of all our existing digital world, photovoltaic cells which rely on 

the pairs of electron holes created by incident photons, and lasers which also exploit the interaction 

of light and matter and are used in a very large number of applications, particularly in telecommuni-

cations and optical storage (CD, DVD and the likes, which are now mostly outdated). 

 
Figure 4: first and second quantum revolution definition and related use cases. (cc) Olivier Ezratty, 2020-2022. 
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Many medical imaging solutions rely on various quantum effects, including nuclear magnetic reso-

nance imaging (MRI). LEDs are also based on quantum effects. The GPS is relying on atomic clocks 

synchronization. Quantum dots used in high-end LCD displays and Smart TVs also use variations of 

the photoelectric effect. The list is long, and we will not detail all these use cases! 

The second quantum revolution covers the technologies combining all or part of the ability to con-

trol individual quantum objects (atoms, electrons, photons), use quantum superposition and/or entan-

glement. We owe the names of the first and second quantum revolutions to Alain Aspect, Jonathan 

Dowling and Gerard Milburn in 20033. The first and the two following ones created it simultaneously 

and independently. In the United States, the paternity is attributed to the latter, while in France, it is 

attributed to the former! Who knows why? 

The scope of the second quantum revolution covers various recent applications of quantum physics 

that integrate quantum computing, quantum telecommunications, quantum cryptography and quan-

tum sensing. Said simply, it’s about improving our digital world performance and security, and to 

increase the precision of all sorts of sensors. 

• Quantum computing is the broad domain of using quantum physics to find solutions to various 

computing problems. It includes various computing paradigms like gate-based computing, quan-

tum annealing and quantum simulations. Hundred pages are covering this topic in this book. 

• Quantum cryptography is a mean of communicating inviolable public cryptography keys thanks 

to quantum physics phenomena and rules, like photon entanglement and the no-cloning theorem. 

It relies either on fiber optic communications or on space links with satellites as China has tested 

with its Micius satellite since 2017. Post-quantum cryptography is a different field which is 

intended to replace current classical cryptographic solutions with new solutions that are supposed 

to be resistant to attacks carried out by future quantum computers. It is not belonging to the second 

quantum revolution per se but is rather a consequence of it. 

• Quantum telecommunications enables distributed computing, connecting quantum computers 

enabling qubit to qubit distant entanglement, and, potentially, quantum sensors, which can be 

implemented to improve their accuracy. This field still in the making could become the base for 

a very secure quantum Internet and quantum cloud infrastructures. We cannot exploit it to transmit 

classic information faster than today4. However, it can be used to distribute quantum processing 

on several quantum processors. It could provide a mean to “scale-out” quantum computers, when 

it’s becoming difficult to “scale-in”. This requires a lot of engineering, particularly to convert 

solid qubits into photon qubits and share entanglement resources. 

 

3 See Speakable and unspeakable in quantum mechanics by John S. Bell, June 2004 edition (289 pages) which contains a preface by 

Alain Aspect on the second quantum revolution, dated February 2003, pages 18 to 40. We find the expression in Quantum technology: 

the second quantum revolution by Jonathan P. Dowling and Gerard J. Milburn, June 2003 (20 pages) as well as in Quantum Technology 

Second Quantum Revolution by Jonathan Dowling, 2011 (60 pages). Dowling's writings make a very large inventory of various quan-

tum technologies embedded in this second quantum revolution. The Second Quantum Revolution: From Entanglement to Quantum 

Computing and Other Super-Technologies by Lars Jaeger, 2018 (331 pages) is a broader overview of the different sides of the second 

quantum revolution. 

4 But..." Entangled states cannot be used to communicate from one point to another in space-time faster than light. Indeed, the states 

of these two particles are only coordinated and do not allow to transmit any information: the result of the measurement relative to the 

first particle is always random. This is valid in the case of entangled states as well as in the case of non-entangled states. The modifi-

cation of the state of the other particle, however instantaneous it may be, leads to a result that is just as random. Correlations between 

the two measurements can only be detected once the results have been compared, which necessarily implies a classical exchange of 

information, respectful of relativity. Quantum mechanics thus respects the principle of causality". Source: https://fr.wikipe-

dia.org/wiki/Intrication_quantique. 

https://www.amazon.fr/Speakable-Unspeakable-Quantum-Mechanics-Philosophy/dp/0521818621
http://www.phys.lsu.edu/~jdowling/publications/Dowling03.pdf
http://www.phys.lsu.edu/~jdowling/publications/Dowling03.pdf
https://nanohub.org/resources/13075/download/2011.11.16-Dowling-QIQC.pdf
https://nanohub.org/resources/13075/download/2011.11.16-Dowling-QIQC.pdf
https://www.springer.com/gp/book/9783319988238
https://www.springer.com/gp/book/9783319988238
https://fr.wikipedia.org/wiki/Intrication_quantique
https://fr.wikipedia.org/wiki/Intrication_quantique
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• Quantum sensing makes it possible to measure most physical dimensions with several orders of 

magnitude better precision than existing classical sensing technologies, even existing atomic 

clocks. It is a vast scientific field that is the subject of numerous research projects and industrial 

solutions. It includes ultra-precise atomic clocks5, cold atom accelerometers and gyroscopes that 

use atomic interferometry, SQUIDs (superconducting based) and NV center magnetometers. 

Microgravimeters measure gravity 

with extreme precision, enabling 

discoveries of underground anoma-

lies like holes, water and various ma-

terials. This domain also includes 

various advanced medical imaging 

systems with higher precision and 

non-destructive imaging and meas-

urement tools6 . A dedicated section 

of this book is covering quantum 

sensing, starting page 579. The di-

versity of quantum sensing solutions 

or prospect solutions is staggering.  
Figure 5: various quantum sensing use cases. Source: EU and US Air Force, 2015. 

Why quantum computing? 

The main goal for using quantum computing is to solve complex problems that are and will stay 

inaccessible to classical computers. This happens when these problems solutions scale exponentially 

in computing time on classical machines. Problems that scale polynomially on classical hardware are 

not very interesting for quantum computing. The promise of quantum computing is to address this 

need. But a big warning and legal disclaimer: it is still a promise! We are still far off from delivery. 

 
Figure 6: simplified view of the quantum computing theoretical promise. Before delivering this promise, quantum computers may bring 

other benefits like producing better and more accurate results and/or doing this with a smaller energy footprint. (cc) Olivier Ezratty, 2022. 

 

5 See for example this NIST work on an atomic clock based on rubidium, the element most frequently used in atomic clocks. NIST 

Team Demonstrates Heart Of Next-Generation  Chip-Scale Atomic Clock, May 2019. 

6 See Quantum camera snaps objects it cannot 'see', by Belle Dume, May 2018. This is a variant of Diffraction Free Light Source for 

Ghost Imaging of Objects Viewed Through Obscuring Media by Ronald Meyers, 2010 (22 pages). Yanhua Shih (University of Mary-

land) US Army Research Laboratory, has been working on the subject since 2005. Quantum Imaging by Yanhua Shih, 2007 (25 pages). 

Also, see Quantum Imaging - UMBC (47 slides). 

(cc) Olivier Ezratty, 2022

solving intractable
/ exponential
problems in 

reasonable time

co
m

p
u

ti
n

g 
ti

m
e

problem size

13,8 billion years

reasonable human 
time depending on 

the use case

classical computing
(now and soon)

quantum 
computing
(some day)

Moore's law impact is only
polynomial over time

theoretical quantum 
computing speedup

extremely 
unreasonable time 
like the age of the 

Universe

the quantum computing promise

https://bioengineer.org/nist-team-demonstrates-heart-of-next-generation-chip-scale-atomic-clock/
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://www.newscientist.com/article/dn13825-quantum-camera-snaps-objects-it-cannot-see/
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://arxiv.org/abs/0707.0268
http://boydnlo.ca/rochesterarchive/www2.optics.rochester.edu/workgroups/boyd/archive/Quantum%20Imaging/Assets/presentations/2-UMBC.pdf
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Quantum computing promise 

Typical exponential problems are combinatorial optimization searches and chemical simulations. 

Their size is usually expressed in a number of items like a number of steps for solving a travelling 

salesperson problem. Exponential problems are said to be "intractable" because their computation 

time evolves in crazy proportions with their size. 

It starts with various optimization problems such as the above-mentioned traveling salesperson prob-

lem, with its contemporary equivalents applied to product delivery or autonomous vehicles routing. 

Today, you optimize your route with Google Maps or Waze, based on traffic conditions. Traffic con-

ditions are variable and your actual journey time is not always what was planned nor optimal. 

With fully autonomous fleets, it may theoretically be possible to optimize the individual path of each 

and every vehicle based on their departure and destination locations. Conventional algorithms could 

work with a limited number of vehicles, but beyond a few hundred vehicles and trips, traditional 

computing capacities would be largely saturated. Quantum computing may then come to the rescue! 

Secondly, we have physics and molecular simulations, themselves governed by quantum mechanics 

equations. It usually boils down to finding the minimum energy configuration of a system, in order 

to simulate the interaction of atoms in molecules, complex crystal structures or even how magnetism 

works in various materials. This deals with both classical chemical engineering and biochemistry. 

Rest assured, this will not go so as far as to simulate an entire living being or even a cell. It will 

already be a fantastic feat when we are able to simulate some simple de-novo protein folding in a 

better way than what AlphaFold 3 from DeepMind is doing today, the next step being protein inter-

actions simulations7. 

A third area for quantum computing is the training and inferences of machine learning models and 

neural networks. It is now within the reach of conventional computers equipped with GPGPUs (gen-

eral purpose GPUs) such as Nvidia's V100, A100 and H100 and their tensor processing specialized 

units, optimizing matrices-based operations. Quantum advantage is less obvious in this field, partic-

ularly since machine learning must usually be trained with a lot of data. Nowadays, however, using 

quantum computing for machine learning happens to potentially bring another benefit: creating better 

solutions instead of creating it faster. 

 
Figure 7: typical quantum computing use cases where a quantum speedup brings clear benefits. These are still “promises” since the 
capable hardware to implement many of these solutions with a quantum speedup remains to be created and it may take a while up 

to several decades!  (cc) Olivier Ezratty, 2020. 

 

7 The competition from classical machine learning is still significant and growing. See Scientists are using AI to dream up revolutionary 

new proteins by Ewen Callaway, Nature, September 2022. 
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https://www.nature.com/articles/d41586-022-02947-7
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Finally, you can’t avoid integer factorization, which is of particular interest to the NSA and their peers 

to break RSA-type public-key encryption security. We’ll dig 

into this in details starting page 801. 

Other applications are investigated for different markets such 

as finance, insurance and even marketing. Many businesses 

have complex optimization problems to solve. Like with most 

technology-driven disruptions, businesses will progressively 

discover quantum computing use case as its market and related 

skills grow. 

In extreme cases, computing times on conventional computers 

for exponential problems, even with the most powerful supercomputers of the moment, would exceed 

the age of the Universe, i.e. 13.85 billion years. 

Most of these promises are dependent on the ability to create large scale and fault-tolerant quantum 

computers, which are years if not decades away. In the interim, we may end-up having quantum 

systems able to deliver other benefits like producing better and more accurate results and/or doing 

this with a smaller energy footprint, but not with a real exponential speedup. 

Moore’s law limitations 

Moore's empirical law application, or “More than Moore” as its successor is now labelled, would 

have a marginal impact, dotted in the graph. First of all, it has been slowing down since 2006, and 

even if it did not slow down, it would not bring the capacity to solve exponential problems. Compu-

tation times for exponential problems would remain exponential despite the supposed doubling of 

machine power every 18 months to two years. The addition of a single qubit theoretically doubles 

quantum computers power, both in terms of internal memory space and computing parallelism capac-

ity8. 

In comparison, quantum computers could theoretically, one of these days, solve these same problems 

within a reasonable time span on the scale of a human life, in hours, days, weeks or months. Reason-

ableness obviously depends on the nature of the problem to be solved. 

The main benefit of quantum computation is to modify the time scales for solving a problem and turn 

problems whose classical solution requires some exponential time into quantum solutions requiring 

at most some polynomial time. It can become useful when the size of the problem is large, sometimes 

with only about fifty items in a combinatorial optimization search! Quantum computation also makes 

it possible to gain space, particularly memory, to perform these calculations. 

However, the scientific and technological barriers to overcome to make this real are still immense. 

Some of these use case promises may even be frequently oversold. 

Meanwhile, quantum computing is not a “jack of all trades” solution. It is not a replacement tool but 

more a complement to current High-Performance Computers (HPC). Many, if not most of today’s 

classical computing problems and software are not at all relevant use cases for quantum computing. 

From an economy historical perspective, the consequence is that quantum computing won’t probably 

be a Schumpeterian innovation. It will not entirely replace classical legacy technologies. It will com-

plement it. It’s an incremental instead of being a replacement technology. You probably won’t have a 

quantum desktop, laptop or smartphone to run your usual digital tasks although quantum technologies 

can be embedded in these devices like quantum sensors and quantum random number generators. 

 

8 One could though argue that adding a single functional qubit to a quantum computer appears to be exponentially difficult with the 

number of qubits. 

“Building a quantum com-

puter is a race between hu-

mans and nature, not between 

countries” 

Lu Chaoyang, China 

December 2020. 
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Quantum computers will be hidden from users and sit in cloud data centers, like Nvidia GPGPUs 

racks. This will be even amplified by the progress we can anticipate with wireless telecoms. 

When quantum computers will scale after 2030, we’ll probably use 6G or 7G networks with even 

better latency and bandwidth! Of course, it’s still hard to anticipate the usages brought by quantum 

computers when they will scale. 

Let’s still boil in the fact that, as we’ll see later, quantum computers are not excellent to handle big 

data not for real-time computing. This makes it less relevant to use a local quantum processor, as it 

makes sense today to have local neural networks capacities to handle your in-camera image recogni-

tion processing and voice recognition in smartphones. Less data means more relevance for distant 

quantum computation done in the cloud. 

Classical computing technology developments 

How are we currently making progress with conventional computing? We rely on a few known tech-

niques, some of which have not yet been fully explored. 

Multi-core architectures enable parallel processing but with limits formalized by Amdahl's law, 

which describes the upper limits of parallel computing systems acceleration. 

We have the ongoing sluggish increase of transistors density in processors coupled with so-called 

Domain Specific Architectures using ad-hoc circuits like tensors (matrix multipliers) used to run 

specialized algorithms like neural networks. One key technology development is to make sure 

memory is as close as possible to processing units. 

Neuromorphic processors mimic biological neurons features with integrated memory and pro-

cessing using memristors9. They can be implemented with spintronics electronics, that imitate how 

brain cells work with their own memory10. 

         
Figure 8: Dennard’s scale which explains the dark silicon phenomenon where all CMOS chipsets components cannot be used 

simultaneously. Compilation (cc) Olivier Ezratty. 

 

9 One famous work with neuromorphic processor is the Loihi project from Intel. See Intel's Neuromorphic Chip Gets A Major Upgrade 

Loihi 2 packs 1 million neurons in a chip half the size of its predecessor by Samuel K. Moore, IEEE Spectrum, October 2021. 

10 See the review paper Quantum materials for energy-efficient neuromorphic computing: Opportunities and challenges by Axel Hoff-

mann, Julie Grollier et al, April 2022 (24 pages). 
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The heat barrier limits our capacity to increase processor clock speed beyond 5 GHz. It can reach 6 

GHz with liquid cooling11. 

This is due to the end, in 2006, of Robert Dennard's (1932, American) scale established in 1974. 

According to this scale or rule, as the transistors density increased, the power consumed per unit area 

of the chipsets was stable. This happened since the transistors voltage and current could decrease with 

their density, while increasing the clock frequency. Starting with 65 nm integration, this rule was 

broken. It comes from an unwanted leakage current between source and drain regions caused by de-

pletion areas interpenetration. That’s why, among other phenomena, your laptop computer is also 

heating your legs when you use it in public transportation or in your coach12. 

The transistors current leaks started to grow and power consumption soared. This is what prevents 

the growth of processors clock. At the beginning of the 2000s, Intel planned in its roadmaps to raise 

their CPU clock frequency up to 20 GHz. 

Intel then stopped play-

ing this game and instead 

entered the multicore 

realm. However, in June 

2021, Intel released a 

new microprocessor for 

high-end laptops running 

at a 2.9 GHz base clock 

but with a 5 GHz turbo 

mode for a single core, 

the 4-core i7-1195G7, 

etched in 10 nm, and 

with a 28W TDP13. 

 
Figure 9: how CMOS chipsets clock was supposed to increase… and didn’t. Source: High Performance 

Computing - The Multicore Revolution by Andrea Marongiu (41 slides), 2019. Additions: Olivier Ezratty. 

The semiconductor demand switched in 2007 towards low-power multi-functions chipsets for 

smartphones. This opened a boulevard for Arm core-based processors and growth for corporations 

like Qualcomm. 

The available computing power per consumed kW increased steadily, doubling every 1.57 years be-

tween 1946 and 2009, according to Jonathan Koomey's empirical law enacted in 2010. However, 

this doubling slowed down to 2.6 years after 2000, due to the end of Dennard's scale. 

There are many techniques used to optimize classical computing footprint, particularly around 

memory management, with making sure memory is as close as possible to computing, including in-

memory processing14. After 2006, transistors density still continued to increase.  

However, the end of Dennard's scale led to the rarely mentioned dark silicon phenomenon. As the 

chipsets get too hot, it becomes difficult to use it entirely. Various methods are then combined to 

circumvent this inconvenience: on-demand cores or functions deactivations according to usage needs, 

a shutdown of certain portions or cores, a voltage drop, or a selective clock frequency adjustment. 

 

11 See on this subject Minimum Energy of Computing, Fundamental Considerations by Victor Zhirnov, Ralph Cavin and Luca Gam-

maitoni, 2014 (40 pages) which compares the energy efficiency of living things and electronics. 

12 Another phenomenon is the tunnel effect happening at the thin grid oxide level, that is reduced with using high-dielectric constant 

oxides (“high k dielectric”). 

13 Thermal dissipation power. 

14 See Energy Efficient Computing Systems: Architectures, Abstractions and Modeling to Techniques and Standards by Rajeev Murali-

dhar et al, July 2020 (35 pages) which makes a good inventory of the various ways to save energy with classical computing. And 

Processing-in-memory: A workload-driven perspective by S. Ghose et al, IBM Research, 2019 (19 pages). 

http://algo.ing.unimo.it/people/andrea/Didattica/HPC/SlidesPDF/01.%20The%20Multicore%20Revolution.pdf
http://algo.ing.unimo.it/people/andrea/Didattica/HPC/SlidesPDF/01.%20The%20Multicore%20Revolution.pdf
https://www.intechopen.com/books/ict-energy-concepts-towards-zero-power-information-and-communication-technology/minimum-energy-of-computing-fundamental-considerations
https://arxiv.org/pdf/2007.09976.pdf
https://users.ece.cmu.edu/~saugatag/papers/19ibmjrd_pim.pdf
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This is what is used in the Arm core-based processors of smartphone chipsets, whose cores do not use 

the same clock rates, in the so-called big.LITTLE architectures created in 2011, and replaced with the 

more flexible DynamIQ architecture in 2017 15. 

 
Figure 10: some of the key CMOS density technical challenges to overcome by the semiconductor industry. One source: Reversible Circuits: 

Recent Accomplishments and Future Challenges for an Emerging Technology by Rolf Drechsler and Robert Wille, 2012 (8 pages). 

To lower transistors density below 10 nm, etching systems using extreme ultraviolet are required, 

coming from ASML. Etching resolution depends on the wavelength of the light used to project a 

mask on a photoresist. 

 
Figure 11: current CMOS scaling solutions adopted by the semiconductor industry. (cc) Olivier Ezratty with uncredited image sources. 

Lowering the transistors size requires increasing this frequency to decrease the wavelength, and thus 

go from the current deep ultra-violet to extreme ultra-violet. It took more than 10 years to develop 

these EUV lithography systems. It is in production since 2019 in TSMC and Samsung 5 nm nodes 

fabs. One of key benefits of EUV etching is to reduce the usage of the costly multiple patterning 

process to improve lithography resolution. 

 

15 There are many other techniques to improve classical processors energy efficiency. See for example Energy Efficient Computing 

Systems: Architectures, Abstractions and Modeling to Techniques and Standards by Rajeev Muralidhar et al, AWS and Melbourne 

University, July 2020 (35 pages). 
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http://www.informatik.uni-bremen.de/agra/doc/konf/2012_vdat_reversible_circuits_accompl_chall.pdf
https://arxiv.org/abs/2007.09976
https://arxiv.org/abs/2007.09976
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ASLM’s latest EUV lithography generation is dubbed High-NA (for high numerical aperture). A bit 

like in photography, High-NA optics will convey more light onto masks and silicon targets and will 

be required for nodes under 3 nm. It requires both new UV optics but also new light sources. And the 

EUV machines are much bigger and costly. These machines will be deployed around 2024. The gen-

eration after High-NA would be Hyper-NA but even ASML is doubting it will be economically via-

ble16. 

For a while, scientists warned about undesirable quantum effects appearing below 5 nm nodes, with 

a tunnel effect showing up in the thinner grid oxide. But it didn’t prevent going down to 5 nm and 

then below dimensions. TSMC started producing 2 nm chipsets in 2022, combining EUV etching 

with the traditional FinFET technology that has been in use for more than 10 years. They are expecting 

to mass-product 2 nm chipsets by 2025, thanks to nanowires and nanosheets techniques17. In July 

2021, Intel even announced a new density scale using angstrom sized transistors, with 20Å and 18Å 

by 2025 (meaning... about 2 nm, given 1 Å = 0,1 nm). 

 
Figure 12: the various CMOS transistor technologies used as density increased. 

In May 2021, IBM announced it had prototyped 2 nm nanosheet-based chipsets, manufactured by 

Samsung, and also using EUV lithography18. 

As far as integration is concerned, two other limits must be taken care of, such as Rolf Landauer's 

(1927-1999, researcher at IBM in 1961) principle which defines the minimum energy required to 

erase a bit of information. It is a very low theoretical barrier contested by some physicists. And it can 

be circumvented as we will see with the technique of adiabatic and reversible computing that is cov-

ered page 780. Finally, there is a limit coming from the reticles size, these optical systems used in 

lithography whose size is physically limited, especially optically. It’s explained in below illustration 

in Figure 13, coming from ASML, the world leader in semiconductor lithography. This limit has been 

reached with the largest recent processors. 

The largest single-die processors of 2020 were the Nvidia A100 with its 54.4 billion transistors etched 

in 7 nm, superseded closely in size by the Graphcore GC200 with its 59.4 billion transistors and 

1,472 cores, launched in July 2020 and the Nvidia H100 launched in 2022 with 80 billion transistors, 

consolidating two adjacent 4 nm chipsets in a single package. 

Cerebras (USA) nevertheless launched in 2019 an amazingly large 21.5 cm x 21.5 cm square pro-

cessor, fitting in an entire 300 mm wafer, which circumvents the reticle size limit by being etched in 

several runs, for its 84 main processing units connected by metal layers. The second version of this 

chipset launched in 2021 contains 2,6 trillion transistors and 40 GB of cache SRAM memory and has 

a memory bandwidth of 20 PB/s, allowing it to significantly accelerate neural networks training. 

 

16 See Hyper-NA after high-NA? ASML CTO Van den Brink isn’t convinced, Bit Chips, September 2022. 

17 See Beyond CMOS, Superconductors, Spintronics, and More than Moore Enablers by Jamil Kawa, Synopsys, March 2019 (43 slides), 

a good presentation describing the various ways to improve the power of components including cold CMOS, semiconductors operating 

at liquid nitrogen temperature levels (-70°C) and superconducting Josephson effect based transistors. 

18 See IBM Introduces the World’s First 2-nm Node Chip by Dexter Johnson, IEEE Journal, May 2021. 

https://bits-chips.nl/artikel/hyper-na-after-high-na-asml-cto-van-den-brink-isnt-convinced/
https://www.tauworkshop.com/2019/slides/Beyond%20CMOS%20%20TAU%20rev%202.0.pdf
https://spectrum.ieee.org/nanoclast/semiconductors/nanotechnology/ibm-introduces-the-worlds-first-2nm-node-chip.amp.html
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Figure 13: reticle used in photolithography and its related optics, explaining the size limitation of dies in semiconductor manufacturing. 

This massive Cerebras chipset, shown in Figure 14, burns about 15 kW/h which are evacuated by a 

specific water-cooling system. Manufacturing techniques generate defects and more than a couple 

percent of the 850,000 processing units are defective and are short-circuited during software execu-

tion19. In September 2022, Cerebras announced its own Wafer-Scale Cluster computer using up to 

192 15U rack CS-2 systems. It is competing aggressively against Intel/Nvidia and AMD-based su-

percomputers that are currently dominating the HPC landscape. 

Quantum computing may make it possible to overcome the various limitations of current CMOS 

processors for certain tasks. However, it will not replace them at all for tasks currently performed by 

today's computers and mobile devices. 

 
Figure 14: the impressive Cerebras wafer-scale chipset. Source: Cerebras. 

 

19 With its D1 chipset presented in July 2021, Tesla chose another approach. Engraved in 7 nm, it has a computing capacity of 22.6 

TFLOPS FP32, with 50 billion transistors and a 400W TDP. It contains 354 computing units with 1,25 MB SRAM per unit. They 

assemble these D1 in 25-chipsets tiles, consuming 15 kW, exactly like a Cerebras chipset. 
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Typically, video and audio compression and decompression are not relevant tasks for quantum com-

puting. They are usually carried out in specialized chipset processing units, known as DSPs (for dig-

ital signals processing). Similarly, applications handling very large volumes of data are not suitable 

for quantum computing for a whole host of reasons that we will study, mainly because data loading 

speed into qubits is quite low, whatever the qubit type. 

As its use cases will be different, it is hard to anticipate the IT landscape that will emerge with pow-

erful quantum computers when they show up. Even with the advent of quantum computers, Ray Kur-

zweil's singularity predictions, which rely on the ad vitam extension of Moore's empirical law, will 

need to be adjusted! 

Unconventional computing 

In a dedicated part starting page 768, we will evaluate some the other avenues considered to overcome 

the current limitations of classical computing, which may provide some power or efficiency gains 

positioned between classical and quantum computing. These belong to the broad category of “uncon-

ventional computing”. 

This includes superconducting computing operating at low temperatures (investigated in the USA 

and Japan), digital annealing computing (proposed by Fujitsu), reversible and/or adiabatic com-

puting that could reduce energy consumption and circumvents Dennard’s scale end, probabilistic 

computing as well as different breeds of optical computing. 

I also delve into some of the inner workings of supercomputers and specialized processors to better 

understand their strengths and weaknesses. When comparing quantum computers to classical com-

puters, we are better off with knowing both sides of the equation, not just the loud new kid in town! 

These are sort of backup solutions, should science fail to create scalable quantum computers. It will 

also complement quantum computing used in the context of hybrid computing. Interestingly, some 

unconventional computing avenues, such as superconducting electronics, are potential enabling tech-

nologies for scaling certain types of quantum computers. 

However, at this point, none of these solutions seem positioned to solve intractable problems although 

some of these are claiming they have this capacity, which is quite hard to fact-check at large scales. 

 
Figure 15: various unconventional computing approaches besides quantum computing. (cc) Olivier Ezratty with uncredited images. 
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The history of technology is about exploring multiple branches. Some do not succeed. Some help 

each other. Also, some can suddenly wake up after being frozen for decades. The game is open! 

 

Why... key takeaways 

▪ All existing digital technologies are already quantum and belong to the first quantum revolution including transis-

tors, lasers and the likes, leveraging our control of light-matter interactions with large ensembles of quantum objects 

(electrons, atoms, photons). The second quantum revolution is about using a variable mix of superposition, entan-

glement and individual quantum objects. It usually contains quantum computing, quantum telecommunications, 

quantum cryptography and quantum sensing. 

▪ Quantum technologies are at the crossroads of many scientific domains encompassing physics, mathematics, com-

puting, social sciences and the likes. It creates new educational and pedagogy challenges that must be addressed in 

innovative ways and customized according to various audiences. This book targets broad audiences with some 

technical background, including computer science engineers. 

▪ Quantum computing promise is to solve so-called intractable problems whose computing complexity grows expo-

nentially with their size. These can’t be solved with classical computing, whatever happens with Moore’s law. But 

we’re not there yet since there are many challenges to scale quantum computers beyond what can be done today. 

In the interim, some marginal improvements will come with noisy intermediate scale computers, including better 

and more precise solutions in various domains. 

▪ Other new technologies may compete with quantum computing, belonging to the broad “unconventional compu-

ting” category. Only a very few of these could also bring some exponential computing capacity. Most others bring 

other benefits compared with classical computing like in the energy consumption domain. Some of these technol-

ogies like superconducting electronics and adiabatic/reversible computing could also be helpful as enablers of 

quantum computing scalability. 

▪ This book is unique in its shape and form. It covers quantum technologies with a 360° approach. It’s more scientific 

than most publications, outside research review papers. It’s a good appetizer for those who want to investigate the 

matter whatever the angle. 
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History and scientists 

After having set the stage, we’ll make an history detour to discover the origins of quantum physics. 

As any scientific and technological endeavor, it’s above all a great human story. I pay tribute here to 

the many scientists who, step by step, made all this possible and are still working on it for those who 

are still in this world. 

Nanoscopic physics. Quantum physics deals with atomic and sub-atomic level particles and with the 

interactions between electromagnetic waves and matter. It differs from classical Newtonian physics, 

which predictably governs the dynamics of macrophysical objects, beyond a few microns and up to 

the size of planets and stars. Classical physics is governed by Newton's laws for matter, by Maxwell's 

laws for electromagnetic fields and associated forces and by statistical physics which describes con-

tinuous media such as gases and fluids and from which the principles of thermodynamics are derived. 

When the speed of objects becomes close to the speed of light or when we reach large object’s mass, 

the theory of relativity comes in, explaining the curvature of space-time and modelling the impact of 

gravity. It helps describing extreme phenomena such as black holes or neutron stars. It allows us to 

interpret the History of the Universe, but not entirely. But relativistic electrons are also hidden in our 

body’s atoms and in many elements on earth as we’ll quickly discover with the weird field of relativ-

istic quantum chemistry. 

 

Figure 16: high-level classification of the branches of physics. (cc) Olivier Ezratty, 2020. 

The fourth domain of physics in this quadrant is the quantum fields theory. It describes the physics of 

high-speed elementary particles, such as those observed in particle accelerators like quarks and the 

famous Higgs boson. Richard Feynman is one of the founders of quantum electrodynamics, a subset 

of quantum field theory. 

In a way, quantum physics was a mean to unify classical matter physics and electromagnetic waves 

physics. It helps describe how matter was organized at the atomic and electrons levels and how these 

interacted with quantized electromagnetic waves, aka photons, including visible light. 

Unification still in the making. Physics is still not yet complete nor unified. Some observable phys-

ical phenomena still resist it. We do not know how to explain the origins of gravitation and we are 

still looking for the dark matter and energy that would explain the cohesion of galaxies and the Uni-

verse current expansion. Scientists would like to explain everything, but some knowledge may never 

be accessible such as the shape and form of the Universe before the Big Bang. 
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The so-called theory of everything (ToE) or unification theory sought after by some physicists would 

be a formalism unifying all the theories of physics and in particular relativity, gravity and quantum 

physics. This very serious field of physics is still in the making20. Numerous proposals emerge and 

sorting it out is not easy21. 

Connecting the dots. This part will help you memorize who’s who in the History of quantum physics 

and quantum computing. It will also cover some important science basics such as the Maxwell and 

Schrödinger equations that I’ll try to explain in layman’s terms, at least for readers having basic sci-

ences knowledge. Explaining quantum computing inevitably starts with some quantum physics 101 

explanations. Some of its basics, although sometimes quite abstract, must be understood. I still always 

try to connect the dots between quantum physics and quantum computing from a practical basis. It’s 

a vast puzzle. I’ll add its pieces one by one and even though the puzzle may not be fully completed, 

you’ll get a picture enabling you to become fairly well educated on quantum computing. 

Experiments and theories. Quantum physics took shape in 1900. Like almost all sciences, it is the 

result of the incremental work of many scientists with interactions between experimentation, theories 

and mathematical creativity. Sometimes, quantum physics is better explained with its underlying 

mathematical models than with incomplete physical interpretations. Representation models such as 

the broad field of linear algebra plays a key role to describe quantum states and their evolution in 

space and time. Linear algebra is also an essential tool to understand how quantum computer qubits 

are manipulated and measured. Even if we can trace the beginning of quantum physics to Max 

Planck’s 1900 quanta discovery, it was based on earlier work from many other scientists who devised 

about the particle or wave nature of light, on the discovery of electromagnetism and atoms. Quantum 

physics is a human adventure that brought together immense talents who confronted each other and 

evolved step by step their understanding of the nanoscopic world. New generations of scientists have 

always questioned the state of the art built by their predecessors22. Physicists conducted numerous 

experiments, build theories and then verified it experimentally, sometimes with several decades of 

latency. They also had to pour philosophy into their work to interpret the deep significance of their 

discoveries, and quantum physics was not an exception. Despite its constant enrichment, quantum 

physics has shown an astonishing robustness to stand the test of time and with extreme precision. 

Misrepresentations. Many quantum physics scientists are famous even for general audiences, even 

though their work has been overly simplified. Schrödinger's famous cat and Heisenberg's indetermi-

nacy principle are commonplace... even when their underlying details are quite different from their 

related clichés. Schrödinger's key work is his non-relativistic particles wave equation, not the 10 lines 

he wrote in 1935 on his eponymous cat thought experiment that is usually grossly misinterpreted! 

 

20 The American-Japanese physicist Michio Kaku estimates that some theory of everything will be finalized by 2100. See Michio Kaku 

thinks we'll prove the theory of everything by 2100, April 2019. Michio is at the origin of string theory. He defines very well the 

connection between the different branches of physics and this theory of everything in A theory of everything?. But for many reasons 

too long to explain here, he happens to be very optimistic in his prediction! 

21 This is the case of the Wolfram Physics Project launched in April 2020 by Stephen Wolfram, a prolific Anglo-American physicist, 

mathematician and computer scientist. Building on his 2002 book "A new kind of science", the author's idea is to explain everything, 

the world, physics, the universe, whatever, with cellular automata, graphs and fractals. The world would be discrete on a small scale, 

including time. His Physics Project focuses on the unification of physics with the same set of tools. See the hundred pages presentation 

of the project, the white paper which contains a section on quantum physics. Physicists’ views on this theory are more than circumspect. 

The paper does not develop a theory that would be verifiable with an experimental approach as was the case for quantum physics 

(superposition, wave function, wave function collapse, atomic transition spectral lines, ...). Wolfram’s theory was critically analyzed in 

2002 by Scott Aaronson in a 14-page review, particularly about his Bell's inequalities interpretation, and in A New Kind of Science by 

Cosma Rohilla Shalizi of Carnegie Mellon University, who does not mince his words. The same “hammer/nail explains everything” 

approach was created by a team of scientists who describe the Universe physics laws self-learning capabilities with a giant neural 

network approach, in The Autodidactic Universe by Stephon Alexander, Jaron Lanier, Lee Smolin et al, 2021 (79 pages). 

22 Max Planck’s cynically explained in 1950 the evolution of science with the death of old generation of scientists: "A new scientific 

truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die and 

a new generation grows up that is familiar with it". 

https://futurism.com/the-byte/michio-kaku-theory-everything-2100
https://futurism.com/the-byte/michio-kaku-theory-everything-2100
http://p-i-a.com/Magazine/Issue6/MichioKaku.htm
https://www.wolframscience.com/nks/
https://writings.stephenwolfram.com/2020/04/finally-we-may-have-a-path-to-the-fundamental-theory-of-physics-and-its-beautiful/
https://writings.stephenwolfram.com/2020/04/finally-we-may-have-a-path-to-the-fundamental-theory-of-physics-and-its-beautiful/
https://www.wolframcloud.com/obj/wolframphysics/Documents/some-quantum-mechanical-properties-of-the-wolfram-model.pdf
https://scottaaronson.com/papers/nks.pdf
http://bactra.org/reviews/wolfram/
https://arxiv.org/pdf/2104.03902.pdf
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Like life in general, science is a great relay race, with many players. Hundreds of other less-known 

contributors have also grown the field and must be recognized. Sometimes, genius scientists were so 

prolific than we forget their contributions. This is the case of John Von Neumann who is better-known 

for his “Von Neumann model” that is the cornerstone of classical computing and for his contribution 

to the development of EDVAC in 1949, the first stored program-based computer, rather than for his 

huge contribution to quantum physics mathematical formalism with density matrices and quantum 

measurement. It depends on the field you are working in, classical computing or quantum physics. 

You won't find here inventors or entrepreneurs a la Steve Jobs or Elon Musk, even though the found-

ers of startups like D-Wave, IonQ, Rigetti and PsiQuantum are among the entrepreneurial pioneers of 

this burgeoning industry, all being high-level scientists with a PhD! 

Hall of fame. The History of 20th century quantum physics is embodied in the mythical Fifth Solvay 

Conference in 1927, held at the Institute of Physiology in Brussels. It brought together the greatest 

mathematicians and physicists of the time including almost all the historical founders of quantum 

physics with Max Planck, Albert Einstein, Niels Bohr, Louis de Broglie, Erwin Schrödinger, Max 

Born, Werner Heisenberg and Paul Dirac23. All this happened as the foundations of 20th quantum 

physics theories were fairly well laid out. 17 of its 29 participants got a Nobel Prize, 6 of which before 

the congress (names underlined in green) and the others afterwards (in blue). It was probably one of 

the largest concentrations and density of scientific brains per square meter in the history of mankind!  

 
Figure 17: the famous Solvay 1927 conference photo with its 17 Nobel prizes (6 back then, and 11 after the conference). Photo 

credit: Benjamin Couprie, Institut International de Physique de Solvay. 

Solvay conferences on physics are held every 3 to 4 years since their creation in 1911 by the entre-

preneur and chemist Ernest Solvay. The 1927 congress’s topic was electrons and photons, which are 

at the heart of quantum physics. Half of these conferences are dedicated to quantum physics, the other 

on different branches of physics. The 28th edition was held in May 2022 and gathered a contemporary 

hall of fame of quantum scientists from quantum physics to quantum information science. 

 

23 Only fathers and no mother! Marie Curie was present but was not specialized in quantum physics. She worked on radioactivity. 
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The major contributions of early scientists in quantum physics are generally arranged in chronological 

order, with some indication of who influenced whom. 

Precursors 

We begin with the classical physicists and mathematicians of the 18th and 19th centuries who laid the 

scientific groundwork that allowed their 20th century successors to formalize the foundations of quan-

tum physics24. 

 
Figure 18: precursor scientists who laid the ground particularly in the electromagnetic fields and mathematics domains. 

It’s roughly organized in scientific contributions chronological order. 

 

Thomas Young (1773-1829, English) was one of the great sciences and arts poly-

maths of his time, working in optics, medicine, linguistics, Egyptology and music. He 

determined that light behaved like a wave, which he proved with the double-slit ex-

periment around 1806, illustrated in Figure 19, that now bears his name. When reduc-

ing the size of both slits, it generates interference fringes creating alternating light and 

dark zones related to the wave nature of light. We had to wait till Albert Einstein’s 

work in 1905 to determine that light was also made of particles. 

His experiment used red filtered sunlight going through a first slit. Contemporary experiments use 

coherent laser light sources. This experiment is one of the cornerstones leading much later to the 

creation of the electromagnetism theory by James Maxwell. 

The slit experiment was imple-

mented with electrons in 1961, 

with a similar result, illustrating 

the electron wave-particle dual-

ity, devised first by Louis de 

Broglie in 1924. It was then also 

done with atoms in 1991 and 

with various molecules starting 

in 2002. 

Thomas Young also worked on 

the principles of refraction and 

human trichromatic vision as 

well as in fluid mechanics, in-

cluding on the notion of capillar-

ity and surface tension. 

 

Figure 19: the double-slit experiment principle (cc) Olivier Ezratty, sources compilation. 

As an Egyptologist, Thomas Young contributed to the study of the hieroglyphs of the famous Rosetta 

Stone, which was later used by Jean-François Champollion to decipher the whole stone texts. 

Champollion was then sponsored and helped by a certain Joseph Fourier. Yes, the mathematician! 

 

24 I do not always indicate the source of the diagrams used in this text. These are part of common scientific knowledge that are now in 

the public domain. 
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William Rowan Hamilton (1805-1865, Irish) was a mathematician and astronomer. 

He invented around 1827 a set of new mathematical formulations of the laws of phys-

ics incorporating electromagnetism. In quantum mechanics, we often speak of Ham-

iltonians or Hamiltonian functions. These are mathematical operators used to evalu-

ate the total energy of a system of elementary particles including their kinetic and 

potential energies. This energy is evaluated over time. 

Schrödinger's 1926 wave equation describes the evolution of a system’s Hamiltonian over time. 

Among other domains, this concept is used in analog quantum computing with quantum simulators 

and quantum annealers, like with D-Wave’s systems. We’ll have the opportunity to cover this in detail 

in this book, starting page 278. 

Hamilton is also behind the creation of quaternions in 1843 which generalize complex numbers, with 

using i, j and k as imaginary numbers with i2 = j2 = k2 = ijk = −1. It can be used to compute three-

dimensions rotations and have some applications in quantum computing like for the representation of 

two-qubit entanglement and of single qubit gates from the Pauli group, in topological quantum com-

puting. This is an exotic domain that we won’t cover in this book. 

 

Niels Henrik Abel (1802-1829, Norwegian) is a prolific mathematician at the origin 

of the so-called Abelian groups. His work focused on the semi-convergence of nu-

merical series, sequences and series of functions, the convergence criteria of gener-

alized integrals, the notion of elliptic functions and integrals (used in cryptography) 

and the resolution of algebraic equations including his proof of the impossibility of 

solving general quintic equations. 

He died way too early at the age of 26 from tuberculosis while visiting Paris and meeting his fiancée! 

Along with William Rowan Hamilton, Charles Hermite and Emmy Noether, he is one of the main 

‘suppliers’ of the mathematical foundations used in quantum mechanics. 

The adjectives "Abelian" and "non-Abelian" are associated with anyons, the quasiparticles that are 

the basis of topological quantum computing. 

Why do these concepts of quantum mechanics invented long after his death refer to this mathemati-

cian? Mainly because the distinction between Abelian and non-Abelian is linked to their commutative 

mathematical representation. A system with A and B is Abelian when A*B = B*A or non-commutative 

and non-Abelian when A*B is not equal to B*A. The most common non-commutative operations are 

non-square matrices multiplications. The multiplication of a matrix (p x q) * (q x p) will give a matrix 

(p x p) whereas in the other direction, (q x p) * (p x q) will generate a matrix (q x q), q and p being 

here numbers of rows and/or columns. 

Non-commutativity is frequently found in quantum physics and particularly with quantum measure-

ment. The order in which quantum objects properties are measured may influence the results because 

the used measurement operators are non-commutative. In some cases, though, operators are commu-

tative, like with the Measurement-Based Quantum Computing (MBQC) technique that we will have 

the opportunity to describe later when dealing with photon-based quantum systems. 

 

Charles Hermite (1822-1901, French) was another prolific 19th century mathemati-

cian. He worked on numbers theory, quadratic forms, the theory of invariants, orthog-

onal polynomials, elliptic functions and algebra. His main works were concentrated 

on the 1848-1860 period. We owe him the notion of Hermitian functions and matri-

ces, which are widely used in quantum physics and quantum computing. A Hermitian 

matrix is composed of real numbers in the diagonal and can be complex in the rest, 

and is equal to its transconjugate. 
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Namely, their transpose matrix whose value of complex numbers has been inverted (i becomes -i and 

vice-versa). 

Quantum measurement op-

erations in quantum phys-

ics and computers are de-

fined by Hermitian matri-

ces. 

 

Figure 20: how a Hermitian matrix is constructed. 

Achille Marie Gaston Floquet (1847-1920, French) was a mathematician who developed mathe-

matical analysis in the theory of differential equations. His name is used in Floquet codes (quantum 

error correction codes) and we also find him in the physics of quantum matter. 

 

James Clerk Maxwell (1831-1879, Scottish) created in 1865 the theory of electro-

magnetic fields, combining an electric field and a magnetic field orthogonal to the 

direction of wave propagation as in the diagram below, and moving at the speed of 

light. This theory explains light-light interactions such as reflection, diffraction, re-

fraction and interferences. Maxwell's work built on and improved the formalism from 

Faraday, Gauss, and Ampère. 

Maxwell's equations illustrate that when they 

are constant, electric, and magnetic fields are 

independent, and in variable regime (with a 

wavelength λ), it becomes interdependent (E⃗⃗  

and B⃗⃗  ), one generating the other and vice-

versa, hence the notion of electromagnetic 

waves and fields. 

 

Figure 21: electromagnetic wave electric and magnetic fields 
components. 

In Maxwell's equations, the electromagnetic field is represented by an electromagnetic tensor, a 4x4 

matrix whose diagonal is zero and whose half of the components describe the electric field and the 

other half the magnetic field. These four dimensions correspond to space (3) and time (1). 

In fact, there are four main Maxwell equations25: 

• The Maxwell-Gauss equation describes 

how an electric field is generated by elec-

tric charges. At each point in space, the 

electric field is directed from positive to 

negative charges in directions depending 

on the charges space position. 

 
Figure 22: Maxwell-Gauss equation describing the electric field created 

by electric charges. 

• The Maxwell-flux equation states that a 

magnetic field is always generated by a di-

pole with positive and negative charges 

that are connected and inseparable. Math-

ematically, this translates into the fact that 

the divergence of the magnetic field is 

zero and that there is no magnetic mono-

pole. 

  
Figure 23: Maxwell-flux equation. 

 

25 See these well done and visual explanations of Maxwell's equations: A plain explanation of Maxwell's equations. 
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• Namely, that there is no magnetic field line that escapes to infinity as we have with an electric 

field. 

• The Maxwell-Faraday equation describes 

how the variation of a magnetic field creates 

an electric field. This is the principle used in 

electric alternators. The rotational operator 

using a nabla sign ∇ corresponds to a differ-

ential vector operation. It is equal to the first 

derivative of the magnetic field over time. 

 
Figure 24: Maxwell-Faraday equation connecting the magnetic and 

electric fields. 

• The Maxwell-Ampere equation states that 

magnetic fields are generated by electric cur-

rents or by the variation of an electric field. 

This interdependence between magnetic 

fields and varying electric fields explains the 

circulation of self-sustaining electromagnetic 

waves. On the left of the equation is the rota-

tional magnetic field. 

 
Figure 25: Maxwell-Ampere equation connecting magnetic field to 

electric field 

As with Schrödinger's equation, Maxwell's equa-

tions have several variations, which may be con-

fusing. Maxwell first published twenty equations 

with twenty unknown variables in 1865. In 1873, 

he reduced them to eight equations. In 1884, Oli-

ver Heaviside (1850-1925, English) and Willard 

Gibbs (1839-1903, American) downsized the 

whole stuff to the four partial differential vector 

equations mentioned above. These four vector 

equations are reduced to two tensor equations for 

electromagnetic waves propagated in vacuum.  
Figure 26: Maxwell’s equations in vacuum. 

The non-interaction with other elements explains 

the independence in this equation between elec-

tric and magnetic fields. 

Maxwell predicted that electromagnetic waves 

were travelling at the speed of light. 

Electromagnetic waves were only experimentally 

discovered after Maxwell's death, by Heinrich 

Hertz (1857-1894) between 1886 and 1888. 

Hertz also discovered the photoelectric effect in 

1887. Maxwell's description of electromagnetic 

waves had a phenomenal impact in electromag-

netic telecommunications and optronics. It also 

served as a foundation for the first quantum phys-

ics laws developed by Max Planck in 1900 which 

led progressively to the quantization of the elec-

tromagnetic waves. 

 

Maxwell is also at the origin of the Maxwell-Boltzmann statistical law of gas distribution. It models 

the particle velocity distribution of a perfect gas. It does not take into account the interactions between 

particles and is not applicable to extreme conditions, such as very low temperatures. 
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In particular, it is replaced by the Bose-Einstein condensate statistic for bosons (integer spin particles 

such as helium 4, which can be gathered in the same quantum state and energy level) and by the 

Fermi-Dirac statistic for fermions (particles with half-integer spins such as electrons or helium-3, 

which cannot cohabit in the same quantum and energy state). 

Maxwell is the designer in 1867 of the so-called Maxwell's demon thought experiment which would 

make possible the reversibility of thermodynamic exchange processes and invalidate the second law 

of thermodynamics. 

It rests on two boxes containing two different gases where a gas at two different temperatures is 

separated by a hole and a closure controlled by a "demon". When the door is opened, the gases mix. 

Once mixed (see Figure 27), the demon 

would control which molecules could go 

from one box to another, taking ad-

vantage of the natural kinetic energy of 

the gases. This would allow in theory and 

after a certain time to return to the previ-

ous equilibrium in a non-equilibrium sit-

uation (on the right in Figure 27). 

 

Figure 27: Maxwell’s demon principle. Source: Wikipedia. 

It took several decades to find the fault, notably via Léo Szilard in 1929 and Léon Brillouin in 1948. 

Initially, the explanation was that the demon needs to consume some energy to obtain information 

about the state of the gas molecules to sort them out. Therefore, energy is consumed to modify the 

stable equilibrium obtained to mix the gases. 

The "up to date" explanation is somewhat different. The energy cost comes from resetting the demon's 

memory, which ultimately consists of a single bit of information26. 

All this had repercussions on the notion of the energy value of information and led, much later, to the 

creation of the field of information thermodynamics, i.e., the study of the energetic and entropic foot-

prints of information, particularly in quantum computing. 

This field was then investigated by Rolf Landauer, known for his study of irreversible information 

management circuits heat generation, and by Charles Bennett and Gilles Brassard, the co-inventors 

of the QKD based BB84 protocol, which we will discuss later, and then by Paul Benioff, who was at 

the origin of the idea of gate-based quantum computing. 

We finally owe Maxwell the creation of color photography in 1855, that was implemented in 1861, 

based on the three primary colors of human vision. 

Maxwell’s electromagnetic field equations has very well survived the test of time. It’s still the basis 

of classical optics and quantum optics. Even when studying quantized light, researchers and students 

still rely on Maxwell’s equations and their subsequent derivations created since then. 

 

26 Here is the detailed explanation by Alexia Auffèves (CNRS Institut Néel / MajuLab): we can understand the operation of resetting a 

bit of memory by considering an ultimate Carnot engine, consisting of a single particle that can be located to the left or right of a certain 

thermostated volume. Left = 0, Right = 1 There are two possible operations. The first one is compression. The particle is initially to the 

left or to the right of the volume that contains it (we don't know) and we compress the said volume so that at the end it is necessarily 

on the left. It is an initialization operation where the bit is reset to state 0. As with any compression, you have to pay, here in this 

ultimate case, the work to be expended is kT log 2. This is Landauer's famous work, which sets an energy bound to all logically 

irreversible operations. The second operation is relaxation. In the beginning, we know whether the particle is on the left or on the right. 

We position a wall, a pulley with a mass at the end and let the trigger operate while extracting an elementary work equivalent to kT log 

2. This is a Szilard machine. These two manipulations were performed experimentally in 2011 at ENS Lyon. It shows the energy 

footprint of information and are the ultimate solution to Maxwell's demon paradox. See Information and thermodynamics: Experimental 

verification of Landauer’s erasure principle by Antoine Bérut, Artyom Petrosyan and Sergio Ciliberto, Université de Lyon and ENS 

Lyon, 2015 (26 pages). 

https://arxiv.org/pdf/1503.06537.pdf
https://arxiv.org/pdf/1503.06537.pdf
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Ludwig Boltzmann (1844-1906, Austrian) was a physicist, the father of statistical 

physics, defender of the existence of atoms, facing a strong opposition from scientists 

until the beginning of the 20th century, and creator of equations describing fluid and 

gas dynamics in 1872. He is also at the origin of the probabilistic interpretation of the 

second law of thermodynamics, which establishes the irreversibility of physical phe-

nomena, particularly during thermal exchanges. 

Irreversibility is associated with the creation of entropy. Boltzmann tried his hand at philosophy while 

defending the existence of atoms. Depressed, he died by committing suicide. 

 

Henri Poincaré (1854-1912, French) was a mathematician and physicist, precursor 

of the theory of relativity and gravitational waves. We owe him a probabilistic func-

tion that bears his name, and which is the optical equivalent of the Bloch representa-

tion that we will see later, which mathematically describes the state of qubits. He is 

also the author in 1904 of the mathematical conjecture that bears his name and that 

was demonstrated in 2003 by the Russian mathematician Grigori Perlman. It is rela-

tive to hypersphere bounding the unit ball in a 4-dimensional space. 

He was a first cousin of Raymond Poincaré (1860-1934), president of France during the First World 

War, a lesser-known figure than Georges Clémenceau who was then Prime Minister and drove the 

war efforts against Germany and with allies from the UK and the USA. 

 

David Hilbert (1862-1943, German) is yet another prolific mathematician who, at 

the end of the 19th century, was the creator of the mathematical foundations widely 

used in quantum physics, in particular his so-called Hilbert spaces using vectors to 

measure lengths, angles and define orthogonality. They are used to represent the state 

of quantum objects and qubits with vectors and complex numbers with an inner prod-

uct, distances and an orthonormal basis (see Figure 28). Still, his work had nothing 

to do with quantum physics, which was not yet formulated at the time. 

His work was used by 

Paul Dirac in 1930 and 

John Von Neumann in 

1932 to lay the 

groundworks of quan-

tum physics mathe-

matical foundations 

like the Dirac Bra-Ket 

notation and the Von 

Neumann quantum 

measurement formal-

ism. 

 
Figure 28: a Hilbert space is a vector space with an inner product. It enables the measurement of vector 

distances, angles and lengths. Source: compilation Olivier Ezratty, 2022. 

 

Pieter Zeeman (1865-1943, Dutch) was a physicist, Nobel Prize in Physics in 1902 

with Hendrik Lorentz, for the discovery of the effect that bears his name between 

1896 and 1897. The Zeeman effect occurs when excited atoms are exposed to a mag-

netic field. This affects their emission or absorption spectrum, that displays many 

discrete spectral lines. The effect is observed with spectroscopy, which breaks down 

light rays of different wavelengths with a prism. 

In his experiment, spectral lines are broken down into an odd number of lines (normal Zeeman effect, 

as shown in Figure 29 for cadmium atoms) or an even number of lines (abnormal Zeeman effect). 

The decomposition depends on the intensity of the magnetic field passing through the analyzed atoms. 

There is also a nuclear Zeeman effect explained by the spin of atom nucleus. 

metric spaces

vector spaces

normed vector spaces

Banach
spaces

inner product
+ distance function

+ orthonormal basis 

Hilbert 
spacesallows the 

computation of 
vector length 
and distance 

between vectors 



Understanding Quantum Technologies 2022 - History and scientists / Founders - 27 

 
Figure 29: normal Zeeman’s effect energy transitions. 

Source: Lecture Note on Zeeman effect in Na, Cd, and Hg 
by Masatsugu Sei Suzuki and Itsuko S. Suzuki, 2011. 

It is matched by a polarization of the generated light 

whose nature and intensity depends on the orientation 

of the magnetic field relative to the light beam as 

shown here. The Zeeman effect can be explained by 

Pauli's exclusion principle, elaborated in 1925, and by 

the transitions in the energy level of the electrons in the 

same atom layer and having different orbital angular 

momentum (normal) and spin (abnormal). In astron-

omy, the Zeeman effect measurement is used to evalu-

ate the intense magnetic fields in stars as well as within 

the Milky Way. The nuclear Zeeman effect is used in 

magnetic resonance spectroscopy in MRI scanners. 

 

Hendrik Antoon Lorentz (1853-1928, Dutch) was a physicist who worked on the 

nature of light and the constitution of matter and made the link between light and 

Maxwell's electromagnetism equations. We owe him the Lorentz transformations that 

explain the results of Michelson-Morley's experiments between 1881 and 1887 which 

showed that the speed of light is stable, whatever the reference frame. With Henri 

Poincaré and George Francis FitzGerald (1851-1901, Irish), he was a key contributor 

to the theory of relativity formalized later by Albert Einstein between 1905 and 1915. 

Let’s also add Joseph Larmor (1857-1942, Irish/British) who, among other various contributions, 

was one of the first to associate electric charges with electron particles in 1894. We also own him the 

notion of Larmor precession, the rotation of the magnetic moment of an object when it is exposed to 

an external magnetic field, discovered with protons in 1919 and later extended to electrons. 

Founders 

The foundations of quantum physics started with Max Planck’s black-body explanation with energy 

quanta and, then took shape over three and a half decades, roughly until 1935. It involved the succes-

sive contributions from Einstein, Bohr, De Broglie, Schrödinger, Born, Heisenberg and Dirac to men-

tion only the best-known contributors who were all theoreticians and not experimentalists. In the 

timeline from Figure 30, the gold coins represent a Nobel prize. 

 
Figure 30: quantum physics foundational years timeline. (cc) Olivier Ezratty, 2021-2022. 
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Things were relatively quiet during World War II as lots of scientists were focused on creating the 

atomic bomb in the USA under the umbrella of the then very secret Manhattan project while Europe 

was not the best place in the world for travel and international scientific collaborations. German sci-

entists who initially led quantum physics became isolated or emigrated to the USA or the UK because 

they were Jews, like Albert Einstein or Max Born. 

 
Figure 31: the key founders of quantum physics in the first part of the 20th century. (cc) Olivier Ezratty, 2020. 

Here is a broader tour of the great physicists and mathematicians who laid the foundations of quantum 

physics. They are all Europeans who, some of whom emigrated from Europe to the United States 

before World War II. 

 

Max Planck (1858-1947, German) was a physicist, initially specialized in thermo-

dynamics. In 1900, he developed the first basis of quantum physics, hypothesizing 

that energy exchanges between light and matter are made by discrete quanta. This 

radiation is not continuous but varies by thresholds, in steps of a certain amount of 

energy, hence the term "quantum" and "quantum physics" or “quantum mechanics”. 

His theory allowed him to roughly explain for the first time the enigmatic radiation 

of black bodies, that absorbs all incident magnetic radiation. 

Examples of black bodies are a closed cavity 

like an oven, a heated metal that becomes 

red, orange, then white depending on the 

temperature, or a star like our own Sun. The 

spectrum of electromagnetic waves emitted 

by a black body depends only on its temper-

ature and not at all on its material. The 

higher the temperature is, the more the elec-

tromagnetic spectrum emitted by the black 

body slides towards higher frequencies on 

the left, therefore towards purple and ultra-

violet. The theory solved the ultraviolet ca-

tastrophe. 

 
Figure 32: black-body spectrum and the ultra-violet catastrophe. 
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This so-called ultraviolet catastrophe, an expression Paul Ehrenfest (1880-1933, Austrian) created 

later in 1911, happened with the Rayleigh-Jeans law also proposed in 1900, which was trying to 

predict the shape of the light spectrum with the black body temperature. It was diverging to infinite 

values as the temperature was growing. Planck’s law solved the problem and avoided the ultraviolet 

catastrophe. He found his spectrum equation empirically and only then, a related explanation based 

on harmonic oscillators and energy quanta exchanged between the radiation and the black body “wall”. 

For this work, Max Planck was awarded the Nobel Prize in Physics in 1918. 

We also owe him the constant which bears his name (ℎ) and which is used in his blackbody radiation 

equation. The Planck constant (6.626x10-34 Js) was then used in the equation according to which 

atomic state energy shifts equals to the radiation frequency multiplied by Planck's constant. The con-

stant appears in most quantum physics equations (De Broglie, Schrödinger, Dirac, etc.). 

When an electron changes its orbit in a hydrogen atom, it emits or absorbs an electromagnetic wave 

whose energy is equal to Planck's constant multiplied by the emitted light frequency. More generally, 

a system can evolve only with multiples of Planck’s constant. Despite the numerous experimental 

validations carried out a few years later, Max Planck expressed until his death a lot of doubts about 

the very principles of quantum physics! 

Planck is also at the origin of several infinitesimal constants as shown in Figure 33: Planck time, 

which is tP=10-44s and Planck distance which is lP=1.616255*10-35m. Planck's time is the time it would 

take for a photon to travel the Planck distance. 

 
Figure 33: Planck time, distance and mass constants (cc) Olivier Ezratty, 2021. 

These are the dimensions of the infinitely small below which any observation would be impossible. 

The length of Planck lP is so small that a photon used to observe it would have such a high frequency 

and energy that it would generate a black hole around it and would therefore become unobservable! 

At last, Planck mass is the maximum mass of an elementary particle. A particle with this mass and 

the size of Planck’s distance would be a black hole. These are quite extreme physics. In today's clas-

sical cosmology, Planck's wall corresponds in the history of the expansion of the Universe to the 

moment when 10-43s after the big bang, its size would have been 10-35m, which is respectively the 

Planck time and Planck distance. Needless to say that the experimental conditions of the big bang are 

difficult to reproduce. It doesn’t prevent some physicists to try to simulate it digitally27. 

 

27 See A new algorithm that simulates the intergalactic medium of the Universe in seconds is developed by the Instituto de Astrofisica 

de Canarias, May 2022. 

shortest time measurement that is 
possible due to the indeterminacy 
principle

10−44 s

ћ : Planck reduced constant

G : gravitational constant

c : speed of light

Planck
time

Planck 
distance

shortest distance measurement possible 
due to the indeterminacy principle

10−20 times the diameter of a proton

1.6 x 10-35 m

Planck
mass

maximal mass of an elementary particle

1020 the mass of smallest elementary 
particle like muon

mass of a Planck particle with a 
dimension of Planck distance = black hole 

2.176 434 x 10−8 kg

=> ultimate processing speed limit: one gate per Planck time per Planck 
mass, so 1048 ops/sec for one gram, processing speed of a black hole!

∆x

Planck 
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Planck 
energy

Plack mass

E

https://iac.es/en/outreach/news/new-algorithm-simulates-intergalactic-medium-universe-seconds-developed
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Albert Einstein (1879-1955, German then American) got his Nobel Prize in 1921 for 

his interpretation of the photoelectric effect in 1905, which became one of the foun-

dations of quantum mechanics after Planck and before De Broglie, Heisenberg and 

Schrödinger. Einstein determined that Planck's quanta are elementary grains of en-

ergy 𝐸 = ℎ𝜐 (Planck constant times frequency) with a momentum of 𝑝 = ℎ𝜐/𝑐 28. 

These were named “photons” in 1926 by Gilbert Lewis (1875-1946, American). 

Symbolically, 1905 is also the year of Jules Verne’s death. 

Symmetrically to what Louis De Broglie would later do with electrons, he hypothesized that a photon 

behaves both as a wave and as a particle. 

This was coming out of just one out of his four 1905 “annus mirabilis” papers sent between March 

and June to Annalen der Physik, the others being on special relativity, Brownian motion and mass-

energy equivalence, published when he was just 26. This was on top of his own 24 pages PhD thesis 

on a theoretical method to calculate molecular sizes using fluid mechanics and hydrodynamics. 

With the photoelectric paper, he reconciled the corpuscular theories of René Descartes (1596-1650, 

French, in 1633) and Isaac Newton (1642-1726, English, in 1704) with the wave-based theories of 

Christiaan Huygens (1629-1695, Dutch, in 1678) to describe light. 

This was followed by the works from Augustin-Jean Fresnel (1788-1827, French), Léon Foucault 

(1819-1868, French, who measured first the speed of light), Hippolyte Fizeau (1819-1896, French, 

who co-discovered the Doppler effect) and of course James Clerk Maxwell. 

The photoelectric effect corresponds to the 

capacity of a photon to dislodge an electron 

from a generally inner orbit of an atom and 

to create some electric current29. 

It is exploited in the cells of silicon-based 

photovoltaic solar panels. It also explains 

photosynthesis in plants, which is the meta-

bolic starting point of glucose production. 
 

Figure 34: the photoelectric effect. 

In addition to Max Planck's work on black body radiation, Einstein's interpretation was based on the 

earlier work of Heinrich Hertz (1857-1894, German) who discovered in 1887 that light can extract 

an electron out of metal, and Philipp Lenard (1862-1947, German) who, in 1902, studied the photo-

electric effect and determined that it is only triggered at a certain frequency for the projected light. 

The latter was awarded the Nobel Prize in Physics in 1905. Becoming a fervent Nazi and opposed to 

Einstein by scientific rivalry and then by explicit anti-Semitism, he mostly disappeared from quantum 

physics hall of fame. 

Einstein's photoelectric effect equations were then verified by the experiments of Robert Andrews 

Millikan (1868-1953, American) between 1909 and 1914. It enabled him to measure the electric 

charge of a single electron, which earned him the Nobel Prize in Physics in 1923. 

 

28 In On a Heuristic Viewpoint Concerning the Production and Transformation of Light, 1905. 

29 The electron layers of the atoms are numbered from 1 to N, their quantum number. One also starts the numbering by K (first layer 

close to the nucleus with a maximum of 2 electrons) then L (8 electrons maximum), M (with a maximum of 18 electrons but in practice 

8), etc. The photoelectric effect mainly concerns the layers K and L. The ejected electron is then replaced by an electron of external 

orbit, which generates a new photon, in X-rays or in fluorescence, according to the energy of the incident photon. This then emits an 

X-ray photon due to the energy differential between electronic layers or an electron called "Auger" from the name of Pierre Auger. This 

phenomenon was discovered around 1923 by the latter and by Lise Meitner. Another variant of the photoelectric effect is the Compton 

effect, when the high energy of an incident photon in gamma rays will release an electron from the valence layer and generate another 

photon. Finally, when the energy of the incident photon is even higher, the interaction takes place at the nucleus of the target atom and 

generates an electron and a positron. 
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http://www.pitt.edu/~jdnorton/lectures/Rotman_Summer_School_2013/Einstein_1905_docs/Einstein_Light_Quantum_WikiSource.pdf
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Of course, Einstein is also at the origin of the special and general theories of relativity. He didn’t 

obtain a Nobel Prize for his work on relativity despite its considerable impact on science. 

This is due, among other things, to his theories being based on earlier work from Hendrick Anton 

Lorentz and Henri Poincaré as well as the contribution of his former professor Hermann Minkow-

ski (1864-1909, German) who created the four-dimensional space-time notion in 1908. 

On top of many other contributions in quantum physics, Einstein predicted the photons stimulated 

emission effect in 1917, that would later lead to the creation of lasers. He also predicted in 1925 a 

particular behavior of matter, the Bose-Einstein condensate, which occurs when gases are cooled to 

very low temperatures. Atoms are then in a minimum energy quantum state showing particular phys-

ical properties. 

This is the case of superfluid helium, discovered in 1938, which is superfluid at very low temperatures, 

i.e., it can move without dissipating energy. Bose is the name of Satyendra Nath Bose (1894-1974, 

India) with whom Einstein had worked during the 1920s and to whom we owe the "bosons", which 

verify the characteristics of Bose-Einstein's condensates. 

Bosons include elementary particles without mass such as photons and gluons but also certain atoms 

such as deuterium or Helium 4 as well as certain quasi-particles such as the superconducting electron 

pairs that are Cooper's pairs. We will see a little later that it is a question of the spin sum of these 

particles that determines the fact that they are bosons as opposed to fermions. 

Albert Einstein also contributed to the philosophical-scientific debates on quantum physics realism, 

confronting Niels Bohr. He focused on the fact that quantum physics did not seem to completely 

describe the physical world with its probabilistic bias. Einstein wanted to find a realistic interpretation 

of quantum physics. He could not be satisfied with a probabilistic description of the state of electrons 

and other quantum objects. He could not find sufficient the interpretation of quantum physics accord-

ing to which the observer and the measurement "make" the real world. He thought that the real world 

exists independently of measurements and observers. 

The debate between Albert Einstein and Niels Bohr revolved around various thought experiments on 

determinism discussed during the 1927 Solvay Congress. 

 
Figure 35: the famous EPR paper from Albert Einstein, Boris Podolsky and Nathan Rosen published in 1935. 

It culminated later, in 1935, with the famous EPR paradox paper, named after its authors Albert 

Einstein, Boris Podolsky and Nathan Rosen. The paper raised the question of the incompleteness of 

quantum mechanics at the time30. 

 

30 See Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?, by Albert, Einstein, Boris Podolsky and 

Nathan Rosen 1935 (4 pages). 

http://inters.org/files/einsteinetal1935.pdf
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It sought to explain the non-locality of the correlated quantum state measurement results of entangled 

particles which was a consequence of Schrödinger's wave function. It was not yet physically observed 

as of 193531. For the EPR paper authors, the quantum theory based on Schrödinger's wave function 

was either incomplete or two quanta could not be instantaneously synchronized at a distance at meas-

urement time. Their measurement outcome being random and correlated, entangled quantum objects 

had to convey with them a sort of “information switch” indicating where the random measurement 

should land. A physical theory is complete if each component of reality has a counterpart in the theory 

that makes it possible to predict its behavior, such as some tuning happening at the source when 

entangled quanta are created, and transmitted to each one with some hidden variables that would 

determine the outcome of their measurement. This underlies the notion of determinism, a principle 

that is absent in Schrödinger's wave function which is entirely probabilistic in nature. 

Einstein thought that quantum physics was 

an incomplete theory that didn’t describe 

reality precisely enough. Einstein was then 

often credited with the idea that there were 

hidden variables. It seems, however, that 

he never mentioned them in his writings 

despite what John Bell later said. The EPR 

paper ends with indicating that it should be 

possible to build a complete theory of 

quantum mechanics 32  . Hidden variables 

are a consequence rather than a hypothesis 

in the EPR paradox paper. 

 
Figure 36: New York Times coverage of the EPR paper. 

The explanation of entanglement by "hidden variables" comes rather from Louis de Broglie with his 

pilot wave hypothesis elaborated in 1927, an idea later pursued by David Bohm in the 1950s33. With 

his "inequalities", John Stewart Bell demonstrated in 1964 that the existence of such hidden local 

variables was incompatible with the principles of quantum mechanics. Alain Aspect's 1982 experi-

ment on photon entanglement confirmed this hypothesis. In the end, Einstein could not finish his 

work on his theory of general relativity which was, for him, as incomplete as quantum mechanics. In 

particular, he wanted to reconcile quantum mechanics and gravity. 

Be careful with the simplistic views that Einstein was “against” quantum mechanics, had it all wrong 

or did not believe in it34. He first questioned the principle of indeterminacy in 1927 and 1930, then 

estimated that the theory was incomplete to explain entanglement, with the EPR paradox paper pub-

lished in 1935, and finally, he opposed the lack of realism of quantum theory. This incompleteness is 

still being discussed more than 80 years later. The origins of entanglement are still not physically 

explained under certain conditions, particularly with long distance. It is only observed physically and 

described mathematically35. This remains an open debate as scientists continue to ponder the different 

possible interpretations of quantum physics. This is part of the field of quantum foundations and 

quantum physics philosophy that we cover later in this book, page 1001. 

 

31 Einstein's landmark was classical and relativistic physics that acted locally. Gravity is local and is transmitted at the speed of light. 

All physical theories before quantum physics were local or EPR-local. Remote actions all involve a delay, usually coupled with atten-

uation with distance as it’s the case for gravity. 

32 The 1935 New York Times article was published thanks to a "leak" provoked by Boris Podolsky, the youngest of the EPR 3 gang. 

33 See Albert Einstein, David Bohm and Louis de Broglie on the hidden variables of quantum mechanics by Michel Paty, 2007 (29 

pages) which sets the record straight on Albert Einstein's position on the subject of hidden variables. The author, born in 1938, is a 

physicist and a philosopher of science. 

34 This story is well told in Einstein and the Quantum - The Quest of the Valiant Swabian by A. Douglas Stone, 2013 (349 pages). 

35 See the abundant Einstein Bohr debates and Interpretations of quantum mechanics pages on Wikipedia, from which the table on the 

next page is taken. 

https://halshs.archives-ouvertes.fr/halshs-00167125/document
https://www.amazon.com/Einstein-Quantum-Quest-Valiant-Swabian/dp/0691168563
https://en.wikipedia.org/wiki/Bohr%E2%80%93Einstein_debates
https://en.wikipedia.org/wiki/Interpretations_of_quantum_mechanics
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Niels Bohr (1885-1962, Danish) was a physicist, Nobel Prize in Physics in 1922, 

who created in 1913, aged 28, a descriptive model of the hydrogen atom with its 

nucleus made of a proton and an electron rotating around the nucleus on precise orbits 

corresponding to levels of kinetic energy, multiple of h/2π, h being Planck's constant 

and n = 1, 2, 3 and so on. This model explained hydrogen spectral lines observed in 

the experiments of Johann Balmer (1825-1898) in 1885, Theodore Lyman (1874-

1954) in 1906 and Friedrich Paschen (1865-1947) in 1908. 

It also explained why electrons didn’t crash on atom nucleus! Niels Bohr followed the work of Ernest 

Rutherford (1871-1937) who discovered in 1911 the structure of atoms with their positively charged 

nucleus, thanks to its protons, and their electrons revolving around the nucleus. The latter, with whom 

Niels Bohr was doing his post-doc in 1911, relied himself on Hantaro Nagaoka (1865-1950, Japan) 

who predicted in 1903 the structure of atoms with a positively charged nucleus and negatively charged 

electrons revolving around it, called the "Saturnian model". 

Electrons had been discovered by Joseph John Thomson (1856-1940, English) in 1897 by analyzing 

the rays emitted by a cathode in a cathode ray tube (CRT), deflected by an electric field as well as by 

a magnetic field, and detected by a layer of phosphorus. He was awarded the Nobel Prize in Physics 

in 1906. 

    
Figure 37: the Bohr atomic model. Source: Wikipedia and other open sources. 

Ernest Rutherford had also imagined the existence of neutrons, which was not verified experimentally 

until 1932 by James Chadwick (1891-1974, English). Marie Curie (1867-1934, Polish and French) 

had discovered polonium and radium in 1898 and some effects of radioactivity but not the existence 

of neutrons. 

According to Niels Bohr, electrons emit or absorb a photon when they change orbit. Subsequently, 

Louis de Broglie's work on wave-particle duality interpreted that the orbits of the electrons were an 

integer multiple of their associated wavelength. 

Together with Werner Heisenberg, Pascual Jordan and Max Born, Niels Bohr is at the origin of the 

so-called Copenhagen interpretation of quantum physics which is based on three key principles36 : 

• The description of a wave-particle is realized by its wave function, and no other "hidden" local 

information or variable can be used to describe its state. We must accept the wave function prob-

abilistic used to describe a quantum state. 

 

36 See also Richard Webb’s Seven ways to skin Schrödinger's cat, 2016 which describes the different schools of thought in quantum 

physics. See also other interpretations of quantum physics in Ethan Siegel's The Biggest Myth In Quantum Physics Starts With A Bang 

in Forbes, 2018. 
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https://www.newscientist.com/article/2097199-seven-ways-to-skin-schrodingers-cat/
https://www.forbes.com/sites/startswithabang/2018/02/07/the-biggest-myth-in-quantum-physics/#36e9d87853fa
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• When a quantum state measurement is performed, its composite wave function of several states 

is reduced to the wave function of one of the possible states of the quantum with a probability 

define by Born’s rule (we’ll see that later). This is the collapse of the wave function. 

• When two properties are linked by an uncertainty relationship, the two properties cannot be meas-

ured with a greater precision than that allowed by the uncertainty relationship (Heisenberg prin-

ciple of indeterminacy). Moreover, when we measure the position of a particle, we affect its mo-

tion, and vice versa. It comes from the bare fact that speed and position do not have any meaning 

before measurement in quantum physics. Variables linked through an indetermination link are 

conjugate with regards to actions which can change only by quantum leaps. 

This is the main interpretation of quantum mechanics. There are many other interpretations available, 

listed below in the table from Figure 38. We will have the opportunity to detail the interpretation of 

Copenhagen towards the end of the book in the part dedicated to the philosophy of quantum physics, 

page 1001. 

 
Figure 38: the various interpretation of quantum physics. Source: Wikipedia. 

Note that Niels Bohr's son, Aage Niels Bohr (1922-2009, Danish), was awarded the Nobel Prize in 

Physics in 1975 for his work on the structure of atom nucleus37! 

 

Emmy Noether (1882-1935, German) is the creator of the theorem that bears her 

name in 1915 at the University of Göttingen in Germany and which says that if a 

system has a continuous symmetry property, then there are corresponding quantities 

whose values are conserved in time38. At the origin of the field of abstract algebra, it 

is a foundation to Lagrangian mechanics, precursor of Hamilton's formalism. At that 

time, she could not teach at the University because this role was forbidden to women. 

Her theorem was only published in 1918 and she could not officially teach until 1919. 

She did not receive a salary from the University until 1923. Her theo-

rem links conservation principles and symmetries. It is one of the foun-

dations of particle physics. Her work helped Albert Einstein to refine 

the foundations of the theory of general relativity he developed in 

191539. She died relatively young, at 53. 

𝑑
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Figure 39: Emmy Noether’s main 
equation. 

 

37 See Quantum Model of the Atom by Helen Klus, 2017. 

38 See In her short life, mathematician Emmy Noether changed the face of physics Noether linked two important concepts in physics: 

conservation laws and symmetries by Emily Conover, 2018. She created a second important and more general theorem that is the basis 

of gauge fields theories in quantum fields theory. 

39 See Women in Science: How Emmy Noether rescued relativity, by Robert Lea, February 2019. 

http://www.thestargarden.co.uk/Bohrs-atom.html
https://www.sciencenews.org/article/emmy-noether-theorem-legacy-physics-math
https://www.sciencenews.org/article/emmy-noether-theorem-legacy-physics-math
https://blog.usejournal.com/women-in-science-how-emmy-noether-rescued-relativity-8372bdd5611b
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Arthur Holly Compton (1892-1962, American) was a physicist who got the 1927 

Nobel Prize in physics for the discovery in 1922/1923 of the effect which demon-

strates that photons can have momentum and behave as particles. His experiment 

makes a photon interact with a free electron around an atom, validating the photoe-

lectric effect theories of Planck and Einstein. The Compton effect is a variant of this 

effect, applied to X and gamma rays which are high energy photons. 

Compton scattering deals with the reception of 

an X or gamma photon which has an energy 

higher than that of the ejected electron. The X 

ray photon is slowed down and deflected with a 

lower energy and becomes a scattered photon. 

This is also called an elastic shock. The effect is 

used in X-ray radios. X-rays are emitted during 

electronic transitions between the atomic layers 

K, L and M (the first around the nucleus of the 

atom). The emission angles of the ejected elec-

tron and the re-emitted photon depend on the 

energy level of the incident photon. 

 
Figure 40: Compton scattering phenomenon. 

 

 

 

 

Otto Stern (1888-1969, German-American) and Walther Gerlach (1889-1979, Ger-

man) respectively conceived in 1921 and together realized in 1922 in Frankfurt the 

famous Stern-Gerlach experiment which discovered the intrinsic angular momentum 

quantization in a magnetic field using a beam of electrically neutral silver atoms as 

shown in Figure 41 40. In the experiment, this momentum came from the 47th electron 

spin from heated silver atoms. 

It did show that these atoms 

have a quantized angular dipole 

that deflects the beam in a given 

direction upward or downward. 

It later became known as parti-

cle spins. The experiment also 

did show that spin measurement 

along a given direction was in-

compatible with being done in 

another direction, correspond-

ing to the notion of observables 

complementarity. 

 
Figure 41: the Stern-Gerlach experiment where an atomic stream of 

silver is deviated in two discrete directions by a magnetic field. 

 

Jacques Salomon Hadamard (1865-1963, French) was a mathematician who gave 

his name to the Hadamard gate used in quantum computers and quantum algorithms. 

He had worked on complex numbers, differential geometry and partial differential 

equations, particularly during the 1920s. He also became interested in the creative 

process of mathematicians with studying the creative process of hundreds of col-

leagues. 

 

40 Illustration coming from: Chapter 6, Particle Spin and the Stern-Gerlach Experiment. See Stern and Gerlach, how a bad cigar helped 

reorient atomic physics by Bretislav Friedrich and Dudley Herschbach, Physics Today, December 2003 (7 pages). The X, Y and Z 

components of the electron spin measured in the Stern-Gerlach experiment are complementary variables. Measuring one of the three 

variables prevents from doing so with the two others. 
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We owe him in particular the Hadamard transforms, square 

matrix operations with 2n complex or integer values on each 

side. The quantum gate named after Hadamard is used in 

quantum computation to create a superposition of the states 
| ⟩ and |1⟩ with a transform of Hadamard of type H1 as de-

scribed in Figure 42. 

This superposition enables computing parallelism in quantum 

computing, in addition to the principle of entanglement which 

links the qubits together conditionally and is the real source 

of quantum exponential acceleration. Superposition is only 

responsible for a potential polynomial acceleration. 

 
Figure 42: Hadamard matrices of various 

dimensions. 

 

Louis de Broglie (1892-1987, French) was a mathematician and physicist who, in 

1923 and 1924, extended the particle-waves duality, then only applied to photons, to 

massive particles, mainly electrons, and also atoms, protons and neutrons 41 . 

According to this principle, elementary particles behave like particles (with a 

position, a trajectory and possibly a mass) and like waves (potentially delocalized and 

scattering in all directions and generating interference) depending on the 

circumstances. 

This is the case of electrons which have 

a mass and can interfere with each other. 

Louis de Broglie turned this duality into 

an equation: λp=h, where λ is a 

wavelength, p is a quantity of motion 

and h is Planck's constant. 

 
Figure 43: De Broglie wave-particle equation with electrons. 

This earned him the Nobel Prize in Physics in 1929. He is the main French contributor to quantum 

physics during the inter-war period. The wave-particle duality of electrons was confirmed in 1927. 

 
Figure 44: electron wave-particle diffraction experiment. Source: Wave Properties of Matter and Quantum Mechanics I (48 slides). 

It was done as shown above in Figure 44 with a nickel crystal based diffraction experiment by Clinton 

Davisson (1881-1958) and Lester Germer (1896-1971) from the Bell Labs in the USA, who shared 

a Nobel Prize in Physics in 1937. 

 

41 Louis de Broglie's brother, Maurice de Broglie (1875-1960), was also a physicist. He had studied X-rays and spectrography. Both 

brothers were members of the Academy of Sciences in France. 
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George Paget Thomson (1892-1975) from the University of Aberdeen in Scotland did a similar ex-

periment also in 1927. However, the Young double-slit experiment done with electrons was realized 

much later, in 1961, by Claus Jönsson (1939, German). 

The confirmation of the wave-particle duality was then verified for neutrons much later in 1988 by 

Roland Gähler and Anton Zeilinger42 and for atoms in 1991 by Olivier Carnal and Jürgen Mlynek,  

using double-slit diffraction and by Mark Kasevich and Steven Chu, who created the first cold atom 

interferometer using a light-beam splitter based on Raman transitions. It became the basis of atom 

interferometry used in quantum absolute gravimeters, using an equivalent of a Mach-Zehnder inter-

ferometer replacing light with so-called matter-wave made of atoms43. It is even verifiable with mol-

ecules of several atoms. 

 

Wolfgang Pauli (1900-1958, Austrian/American) is at the origin of the principle of 

exclusion which bears his name elaborated in 1925 and according to which two elec-

trons cannot have the same quantum state in an atom. He had an early role in the 

discovery of electron spin between 1925 and 1927, as well as the neutrino in 1930, 

the existence of which was only experimentally proven in 1956, and on works on 

quantum electrodynamics. He was awarded the Nobel Prize in Physics in 1945. The 

history of his discoveries is more complex than it seems. 

He first discovered in 1924 the atom nucleus spin, used to explain the hyperfine structure of atomic 

spectra, i.e., the existence of very close spectral lines observed during their excitation. It cannot be 

explained by the quanta and energy levels of the electron layers in the atoms. He then introduced in 

1925 a new degree of freedom for electrons that he did not qualify at first. 

It adds to the first three parameters describing the state of an electron in an atom, aka quantum num-

bers. The first is the energy level of the electron in the atom (the layer where it is located), the second 

is the azimuthal quantum number (which defines the electron sub-layer) and the third is the magnetic 

quantum number (which makes it possible to distinguish the orbitals of the electron in the atom)44. 

This fourth degree of freedom was identified by George Uhlenbeck (1900-1988, Netherlands/USA) 

and Samuel Goudsmit (1902-1978, Netherlands/USA) as an electron spin45 . 

In 1925, Wolfgang Pauli also formulated the exclusion principle according to which electrons in the 

same system (an atom) cannot be simultaneously in the same quantum state, a principle that was later 

extended to all fermions, i.e. half-integer spin particles (electrons have a spin ½ but fermion atoms 

can have 3/2, 5/2, 7/2 and even 9/2 spins, like 40K). 

The quantum state of an electron is defined with the four quantum numbers, or degrees of freedom, 

that we have just mentioned. An electron spin is described as a direction of magnetic polarization or 

as an angular rotation of the electron in one direction or the other, but it is only an image and not a 

physical representation46. Electron spins are used in silicon qubits that we cover later, starting page 

292. 

 

42 See Single- and double-slit diffraction of neutrons by Anton Zeilinger et al, Review of Modern Physics, 1988 (7 pages). 

43 In this setup, the Mach-Zehnder beamsplitter is replaced by a series of three lasers pulses creating a superposition of two atomic 

energy states driving a diffraction effect, then a mirror effect and at last for a recombination of split wavepackets. 

44 The second and third electron quantum numbers were introduced by Arnold Sommerfeld (1868-1951, German). Among others, 

Wolfgang Pauli and Werner Heisenberg were his PhD students. The alpha constant or fine structure constant is also called the Som-

merfeld constant per his work from 1916! See Electron spin and its history by Eugene D. Commins, May 2012 (28 pages). 

45 Georges Uhlenbeck and Samuel Goudsmit were students of Paul Ehrenfest (1880-1933, Austria/Netherlands). His laboratory had 

welcomed some illustrious future physicists such as Enrico Fermi, Robert Oppenheimer, Werner Heisenberg and Paul Dirac. Ehrenfest 

was a specialist in statistical physics. In particular, he contributed to the understanding of phase changes in matter. 

46 See How Electrons Spin by Charles T. Sebens, California Institute of Technology, July 2019 (27 pages) which provides a good 

background on electron spin’s physical interpretations, particularly with regards to electron’s size. Pauli did demonstrate in 1924 that 

if the electron spin corresponded to an angular momentum, the electron’s rotation would exceed the speed of light. 

https://www.researchgate.net/publication/238980264_Single_and_double-slit_diffraction_of_neutrons
https://www.annualreviews.org/doi/abs/10.1146/annurev-nucl-102711-094908
https://arxiv.org/abs/1806.01121
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137 is a number that played a weird role in Pauli’s life. It turns out that 1/137 is a value that roughly 

corresponds to the fine-structure constant, a ratio that is found in many places in quantum physics 

and compares data of the same dimension47. It is for example the ratio between the velocity of an 

electron in the lower layer of a hydrogen atom and the speed of light or the probability of emission 

of the absorption of a photon for an electron (complete list). “137” is a sort of “42” of quantum physics. 

Wolfgang Pauli died after some pancreatic cancer surgery, while his hospital room number was 137! 

 

Erwin Schrödinger (1887-1961, Austrian) is a physicist who was awarded the Nobel 

Prize in 1933 for the creation of his famous wave function in 1926, aka Schrödinger 

equation, which describes the evolution in time and space of the quantum state of a 

massive quantum particle and the probabilities of finding the quantum at a given place 

and time. Schrödinger's equation is a variant of the Newtonian mechanics equations 

that define the total energy of an object as the sum of its kinetic energy and its poten-

tial energy. We describe this equation in detail in a dedicated section page 97. 

Erwin Schrödinger also created his famous alive and dead cat in a box thought experiment48. In the 

scenario, an opaque box contains a vial of poison, the opening of which is caused by the disintegration 

of a radioactive radium atom generating alpha particles (“alpha decay”), made of two protons and 

two neutrons, that are detected by a Geiger counter. Since radium has a 50/50 chance of disintegrating 

at its mid-life, the cat has a 50/50 chance of being alive and dead, at deadline. When opened, it is 

either alive or dead. As long as the door is not opened, the cat is said to be superposed in the alive 

and dead states and entangled with the radium atom state. This story has been repeated ad-nauseam 

since 1935. But his thought experiment was created to show the absurdity of the measurement postu-

late, the wave function collapse and Born’s rule. Unfortunately, the contrary has been memorized. 

The caveat is that a cat can’t be super-

posed in two states because it is a macro-

scopic object of a size well beyond the 

quantum/classical limit. It’s either alive or 

dead, never both. These are exclusive 

states. On top of that, the radium atom dis-

integration as well as the cat’s death are 

both irreversible processes. They can’t be 

implemented as linear superpositions of 

waves. When the cat is dead, he’s not in a 

superposition. He’s just plain dead. 

 
Figure 45: the infamous Schrodinger’s cat thought experiment. 

We can consider that the cat’s death is provoked by a not yet read measurement when the box is closed, 

corresponding to a non-selective measurement as described page 190. The cat state uncertainty is a 

classical one, not a quantum one. The cat is in a maximally “mixed state” where the uncertainty of its 

death is classical, not in a “pure state” where it would be quantum (we define these notions starting 

page 150). If you used a webcam inside the box and made sure it didn’t influence the radium half-life 

period, you could track the cat state all along, from alive to dead or alive to alive, which are the only 

two possible paths and observe the absence of superposition. 

 

47 The fine-structure constant was measured with a precision of 2.0×10-10 in 2020 using cold atoms interferometry. See Determination 

of the fine-structure constant with an accuracy of 81 parts per trillion by Léo Morel, 2020 (36 pages). 

48 The Cat Thought Experiment was published in a series of three papers in 1935, shortly after the publication of the EPR paradox 

paper by Einstein, Podolsky and Rosen. See The Present Status of Quantum Mechanics by Erwin Schrödinger, 1935 (26 pages). The 

history of the cat occupies only nine lines in this long document which deals with superposition, measurement and entanglement. That’s 

even where Schrödinger coined the term entanglement in the first chapter “The Lifting of Entanglement. The Result Depends on the 

Will of the Experimenter”. Schrödinger translated himself the German word Verschränkung into entanglement. The cat that appears 

only three times in all and for all is therefore anecdotal but that is what everyone has remembered. Which is quite normal: the rest is 

much less easy to apprehend! 

https://en.wikipedia.org/wiki/Fine-structure_constant
https://arxiv.org/abs/1812.04130
https://arxiv.org/abs/1812.04130
https://homepages.dias.ie/dorlas/Papers/QMSTATUS.pdf
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This thought experiment was intended to highlight two things. First, that superposition and entangle-

ment only applied to the infinitely small and not to macroscopic objects. History retained the principle 

of superposition and not this difference between the microscopic and macroscopic worlds. Second, 

that there was and still is an uncertain limit between the quantum and classical worlds. Schrodinger’s 

thought experiment also dealt with the entanglement between the radium atom and the cat. Could this 

entanglement work with a macro-object49? The paper containing this thought experiment was about 

entanglement and that was forgotten. Also, this paper’s publication was the one generating the publi-

cation of the EPR paradox piece by Einstein et al. We should remember that Schrödinger's wave 

function and the notion of states superposition only make sense at a microscopic scale. Let’s leave 

that poor cat alone in his dreams! 

 

Max Born (1892-1970, German) is a physicist and mathematician who developed 

the mathematical representation of quantum in a matrix form. We owe him in 1926 

the statistical explanation of the probability of finding an electron in a given energy 

state from its wave function, elaborated by Schrödinger the same year. This principle 

is applied to qubits, where the sum of the square of the probabilities of the two states 

of the qubit is equal to 1, given the probabilities are complex numbers. 

In 1925, he created the non-commutativity relation of two conjugate quantities, one being the Fourier 

transform of the other (the commutator [X,P]=XP-PX=iħI, where X is a position and P a momentum 

and I, the identity). It led to the indeterminacy principle creation. He also created the first version of 

the adiabatic theorem with Vladimir Fock in 1928. He got the Nobel prize in physics in 1954. Fun 

fact, the British singer Olivia Newton-John is his grand-daughter50. 

 

Werner Heisenberg (1901-1976, German) is a physicist, Nobel Prize in Physics in 

1932, to whom we owe in 1927 the creation of the famous principle of uncertainty, 

or rather indeterminacy, according to which one cannot accurately measure both the 

position and the velocity of an elementary particle, or, more generally, two arbitrary 

unrelated quantities. He is at the origin, with Max Born and Pascual Jordan in 1925, 

of the quantum matrix formalism describing physical quantities. 

The indeterminacy principle is a consequence of this formalism. It was 

described mathematically in a simplified manner in 1927 by Earle 

Hesse Kennard (1885-1968, American) in the famous equation in Fi-

gure 46, where the product of the standard deviation of position and 

velocity is greater than half the Dirac (or reduced Planck) constant. 

∆x ∆p ≽
ℏ

 
 

Figure 46: Heisenberg-Kennard 
inequality, as formulated by Earle 

Hesse Kennard. 

This principle can be used to improve the accuracy of a measurement of any quantity by lowering the 

accuracy of another quantity characterizing a quantum51 . These quantities can be for example an 

energy level, a position, a wavelength, or a speed. 

One consequence of Heisenberg's principle is that all particles in the Universe are in permanent mo-

tion. If they were stable, we would know their position (fixed) and their velocity (zero), violating the 

indeterminacy principle. 

 

49 You can apply this thought experiment to the baking of the half-cooked chocolate. As long as you don't take it out of the oven after 

the mandatory baking of 9 minutes, but with an oven with an unknown power, you don't know if it is well done or not, and run it 

through the middle before you take it out. It is in a state of superposition between undercooked, well done and overcooked. On the 

other hand, if it is overcooked, it will be difficult to go back, like Schrödinger's half-dead cat in case he died. Overcooking as well as 

the death of the cat are irreversible. It is therefore not a true superposition of quantum states. But here, I have no clue about how the 

oven and the half-baked chocolate are entangled. It’s about statistical physics and thermodynamics, not quantum physics. Even through 

the oven is a black body! Cheers! 

50 See Olivia Newton-John's grandfather Max Born was friend of Albert Einstein by Matthew Alice, 1995. 

51 This measurement technique is used in "quantum squeezing" which is integrated in the latest version of LIGO for the measurement 

of gravitational waves: NIST Team Supersizes 'Quantum Squeezing' to Measure Ultra Small Motion, 2019. 

https://www.sandiegoreader.com/news/1995/sep/28/straight-olivia-newton-john-and-albert-einstein/
https://www.nist.gov/news-events/news/2019/06/nist-team-supersizes-quantum-squeezing-measure-ultrasmall-motion
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Another consequence is that a perfect vacuum could not exist because the value and evolution of the 

magnetic and gravitational fields that pass through it would be stable, violating once again Heisen-

berg's indeterminacy. This explains the astonishing vacuum quantum fluctuations we discover a little 

further starting in page 134. The no-cloning theorem of a qubit state also derives from the principle 

of indeterminacy. 

For some, this indeterminacy principle is a simplified interpretation of the corpuscular nature of mat-

ter. It leads to the question of the position and velocity of an electron, when it has no precise position. 

According to the Copenhagen interpretation of quantum mechanics, we shouldn’t try to determine 

where the electron is located. Try to apply the concepts of classical mechanics to electrons is vain. 

In practice, quantum particles are not classical physical 

particles and therefore their velocity and position cannot 

be measured. They can only be described by their (Schrö-

dinger) wave function and position probabilities. More 

generally, in the infinitely small, the measurement device 

influences the measured quantity. One example illustrates 

this phenomenon at the macroscopic level: if you illumi-

nate an insect with sunlight and a magnifying glass to bet-

ter observe it, you may burn it! The same happens with a 

photon that is used to detect an electron, in the Heisenberg 

microscope thought experiment, as shown in Figure 47. It 

will change the speed and position of the electron. 

 
Figure 47: Heisenberg microscope thought experiment. 

Source. 

Finally, like many of the colleagues of his time, Werner Heisenberg was interested in the links be-

tween science, quantum mechanics and philosophy, and as early as 1919. He was assistant to Niels 

Bohr between 1924 and 1927, before leaving for the University of Leipzig. He also had Max Born as 

a professor! 

During World War II, he was asked with other German scientists to work on the Reich’s atomic bomb 

project. Later revelations did show that he was not very active on this project and did not believe it 

was an achievable goal. 

 

Paul Dirac (1902-1984, English) is a mathematician and physicist among the found-

ers of 20th century quantum physics. He is credited with the 1928 electron spin equa-

tion, which is one of the foundations of relativistic quantum physics (below). His 

equation is a kind of variant of Schrödinger's equation for free relativistic particles, 

fermions (electrons, protons, neutrons, quarks, neutrinos) which are half-integer spin 

particles. Relativistic particles are those moving at a speed close to the speed of light, 

which contains electrons if lower shells of heavy atoms. 

In Dirac's equation, the wave function of the 

electron ψ includes four components of complex 

numbers that integrate time and space. Dirac's 

equation enabled him to predict the existence of 

a particle that was later be called the positron, an 

opposite of the electron with a positive charge52. 

 
Figure 48: Dirac’s relativistic wave-function equation. 

 

52 Positrons were discovered experimentally by Carl Anderson in 1932. He was awarded the Nobel Prize in Physics in 1936. 
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https://sibor.physics.tamu.edu/wp-content/uploads/sites/15/2021/03/lecture_09-chapter5PropertiesofMatter.pdf
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Dirac formalized the quantization of the free electromagnetic field in 1927. He also introduced in 

1939 the bra-ket notation, known as Dirac's notation, which simplified the notation and manipulation 

of quantum states and operators in linear algebra (example: ⟨𝜙|𝜓⟩ . The Dirac constant also named 

reduced Planck constant is the Planck constant h divided by 2π, also called "h-bar" for its italicized 

strikethrough h symbol: ℏ. This Dirac constant is used in the Schrödinger wave function. 

Paul Dirac was awarded the Nobel Prize in Physics in 1933, at the age of 31. The Nobel Prizes of the 

early 20th century were frequently awarded to young scientists, which seems to be out of fashion 

since then! The youngest Nobel Prize in Physics was awarded to Lawrence Bragg, who won it at the 

age of 25 in 1915 for his discovery of X-ray refraction at the age of 2253. In which case do we have 

to deal with relativistic particles, in particular with electrons? It is generally considered that an elec-

tron becomes relativistic when the total of its mass and kinetic energy is at least twice the rest mass. 

This ratio corresponds to the Lorentz factor. It represents a speed of at least 86% of the speed of light. 

But relativistic phenomena may occur before that speed is reached. In Newtonian equivalent, the 

speed of an electron around the nucleus of a hydrogen atom is about c/137. With electrons from heavy 

atoms inner shells, this velocity can exceed c/2. 

This is the case for electrons of the first 

layer of the gold atom, which move at 

85% of the speed of light. This affects 

the position of relativistic electrons in 

the low orbits of heavy atoms such as 

lanthanides, which belong to the rare 

earths. The Bohr radius that defines the 

average orbital of an electron de-

creases inversely proportional to the 

apparent mass of the electron. Because 

the electron's apparent mass increases, 

this Bohr radius is smaller for relativ-

istic electrons. This modifies the struc-

ture of the electron orbitals of heavy at-

oms and the transition energy levels 

between orbitals that absorb or emit 

photons. 

 
Figure 49: relativistic electrons and Lorentz factor. 

This explains the color of gold and silver, due to relativistic modification of orbits of electron layers 

between which transitions occur due to the absorption of photons. Blue is absorbed in the case of gold, 

explaining its yellow color. Without the relativistic effect, gold would be white. This has a lot of 

implications in the chemistry of these materials and with their crystal organization54. This quantum 

relativistic effect also explains why mercury is liquid at room temperature55. All this gives rise to a 

field of chemistry called relativistic quantum chemistry56. 

 

53 Paul Dirac was distinguished by his shyness and parsimonious oral expression in meetings or during meals. So much so that his 

Cambridge colleagues had defined the "dirac" unit as the most concise way to express himself in a meeting, namely, at the rate of a 

single word per hour. His behavior was equivalent at the Solvay Congresses he attended, notably that of 1927. However, he must have 

broken a record in his speech accepting his Nobel Prize at the end of 1933. It is still six pages long! Half, however, of the 12 pages of 

the speech of Erwin Schrödinger, also winner of the Nobel Prize in Physics that year. Another anecdote: Dirac was married to one of 

the sisters of Eugene Wigner, Nobel prize in physics in 1963 and famous for his function and also his “friend” paradox. 

54 See more examples in Relativistic Effects in Chemistry More CommonThan You Thought by Pekka Pyykko, 2012 (24 pages). 

55 See Why is mercury liquid?Or, why do relativistic effects not get into chemistry textbooks? by Lars J. Norrby, 2018 (4 pages). 

56 See Relativistic quantum chemistry by Trond Saue, 2019 (110 slides) and An introduction to Relativistic Quantum Chemistry by 

Lucas Visscher (107 slides). The mathematical formalism of relativistic quantum chemistry is well documented in the voluminous 

Introduction to Relativistic Quantum Chemistry by Kenneth Dyall and Knut Faegri, 2007 (545 pages). 
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https://fr.wikipedia.org/wiki/Facteur_de_Lorentz
https://www.nobelprize.org/uploads/2018/06/dirac-lecture.pdf
https://www.researchgate.net/publication/221690646_Relativistic_Effects_in_Chemistry_More_Common_Than_You_Thought
https://www.physics.rutgers.edu/grad/601/CM2019/ed068p110.pdf
http://www.esqc.org/lectures/saue_relativity.pdf
http://www.esqc.org/lectures/ESQC17_Relativity.pdf
https://www.mobt3ath.com/uplode/book/book-19985.pdf
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It also explains why the size of atoms is not proportional to their number of protons and electrons57 . 

Particles also become relativistic in particle accelerators such as the CERN LHC near Geneva (the 

largest in the world), the ESRF in Grenoble (European Synchrotron Radiation Facility, specialized in 

the generation of "hard", very high-frequency X-rays) or the SOLEIL light synchrotron located in 

Saint-Aubin near Saclay just next to the CEA, also in France, or its equivalent from PSI in Switzerland. 

The SOLEIL synchrotron uses electrons accelerated to a relativistic speed and inverters that generate 

beams of light 10,000 times denser than sunlight58 . Equivalent instruments exist such as the Ad-

vanced Photon Source at the Argonne National Laboratory from the US Department of Energy near 

Chicago. 

Free Electron Lasers (FEL) exploit rel-

ativistic electron sources. These are lasers 

generating coherent light (spatially and 

temporally, the emitted photons have the 

same frequency, phase and in that case, 

also polarization) and exploit relativistic 

electron sources from synchrotrons. The 

interaction between these electrons and a 

strong alternating magnetic field makes it 

possible to generate coherent light in elec-

tromagnetic frequency ranges from infra-

red to X-rays, through visible light and ul-

traviolet. The FEL are used to explore all 

sorts of matter, particularly in biomedical 

research like with X-rays crystallography. 

Finally, relativistic particles can be found 

in astrophysics and, for example, in cos-

mic ray sources as well as in relativistic 

plasma jets produced at the center of gal-

axies and quasars59. 

 

Figure 50: free-electron laser. Source: X-ray diffraction: the basics by Alan 
Goldman (31 slides). 

 

Vladimir Fock (1898-1974, Russian) was a theoretician physicist who worked on 

quantum physics, the theory of gravitation and theoretical optics. We own him the 

Fock space, representation and state, used in quantum photonics to represent the state 

of bosons many-body systems having the same quantum state. He co-created the 

Klein-Gordon equation in 1926, the relativist version of Schrödinger’s equation for 

zero spin massive particles, the adiabatic theorem with Max Born in 1928 and the 

Hartree–Fock quantum simulation method in 1930. He also worked on quantum elec-

trodynamics and quantum foundations. 

 

57 See this periodic table of elements with an indication of the sizes of the atoms. 

58 See the conference Electrons relativists as light sources by Marie-Emmanuelle Couprie, Synchrotron Soleil, 2011 (1h25). Electrons 

circulate in the synchrotron at a speed close to that of light. SOLEIL powers more than 25 analytical instruments covering the spectrum 

from infrared to X-rays, with numerous applications in precision microscopy, including a microscopy using very well collimated and 

polarized white light. These instruments can be used to analyze the three-dimensional structure of organic molecules such as complex 

proteins, such as the glycoproteins that surround viruses. This even allows one to study how these proteins combine with those of the 

attacked cells, or ribosomes, which are used to produce the proteins in the cells, are also analyzed. 

59 Dirac's equation is linked to the Klein-Gordon equation (1926) which applies to bosons such as elementary gluon particles and 

pions, particles having integer or zero spin. Relativistic quantum mechanics is a broad field of physics, used in particular in elementary 

particles physics. I have not yet found any use cases of this branch of physics in current quantum technologies. See the main foundations 

of relativistic quantum mechanics in Relativistic Quantum Mechanics by David J. Miller, University of Glasgow, 2008 (116 slides). 

http://canfield.physics.iastate.edu/course/Canfield_phys_590_2018_1.pdf
https://sciencenotes.org/wp-content/uploads/2014/11/PeriodicTable_AtomicRadius.pdf
http://culturesciencesphysique.ens-lyon.fr/video-html5/pcp2011/couprie/electrons-relativistes-comme-sources-de-lumiere
http://web.archive.org/web/20201219112349/http:/www.physics.gla.ac.uk/~dmiller/lectures/RQM_2008.pdf
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Pascual Jordan (1902-1980, German) was a physicist who collaborated with Max 

Born and Werner Heisenberg and contributed to laying the mathematical foundations 

of quantum mechanics, especially in matrix computation. Like Philipp Lenard, he 

was somewhat forgotten because of his membership in the Nazi Party during the 

1930s, although he was rehabilitated after the Second World War thanks to the help 

of Wolfgang Pauli. He became interested in the philosophical notion of free will. 

 

Linus Pauling (1901-1994, American) was a biochemist known to have co-founded 

the scientific fields of quantum chemistry and molecular biology. He had the oppor-

tunity to meet in Europe the founders of quantum physics like Erwin Schrödinger and 

Niels Bohr in 1926-1927. He described chemical bonds over a period between 1928 

and 1932 and in particular the hybridization of orbitals which explains the geometry 

of molecules. He published "The Nature of the Chemical Bond" in 1939. 

He was awarded the Nobel Prize in Chemistry in 1954 and the Nobel Peace Prize in 1962 for his 

political activism in favor of nuclear disarmament. He is considered to be at the origin of computa-

tional chemistry, which makes it possible to numerically simulate the structure of molecules and 

which we discuss in the section on quantum applications in health on page 707. 

 

James Chadwick (1891-1974) is an English physicist who was responsible for the 

discovery of neutrons in 1932, which earned him the Nobel Prize in Physics in 1935. 

This discovery was late compared to quantum physics and the discovery of electrons. 

Nuclear physics has indeed progressed in parallel with quantum physics, which was 

mainly concerned with the interactions between electrons and photons. Before the 

discovery of neutrons, scientists thought that the nucleus of atoms contained protons 

and electrons. 

 

John Von Neumann (1903-1957, Hungarian, then American) was a polymath and an 

extremely prolific mathematician. He participated in the creation of the mathematical 

foundations of quantum mechanics, notably in the "Mathematical Foundations of 

Quantum Mechanics" published in 1932. He transposed the main principles of quan-

tum mechanics into models and equations of linear algebra. He devised the key math-

ematical principles behind quantum measurement models. 

This deals, for example, with the representation of quantum states as a position in a Hilbert space, the 

observables which are projections into Hilbert spaces and the indeterminacy principle which can be 

explained by the non-commutativity of measurement operators. These principles are also named 

Birkhoff-von Neumann quantum logic, in connection with their seminal paper published in 193660. 

Von Neumann also affirmed that the introduction of hidden variables to incorporate determinism was 

a lost cause because it would contradict other (verified) predictions of quantum physics. Three years 

before Einstein/Podolsky/Rosen's EPR paper! 

We owe him the creation of the notion of entropy (by Von Neumann), in 1932, which is associated 

with the notions of operators and density matrices that he created in 1927 and which describe the state 

of a multi-partite quantum system. He participated in the Manhattan Project in the USA. 

 

60 See The Logic of Quantum Mechanics by Garrett Birkhoff and John Von Neumann, 1936 (22 pages). 

http://www.fulviofrisone.com/attachments/article/451/the%20logic%20of%20quantum%20mechanics%201936.pdf
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Figure 51: the Von Neuman Princeton architecture which still defines classical computing. 

He modelled explosions and lenses for compressing plutonium in A-bombs. He is also responsible 

for the basic concepts in game theory and classical computers that are still in use. Thus, almost all 

computers use a Von Neumann architecture with memory, registers, control unit, computing unit, 

inputs and outputs. What a contribution! 

 

Boris Podolsky (1896-1966, Russian then American) wrote the EPR paradox paper 

with Albert Einstein and Nathan Rosen in 1935 on quantum entanglement and ques-

tions of non-locality of the properties of entangled quanta. He was a specialist in 

electrodynamics which deals with the analysis of electric and electromagnetic fields. 

He emigrated to the USA and, according to Russian archives, was a post-war KGB 

spy and informer of the USSR on the American atomic program between 1942-1943. 

His code name was... " Quantum". 

 

Nathan Rosen (1909-1995, American then Israeli) is the third EPR paradox author 

when working as an assistant to Albert Einstein in Princeton. After moving to Israel 

in 1953, he created the Institute of Physics at Technion University in Haifa. He was 

mainly working on astrophysics and relativity theory. He devised the concept of 

wormholes, a theoretical link between different points in space and time. He also 

thought neutrons were built out of a proton coupled to an electron. 

 

Ettore Majorana (1906-circa 1938, Italian) imagined the existence of a fermion in 

1937 based on Dirac's equations, an elementary particle that would be its own anti-

particle. The Majorana fermion naming is also abusively applied in condensed matter 

physics to quasi-particles having similar properties. Their existence was discovered 

in 2012 and verified in 2016 and then in 2018, even if it is still disputed by many 

physicists and two related 2018 papers had to be retracted in 2021. 

These Majorana quasi-particles (or “Majorana Zero Modes”) could make it possible to design uni-

versal quantum computers called topological computers that can handle very efficient error correction 

codes requiring a small number of physical qubits. This is the exploration path chosen by Microsoft 

after the work of Michael Freedman and Alexei Kitaev in the late 1990s. Ettore Majorana is said to 

have committed suicide after a depression, because he could hardly stand the pressure of his genius! 

But his disappearance remains enigmatic because his body has never been found! 
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Alonzo Church (1903-1995, American) was a mathematician who was a key con-

tributor to the foundations of theoretical computer science and on the notion of com-

putability. Among other things, he created the lambda calculus in 1936, a universal 

abstract programming language which inspired the creation of LISP. He also created 

the so-called Church-Turing thesis. For this last one, any automatic calculation can 

be carried out with a Turing machine. Church and Turing also proved an equivalence 

between being λ-computable and Turing computable. 

Many variations of the Church-Turing thesis were elaborated after them to extend the broad field of 

complexity theories. For example, the extended Church-Turing thesis states that the computation time 

of a problem is equivalent at worst to a polynomial depending on the size of the problem. It is not 

demonstrable. 

What about the others, known, unknown or less famous from the 1927 Solvay Congress? Two partic-

ipants deserve to be mentioned who had some connections with quantum physics. 

 

Léon Brillouin (1889-1969, Franco-American) who is less known in France because 

of his expatriation to the USA during World War II contributed to advances in quan-

tum physics between the two World Wars. In particular, he brought quantum mechan-

ics closer to crystallography. He especially discovered the phenomena of diffraction 

of waves traversing crystals, called Brillouin scattering. 

And then, finally, Hendrik Anthony Kramers (1894-1952, Dutch) who assisted Niels Bohr in the 

creation of quantum theory. Many of the participants were not quantum physics scientists. They were 

invited because the Belgium organizers tried to have a stable proportion of Belgians, French, Germans 

and English participants. Were there, for example, Émile Henriot and Marie Curie who were fo-

cused on radioactivity, Paul Langevin (with whom Marie Curie had had an affair in 1910, after the 

accidental death of her husband Pierre Curie in 1906), as well as a good number of chemists. 

What was striking during this prolific period were the way the social network of physicists worked, 

without smartphones and the Internet. They had many encounters, cross-University tenures, meetings, 

letter exchanges and conferences. It was slow according to today’s references, but the results were 

still astounding. 

At last, here’s a simple 

chart reminding us 

how young the found-

ers of quantum phys-

ics were when they 

published their semi-

nal work in the key 

years from 1900 to 

1935. Back then, sci-

entific research didn’t 

work the same way. 

They also were fre-

quently awarded No-

bel prizes at less than 

40! Nowadays, most 

of the times, you have 

to wait until you are at 

least 50 if not 70. 

 
Figure 52: how old were quantum scientists when they were awarded the Nobel prize in physics?  

(cc) Olivier Ezratty, 2021. 
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Post-war 

As mentioned before, quantum physics developments seemed to slow down between 1935 and 1960. 

Physicists were then busy with nuclear physics. The Manhattan project mobilized an amazingly large 

number of physicists like John Von Neumann and Enrico Fermi (1901-1954, Italian American, Nobel 

prize in physics in 1938) whose contributions were centered in nuclear physics and statistical physics, 

leading to the Fermi-Dirac ideal gas statistics. 

Quantum physics still led, after World War II, to an incredible wealth of technologies that revolution-

ized the world. We can mention three important branches resulting from the applications of the first 

quantum revolution: transistors, invented in 1947 by William Shockley, John Bardeen and Walter 

Brattain from the Bell Labs61, masers and lasers invented between 1953 and 1960 by Gordon Gould, 

Theodore Maiman, Nikolay Basov, Alexander Prokhorov, Charles Hard Townes and Arthur Leonard 

Schawlow, only a few of whom received the Nobel Prize associated with these discoveries, photo-

voltaic cells that convert light into electricity, and the GPS. Transistors and lasers are the basis of 

much of today's digital technology. All our digital devices are already quantum! The field of quantum 

optics started in the early 1960s with the laser invention and Roy J. Glauber’s work, with his seminal 

work in 1963 on light classification where he formalized the coherent states generated by lasers, aka 

Glauber states. 

The post-war period was also dominated in quantum physics by advances made on superconductivity 

with the BCS theory in 1957 and the Josephson junction in 1962, and by the theoretical work of John 

Stewart Bell in 1964. 

 
Figure 53: timeline of key events in quantum physics after World-War II. (cc) Olivier Ezratty, 2022. 

 

61 Transistors are based on many quantum phenomena, particularly the electronic structure of atoms in semiconductors crystals that 

was discovered during the 1930s and creates forbidden energy levels named band gaps (found by Sir Alan Herries Wilson, UK, in 

1931), the impact of defects in crystals leading to doping and the tunneling effect due to the wave-particle duality of electrons. It also 

uses the field effect, which modulates the electrical conductivity of a material by the application of an external electric field. It was 

invented by Julius Edgar Lilienfeld (1882-1963, Austro-Hungarian and American) who got a related patent granted in 1926 using 

copper-sulfide semiconductor materials. It corresponds to what we today call a “Field Effect Transistor” (FET). The first transistor 

invented in 1947 was made of germanium, not silicon. See The Transistor, an Emerging Invention: Bell Labs as a Systems Integrator 

Rather Than a ‘House of Magic’ by Florian Metzler, October 2020 (57 pages) which shows the flow of discoveries that led to the 

creation of the first transistor by the Bell labs in 1947. This first computers using transistors was the TRADIC Phase One computer 

that was built in 1954. 
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We then have the verification of entanglement by Alain Aspect's experiment in 1982. 1980 and 1981 

are other key dates which mark the symbolic beginnings of quantum computing, imagined by Yuri 

Manin (gate-based quantum computing) and Richard Feynman (quantum simulation). 

The term second quantum revolution covers advances from the 1990s and later, when the quantum 

properties of individual particles could be controlled at the level of photons (polarization, ...), elec-

trons (spin) and atoms or ions, as well as superposition and entanglement. This led to the emergence 

of quantum cryptography and quantum telecommunications, in addition to the premises of quantum 

computing. The original definition of this second quantum revolution is however not as precise as 

that 62. 

 

Felix Bloch (1905-1983, Swiss then American) is a physicist who created the geo-

metrical representation of a qubit state in a sphere, Bloch's sphere was elaborated in 

1946 in a paper on nuclear magnetism, his main specialty. Like other physicists of his 

time, he contributed to the Manhattan Project, although quite shortly. He was awarded 

the Nobel Prize in Physics in 1952 for his work on nuclear magnetic resonance and 

magnons conceptualization. He was also the first director of the international particle 

physics laboratory CERN in 1954. 

 

Chien-Shiung Wu (1912-1997, Chinese then American) was a scientist who contrib-

uted to the development of nuclear physics and to the Manhattan Project, with her 

gaseous diffusion process used for separating uranium 238 from uranium 235. She 

also contributed to the development of quantum physics by conducting the first ex-

periment related to the synchronization of photon pairs and entanglement in 1949, 

before Alain Aspect's experiment in 198263. 

This experiment was different and was based on the measurement of the angular correlation of gamma 

ray photons (with very high-frequency and high-energy) generated by the encounter of electrons and 

positrons. 

 

Hugh Everett (1930-1982, American) is a physicist who created the formulation of 

relative states and a global wave function of the Universe integrating observations, 

observers and tools for observing quantum phenomena. He met Niels Bohr with other 

physicists in Copenhagen in 1959 to present his theory. He was politely listened to, 

but his interlocutors said that he understood nothing about quantum physics. 

 

Everett was also a contributor to the connections between the theory of relativity and 

quantum physics, especially around quantum gravitation. He is credited with the hy-

pothesis of multiple or multiverse worlds, or many-worlds interpretation, explaining 

quantum entanglement and non-locality. It is in fact coming from Bryce DeWitt 

(1922-2004, American) who interpreted his work in 1970. DeWitt also worked on the 

formulation of quantum gravity theories. 

 

62 The second quantum revolution expression was created simultaneously and independently in 2003 by Alain Aspect and by Jonathan 

Dowling and Gerard Milburn. The latter is also known to be one of the three protagonists of the KLM model of photon-based quantum 

computing, created in 2001 jointly with Emanuel Knill and Raymond Laflamme. 

63 See The Angular Correlation of Scattered Annihilation Radiation, Wu and Shaknov, 1949. 

https://www.researchgate.net/publication/255863423_The_Angular_Correlation_of_Scattered_Annihilation_Radiation
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John Wheeler (1911-2008, American) supervised Hugh Everett's thesis. He was a 

specialist in quantum gravitation. He worked in the field of nuclear physics, notably 

in the Manhattan project, on the first American H-bombs and on very high-density 

nuclear matter found in neutron stars. He popularized the term black hole in 1967. He 

imagined a delayed-choice experiment to decide when a quantum object decides to 

travel as a wave or as a particle. 

He collaborated with Niels Bohr and among his PhD students were Richard Feynman and Wojciech 

Zurek! 

 

Roy J. Glauber (1925-2018, USA) was a theoretical physicist, teaching at Harvard 

and at the University of Arizona. He got the Nobel Prize in Physics in 2005 for his 

foundational work on the quantum theory of optical coherence. He is considered to a 

father of non-classical light description and of the quantum optics field, with his work 

in 1963, describing the various types of light (coherent, not coherent, ...). He also 

worked in the field of high-energy particle physics, which we don’t cover in this book 

since out of scope of the “second quantum revolution”. 

 

Philip W. Anderson (1923-2020, USA) was a theoretical physicist who contributed 

to the theories of localization (aka “Anderson localization” according to which ex-

tended states can be localized by the presence of disorder in a system), antiferromag-

netism and quantum spin liquid, symmetry breaking leading to the creation of the 

Standard Model, superconductivity (at high-temperature, pseudospin approach to the 

BCS theory, Anderson's theorem on impurity scattering in superconductors). 

He created the “condensed matter physics” naming. He got the Nobel prize in physics in 1977 for his 

work on the electronic structure of magnetic and disordered systems. He worked at the Bell Labs and 

was also a teacher at Cambridge University, UK. 

 

John Stewart Bell (1928-1990, Irish) relaunched research in quantum mechanics in 

the 1960s on the notion of entanglement. We owe him the Bell inequalities that high-

light the paradoxes raised by quantum entanglement. Bell's 1964 theorem indicates 

that no theory of local hidden variables - imagined by Einstein in 1935 - can reproduce 

the phenomena of quantum mechanics 64. He was rather pro-Einsteinian in his ap-

proach and favorable to a realistic interpretation of quantum physics 65. 

His Bell inequalities define the means to verify or invalidate the hypothesis of the existence of hidden 

variables explaining quantum entanglement. Bell's inequalities were violated by the experiments of 

Alain Aspect in 1982, demonstrating the inexistence of these local hidden variables. 

Prior to this experiment, Bell's inequalities had been formulated for pairs of entangled photons by 

John Clauser (1942, American, 2022 Nobel prize in physics), Michael Horne (1943-2019, Ameri-

can), Abner Shimony (1928-2015, American) and Richard Holt in 1969 with their so-called CHSH 

inequalities with some experimental settings proposals66. 

 

64 See this explanation of Bell's theorem in a paper by Tim Maudlin on the occasion of the 50th anniversary of the theorem: What Bell 

Did, 2014 (28 pages). And Bell's original document: On the Einstein-Podolsky-Rosen paradox, John S. Bell, 1964 (6 pages). In 1964, 

Bell worked at the University of Wisconsin. 

65 See What Bell Did by Tim Maudlin, 2014 (28 pages) which describes the EPR paradox and Bell's contribution. 

66 See Proposed experiment to test local hidden-variable theories, 1969 (5 pages). 

https://fr.wikipedia.org/wiki/In%C3%A9galit%C3%A9s_de_Bell
https://arxiv.org/ftp/arxiv/papers/1408/1408.1826.pdf
https://arxiv.org/ftp/arxiv/papers/1408/1408.1826.pdf
https://cds.cern.ch/record/111654/files/vol1p195-200_001.pdf
https://arxiv.org/abs/1408.1826
https://pdfs.semanticscholar.org/8864/c5214a30a7acd8d186f53e8991cd8bc88f84.pdf
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John Bell's work was completed in 2003 by Anthony Leggett (1938, Anglo-American, Nobel Prize 

in Physics in 2003 for his work on superfluid helium) with his inequalities applicable to hypothetical 

non-local hidden variables67. Anthony Leggett was also an initial key contributor to what led to the 

creation of superconducting qubits. 

Anton Zeilinger (1945, Austrian) managed to experimentally violate these inequalities in 2007. Ac-

cording to Alain Aspect, however, this did not call into question the non-local hidden variable model 

proposed by David Bohm. 

 

Claude Cohen-Tannoudji (1933, French) is a former student of Ecole Normale Su-

périeure (ENS Paris) where he followed the teachings of mathematicians Henri Cartan 

and Laurent Schwartz and physicist Alfred Kastler. He was awarded the Nobel Prize 

in Physics in 1997 at the same time as Steven Chu, who was later Secretary of Energy 

during Barack Obama's first term. This Department (DoE, Department of Energy) is 

one of the federal agencies most invested in quantum technologies, notably because 

they operate the largest supercomputers in the country. 

Claude Cohen-Tannoudji owes his Nobel Prize to his work on atoms laser cooling which made it 

possible to reach extremely low temperatures, below the milli-Kelvin68. Alain Aspect once worked in 

his team. Alain Aspect says that he discovered quantum physics with reading the reference book on 

quantum physics by Claude Cohen-Tannoudji, Bernard Diu and Franck Laloë published in 197369. It 

totals over 2300 pages. So, this book is quite small in comparison. And also, more accessible! 

 

Serge Haroche (1944, French), Nobel Prize in Physics in 2012, is a founder of Cavity 

Electrodynamics (CQED) which describes the interaction between photons and atoms 

in cavities. He used it to create cold atom based qubits. Jean-Michel Raimond70 and 

Michel Brune were among his key collaborators. Serge Haroche was the first to 

measure the phenomenon of quantum decoherence (loss of superposition) in an ex-

periment in 1996. This experiment was conducted at the ENS with rubidium atoms. 

Serge Haroche is also a member of Atos Scientific Council. 

CQED was later applied in the field of superconducting qubits with Circuit Electrodynamics (cQED), 

where atoms are replaced by an artificial atom made with a Josephson junction and the cavity by a 

planar microwave resonator. Serge Haroche is one of the most circumspect scientists on the future of 

quantum computing, at least for universal gate computing. He believes more in the advent of quantum 

simulation71. 

Other scientists brought key contributions in atoms science. Daniel Kleppner (1932, American) was 

the first to create a Bose-Einstein condensate with Rubidium atoms in 1995, and then in 1998 with 

hydrogen. Herbert Walther (1935-2006, German) did pioneering work in cavity quantum electro-

dynamics and also with trapped ions. He created the Max Planck Institute of Quantum Optics in 1981. 

Gerhard Rempe (1956, German) developed cavity quantum electrodynamics with the control of 

neutral atoms using microwaves, in connection with Jeff Kimble (1949, American, Caltech). 

 

67 See Nonlocal Hidden-Variable Theories and Quantum Mechanics: An Incompatibility Theorem by Anthony Leggett, 2003 (25 pages). 

68 See his Nobel lecture. 

69 This book is published in three tomes that were last revised in 2019. The first one is Quantum Mechanics, Volume 1: Basic Concepts, 

Tools, and Applications. The second deals with Angular Momentum, Spin, and Approximation Methods and the third one with Fermi-

ons, Bosons, Photons, Correlations, and Entanglement. These are classical quantum physics student textbooks. 

70 See his interesting conference Quantum Computing or how to use the strangeness of the microscopic world, Jean-Michel Raimond, 

2015 (1h36mn). See also his presentation material (56 slides). 

71 See Quantum Computing: Dream or Nightmare? by Serge Haroche and Jean-Michel Raimond, Physics Today, 1996 (2 pages) who 

expressed their skepticism about quantum computing. Serge Haroche continues to convey this skepticism. 

https://link.springer.com/article/10.1023/A:1026096313729
https://www.nobelprize.org/prizes/physics/1997/cohen-tannoudji/lecture/
https://www.amazon.com/Quantum-Mechanics-Claude-Cohen-Tannoudji/dp/3527345531
https://www.amazon.com/Quantum-Mechanics-Claude-Cohen-Tannoudji/dp/3527345531
https://www.amazon.com/Quantum-Mechanics-Claude-Cohen-Tannoudji/dp/352734554X
https://www.amazon.com/Quantum-Mechanics-Fermions-Correlations-Entanglement/dp/3527345558
https://www.amazon.com/Quantum-Mechanics-Fermions-Correlations-Entanglement/dp/3527345558
https://www.youtube.com/watch?v=692cAmaRHqE
http://www.lkb.upmc.fr/cqed/wp-content/uploads/sites/14/2016/06/UPMC_2009_jmr.pdf
https://wp.optics.arizona.edu/opti646/wp-content/uploads/sites/55/2016/08/Haroche-Raimond.pdf
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Alain Aspect (1947, French, 2022 Nobel prize in physics) observed violations of 

Bell's inequalities with a series of experiments conducted between 1980 and 1982 at 

the Institut d’Optique (Orsay University in the southern suburb of Paris with Jean 

Dalibard, Philippe Grangier and Gérard Roger. Taking the principles of quantum 

physics for granted, it validated the non-locality of quantum properties and “spooky 

action at a distance”72. One other option is you need to reject these principles and use 

a local variable model to explain the phenomenon. But it is not the only one73. 

The experiment avoided any potential synchronization between the polarizers, using a 50 MHz ran-

dom optical switch on both sides, feeding two orthogonal polarizers and photon detectors. From 1988 

to 2015, other experiments were conducted elsewhere and implemented loophole-free Bell tests, first 

closing individual loopholes and then, in 2015, closing them altogether. It confirmed then that there 

were no local variables explaining entanglement and validated the non-locality condition: long dis-

tance between analyzers to avoid any interactions made possible by special relativity. 

 
Figure 54: Alain Aspect et al 1982 Bell inequality test experiment setup. 

It avoided detection loopholes with high-efficiency photon detectors on top of escaping ‘memory 

loopholes’, which was already obtained by Alain Aspect et al in their seminal 1982 experiment74. 

After his work on photon entanglement, Alain Aspect shifted gear on cold atoms control with lasers, 

starting with helium. 

 

72 Alain Aspect’s experiments were using calcium atoms as source of photons, using some laser excitement and an atomic cascade 

generating pairs of entangled photons in the visible spectrum at 551 nm and 423 nm. There were actually several experiments: in 1981 

with Philippe Grangier and Gérard Roger with one way polarizers, 1982 also with Grangier and Roger with two-channels polarizers 

and also 1982, with Jean Dalibard and Gérard Roger, using variable polarizers based on acousto-optical 10 ns switches. These could 

act faster than light propagation between the polarizers (40 ns) and even than the photons time of flight between the source and each 

switch (20 ns). See Experimental Test of Bell's Inequalities Using Time-Varying Analyzers by Alain Aspect, Gérard Roger and Jean 

Dalibard, PRL, December 1982 (4 pages). 

73 You have superdeterminism-based theories promoted by Carl H. Brans, Sabine Hossenfelder and Tim Palmer that are based on the 

hypothesis of superdeterministic hidden variables theory and could still violate Bell’s inequalities, but also the CSM ontology which 

pertains that the Psi function is lacking information on the measurement context, like described in Why ψ is incomplete indeed: a 

simple illustration by Philippe Grangier, October 2022 (2 pages). 

74 See Experimental loophole-free violation of a Bell inequality using entangled electron spins separated by 1.3 km by B. Hensen et al, 

ICFO and ICREA in Spain and Oxford, UK, August 2015 (8 pages) and also A strong loophole-free test of local realism by Lynden K. 

Shalm et al, September 2016 (9 pages). 
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https://pro.college-de-france.fr/jean.dalibard/publications/Bell_test_1980.pdf
https://arxiv.org/abs/2210.05969
https://arxiv.org/abs/2210.05969
https://arxiv.org/abs/1508.05949
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This led to the creation of a promising field of quantum computing in France, using cold atoms, 

embodied by the startup Pasqal, whose scientific director is Antoine Browaeys, a former PhD student 

of Alain Aspect who also worked with Philippe Grangier. 

Along with other scientists, Alain Aspect is also a member of Atos Scientific Council and in the sci-

entific board of Quandela. He teaches quantum physics, notably in MOOCs created for Ecole Poly-

technique and distributed by Coursera. 

 

Philippe Grangier (1957, French) was a PhD student of Alain Aspect with whom he 

worked on the 1982 experiment with Gérard Roger and Jean Dalibard. He is one of 

the world's leading specialists in quantum cryptography, especially on CV-QKD. He 

was involved in the creation of the associated startup, Sequrnet, in 2008 and closed in 

2017, probably created a little too early in relation to the needs of the market. He is 

also invested in cold atoms control with lasers at IOGS (Institut d’Optique). 

At last, he cocreated the CSM ontology of quantum foundations with Alexia Auffèves and Nayla 

Farouki, starting in 2013 and with a series of 7 foundational papers published between 2015 and 2019. 

CSM ontology is quickly covered in the Quantum Foundations section. 

 

Jean Dalibard (1958, French) is a research physicist at the ENS and teacher at the 

Polytechnique and the Collège de France. He is a specialist in quantum optics and 

interactions between photons and matter75. He participated with Philippe Grangier in 

the set-up of Alain Aspect's experiment in 1982 when he was a contingent scientist at 

the Institut d'Optique. He created the magneto-optical trap (MOT) system in 1987 that 

is used to cool neutral atoms using a mix of variable magnetic fields and lasers. 

 

Dieter Zeh (1932-2018, German) is the discoverer of the quantum decoherence phe-

nomenon in 1970. It marks the progressive end of the phenomenon of superposition 

of quantum states, when particles are disturbed by their environment and their ampli-

tude and phase is modified. The notion of decoherence is key in the design of quantum 

computers. The objective is to delay it as much as possible resulting from the interac-

tion between quanta and their environment76. 

 

Wojciech Zurek (1951, Polish) is a quantum decoherence physicist who contributed 

to the foundations of quantum physics applied to quantum computers. We owe him 

the no-cloning theorem, which states that it is impossible to clone a qubit identically 

without the resulting qubits then being entangled. He is also at the origin of the con-

cept of quantum Darwinism which would explain the link between the quantum world 

and the macrophysical world. 

 

Maciej Lewenstein (1955, Polish) is a theoretical physicist, specialized in quantum 

optics of dielectric media and cavity quantum electrodynamics, teaching at ICFO in 

Spain. He worked with many leading worldwide scientists including Roy J. Glauber 

(Nobel in Physics in 2005) at Harvard, Thomas W. Mossberg, Andrzej Nowak, Bibb 

Latané, Anne L’Huillier (CEA, France), Peter Zoller and Eric Allin Cornell (Nobel in 

Physics in 2001 for his work on Bose-Einstein condensates in 1995), in the USA, 

France, Spain, Poland and Germany.  

 

75 See in particular his lesson on cold atoms at the Collège de France which describes well how atoms are cooled at very low tempera-

tures with lasers. 

76 Dieter Zeh is notably the author of On the Interpretation of Measurement in Quantum Theory in 1970 (8 pages). 

http://www.phys.ens.fr/~dalibard/index_en.html
https://pdfs.semanticscholar.org/9f48/95c908fd228e6998559a2e578298e0898c58.pdf
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His contributions span an incredible number of fields like the physics of ultra-cold gases, quantum 

information, quantum optical systems, quantum communications, quantum cryptography, quantum 

computers, mathematical foundations of quantum physics, tensor networks and entanglement theory, 

laser-matter interactions atto-second physics, quantum optics (cQED), atoms cooling and trapping, 

non-classical states of light and matter and quantum physics foundations. 

 

Anton Zeilinger (1945, Austrian, 2022 Nobel prize in physics) is a physicist who 

advanced the field of quantum teleportation in the 2000s. He also proved in 1991 the 

wave-particle duality of neutrons. He was also the first to experiment a qubit tele-

portation in 2009. He is a specialist in quantum entanglement, having proved that it is 

possible to entangle more than two quantum objects or qubits. He created theoretical 

and experimental foundations for quantum cryptography. 

With two colleagues, he also developed the GHZ (Greenberger-Horne-Zeilinger) entangled state, 

which enables yet another demonstration of the inexistence of hidden variables which would explain 

quantum entanglement of at least three particles and with a finite number of measurements. The con-

cept was created in 1989 and was validated experimentally in 1999. Anton Zeilinger also supervised 

the thesis of Jian-Wei Pan, who became later the quantum research czar in China with the develop-

ment of many advances, particularly in quantum communications and photonics. 

 

Frank Wilczek (1951, American) is a professor of physics at MIT and the chief sci-

entist at the Wilczek Quantum Center in Shanghai. He was awarded in 2004 the Nobel 

Prize for Physics shared with David Gross and H. David Politzer, for his work on the 

theory of strong interaction and quantum chromodynamics. He is known for his work 

on quasi-particles and anyons in 1982 and he also predicted the existence of time 

crystals in 2012. 

Quantum technologies physicists 

This story now provides an overview of key contributors to the physics of quantum computing. They 

are often specialized in condensed matter, such as for superconducting qubits, and in photonics. 

 
Figure 55: quantum computing key events timeline from 1990 to 2020. (cc) Olivier Ezratty, 2020. 

I highlight many European and French physicists, particularly those I have had the opportunity to 

meet for the last three years in my journey in the quantum ecosystem. This inventory is both objective 

and subjective. 
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Objective because it includes a broad and worldwide hall of fame in the field. Subjective because I 

have added a good dose of physicists I know. It creates a measurement bias which is easy to under-

stand in social science as well as in quantum physics. 

 

Richard Feynman (1918-1988, American) is one of the fathers of quantum electro-

dynamics, which earned him the Nobel Prize in Physics in 1965. He is at the origin of 

the quantum explanation of helium superfluidity at very low temperature in a series 

of papers published between 1953 and 1958. He theorized in 1981 the possibility of 

creating quantum simulators, capable of simulating quantum phenomena, which 

would be useful to design new materials and molecules in various fields like chemistry 

and biotechs77 . He was also known for his great presentation skills. 

 

Wolfgang Paul (1913-1993, Germany), not to be confused with Wolfgang Pauli, is a 

physicist who conceptualized trapped ions in the 1950s. He got the Nobel Prize in 

Physics in 1989. We owe him the traps that bear his name and are used to control 

trapped ions. He shared his Nobel prize with Hans Georg Dehmelt (1922-2017, Ger-

many) who codeveloped these traps with him. The physicists Juan Ignacio Cirac 

(1965, Spanish) and Peter Zoller (1952, Austria) theorized, designed and tested the 

first trapped ion qubits in 1996, based on the work of Wolfgang Paul. 

 

Brian Josephson (1940, English) is a physicist from the University of Cambridge. 

He was awarded the Nobel Prize in Physics in 1973 at the age of 3378, for his predic-

tion in 1962 of the effect that bears his name when he was only 22 years old and a 

PhD student at the University of Cambridge. The Josephson effect describes the pas-

sage of current in a superconducting circuit through a thin insulating barrier a few 

nanometers thick, using tunneling effect, and the associated threshold effects. 

Below a certain voltage, the current starts to oscillate. It is generated by electrons with opposite spins 

organized in Cooper pairs named after Leon Cooper who discovered it in 1952. These pairs behave 

as bosons. 

These electrons pairs have opposite 

spins (magnetic polarity). The sys-

tem behaves as a resistance associ-

ated with a loop inductance, the os-

cillation being controllable by a 

magnetic field and having two dis-

tinct energy states. Superconductiv-

ity was discovered in 1911 by Heike 

Kamerlingh Onnes (1853-1926, 

Netherlands). This is the basis of su-

perconducting qubits and their 

quantum gates! 

 

Figure 56: Josephson effect and Cooper pairs of opposite spin electrons. 

 

77 See Simulating Physics with Computers submitted in May 1981 to the International Journal of Theoretical Physics and published in 

June1982 and Quantum Mechanical Computers also by Richard Feynman, published in 1985 (10 pages). He describes how a quantum 

computer could perform mathematical operations similar to those of traditional computers. He concludes by saying that it should be 

possible to create computers where a bit would fit into a single atom! 

78 Brian Josephson shared the 1973 Nobel Prize in Physics with two scientists who had worked before him in the same field: Leo Esaki 

(1925, Japan, still alive in early 2020) for his discovery of the tunnel effect in semiconductors in 1958 and Ivar Giaever (1929, Norway, 

also still alive) who found that this effect could occur in superconducting materials in 1960. 
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https://s2.smu.edu/~mitch/class/5395/papers/feynman-quantum-1981.pdf
http://www.quantum-dynamic.eu/doc/feynman85_qmc_optics_letters.pdf
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Paul Benioff (1930-2022, American) proposed in 1979/1980 the concept of a reversi-

ble and non-dissipative quantum Turing machine using 2D lattices of spins ½, based 

on earlier work from Rolf Landauer on the thermodynamics of computing and 

Charles Bennett on reversible computing 79. It was a semi-classical machine concept 

that didn’t yet exploit entanglement and interferences. His work was extended by the 

“universal quantum computer” concept from David Deutsch in 1985. 

 

Yuri Manin (1937-2023, Russian and German) is a mathematician who proposed the 

idea of creating gate-based quantum computers, in his 1980 book "Computable and 

Uncomputable", then in the USSR. 

Then, Richard Feynman devised in 1981 the idea of a quantum simulator. Feynman 

and Benioff were participants of the famous "Physics & Computation" conference in 

1981 that was co-organized by IBM and the MIT at the MIT Endicott House80. 

It brought together a num-

ber of well-known scien-

tists in quantum infor-

mation technology such as 

Tommaso Toffoli and Ed-

ward Fredkin. 

Rolf Landauer was also 

among them. It was for 

this conference that Rich-

ard Feynman published his 

famous paper “Simulating 

Physics with Computers” 

which created the concept 

of quantum simulation81. 

 

Figure 57: participants of the first quantum computing conference in 1981. Source: Simulating 
Physics with Computers by Pinchas Birnbaum and Eran Tromer (28 slides). 

 

Tommaso Toffoli (1943, Italian then American) is an engineer known for the crea-

tion, at the beginning of the 1980s, of the quantum gate bearing his name, a condi-

tional gate with three inputs that is widely used in quantum programming. After work-

ing at MIT, he became a Boston University professor, where he has served since 1995. 

Like Stephen Wolfram, his interests include cellular automata and artificial life. 

 

Edward Fredkin (1934, American) is a professor at Carnegie Mellon University. He 

is the author of the two-way conditional swap quantum gate (SWAP). He is also the 

designer of the concept of reversible classical computer with Tommaso Toffoli at 

MIT. He is also a prolific inventor far beyond quantum computing and is the origina-

tor of vehicle identification transponders and automotive geonavigation. 

 

79 See The computer as a physical system: A microscopic quantum mechanical Hamiltonian model of computers as represented by 

Turing machines by Paul Benioff, Journal of Statistical Physics, June 1979, published in May 1980 (30 pages). Paul Benioff was then 

in a visiting stay at the Centre de Recherche Théorique from CNRS in Marseille, France while being affiliated with the DoE Argonne 

National Laboratory in the USA. The paper was followed by Quantum Mechanical Hamiltonian Models of Turing Machines by Paul 

Benioff, October 1981 and June 1982, also in the Journal of Statistical Physics (32 pages). This theoretical system was based on using 

a two-dimensional lattice of spin ½ systems (today, it would be electron spins based qubits). Back in the 1980s, the very notion of 

qubits was not yet in the radar. It appeared much later, in 1995. In Benioff’s model, a quantum gate was a Hamiltonian transformation 

of individual spins that was driven by the Turing quantum machine. 

80 See How a 1981 conference kickstarted today’s quantum computing era by Harry McCracken, FastCompany, May 2021. 

81 See Simulating Physics with Computers by Richard Feynman, 1981 (103 pages). 

https://www.wisdom.weizmann.ac.il/~naor/COURSE/feynman-simulating.pdf
https://www.wisdom.weizmann.ac.il/~naor/COURSE/feynman-simulating.pdf
https://www.researchgate.net/publication/226754042_The_computer_as_a_physical_system_A_microscopic_quantum_mechanical_Hamiltonian_model_of_computers_as_represented_by_Turing_machines
https://www.researchgate.net/publication/226754042_The_computer_as_a_physical_system_A_microscopic_quantum_mechanical_Hamiltonian_model_of_computers_as_represented_by_Turing_machines
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.653.8050&rep=rep1&type=pdf
https://www.fastcompany.com/90633843/1981-quantum-computing-conference-ibm-roadmap-mit
http://physics.whu.edu.cn/dfiles/wenjian/1_00_QIC_Feynman.pdf
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He is also a promoter of the notion of "digital philosophy" which reduces the world and its functioning 

to a giant quantum program, a theory he shares with Seth Lloyd, an idea that has been revived by 

Elon Musk who believes that the Universe is a gigantic program and that we live in a simulation. Is 

the "automatic" respect of elementary physical laws a "program"? A thorny philosophical and seman-

tic question! 

 

Rainer Blatt (1952, Austrian and German) from the University of Innsbruck is an 

experimental physicist specialized, among other things, in trapped ions qubits. He 

was the first to entangle the quantum states of two trapped ions in 2004 and then with 

eight ions in 2006. He co-founded Alpine Quantum Technologies (AQT), whose am-

bition is to create and commercialize a trapped ions based quantum computer. He also 

works at TUM in Munich, Germany and is the coordinator of the Munich Quantum 

Valley since 2021. 

 

David Wineland (1944, American) is a Boulder-based NIST physicist known for his 

advances in trapped ions and their laser-based cooling in 1978. He also created in 

1995 the first single quantum gate operating on a single atom. He was awarded the 

Nobel Prize in Physics in 2012 jointly with Serge Haroche for his advances in atoms 

and ions laser cooling, a technique he first experimented in 1978, followed by the 

first quantum gate applied to a trapped ion in 1995 and the entanglement between 

four trapped ions in 2000. 

 

Christopher Monroe (1965, American) is an American physicist known for his work 

on trapped ions and for co-founding IonQ in 2015, one of the two best funded quan-

tum startups worldwide with PsiQuantum. He worked on trapped ions with David 

Wineland at the NIST Maryland laboratory. He demonstrated the ability to entrap 

ions, create ions-based quantum memory and create analog quantum simulators. He 

also ran a laboratory at the University of Michigan in the early 2000s. 

 

Edward Farhi (1952, American) is a theoretical physicist who has worked in many 

fields, including high-energy particle physics, particularly at the CERN LHC in Ge-

neva and then at MIT. He worked with Leonard Susskind on unified theories with 

electro-weak dynamical symmetry breaking. He and Larry Abbott proposed a model 

in which quarks, leptons, and massive gauge bosons are composite. He is the creator 

of adiabatic quantum algorithms and quantum walks. He also introduced with Peter 

Shor the concept of quantum money in 2010. 

 

John Preskill (1953, American) is a professor at Caltech. Among many other contri-

butions, he is the creator of quantum supremacy notion in 2011 and of NISQ in 2018, 

the Noisy Intermediate-Scale Quantum, qualifying current and future noisy quantum 

computers. He is a regular speaker at conferences where he reviews the state of the 

art of quantum computing82. He’s now involved with Amazon and their cat-qubits 

superconducting project revealed in December 2020. 

 

Daniel Esteve (1954, French) is a physicist in charge of the CEA's Quantronics la-

boratory in Saclay, France, launched in 1984 with Michel Devoret and Cristian Ur-

bina, and part of the IRAMIS laboratory. He contributed to the development of trans-

mon superconducting qubits. He created a first operational qubit in 1997, the quantro-

nium, followed by another controllable prototype in 2002, with Vincent Bouchiat. He 

continues to work on improving the quality of superconducting qubits. 

 

82 See his presentation that provides an overview of the state of the art of quantum computing Quantum Computing for Business, John 

Preskill, December 2017 (41 slides). 

http://www.theory.caltech.edu/~preskill/talks/Q2B_2017_Keynote_Preskill.pdf
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Michel Devoret (1953, French) is a telecom engineer turned physicist, co-founder of 

the Quantronics laboratory with Daniel Esteve at the CEA in Saclay between 1985 

and 1995, which is one of the world pioneers of superconducting qubits. He is a pro-

fessor at Yale University since 2002. He was a co-founder of the American startup 

QCI with his Yale colleague Rob Schoelkopf (1964, USA), which he left in 

2019/2020. He preferred to be entirely dedicated to research. 

He worked several times with John Martinis, when John was a PhD student in UCSB, then when he 

was a post-doc at CEA in Saclay in the early 2000s, and at last at the University of Santa Barbara 

(UCSB), where they wrote together a review paper in 2004 on superconducting qubits83. 

 

Steven Girvin (1950, USA) is a professor of physics at Yale University, specialized 

in condensed matter physics, and Director of the Co-design center for Quantum Ad-

vantage, at Brookhaven University since 2020. He is a key contributor to works on 

circuit quantum electrodynamics (cQED) and superconducting qubits. At Yale, he 

works with Robert Schoelkopf and Michel Devoret on the various engineering prob-

lems associated with superconducting qubits. 

 

Rob Schoelkopf (1964, USA) a physicist and director of the Yale Quantum Institute. 

Along with Steve Girvin and Michel Devoret, he made key advances in superconduct-

ing qubits. He particularly worked on single-electron devices, being the inventor of 

the Radio-Frequency Single-Electron Transistor. He also created the field of circuit 

quantum electrodynamics (cQED) with Andreas Wallraff and Alexandre Blais who 

were respectively Yale post-doc and PhD student around 2002-2004. 

In 2007, with Steven Girvin, he engineered a superconducting communication bus to store and trans-

fer information between distant qubits on a chip. In 2009, their team, also including Alexandre Blais 

and Jay Gambetta, demonstrated the quantum processor running some quantum computation, with 

two qubits84. 

 

Jay Gambetta (1979, USA) is the scientist leading as a VP since 2019 IBM’s research 

team working on superconducting qubits quantum computers after running the IBM 

team that created and launched IBM Quantum Experience, Qiskit and the IBM Quan-

tum System One in 2019. He joined IBM in 2011. After a thesis in quantum founda-

tions and non-Markovian open quantum systems done in Australia in 2004, he focused 

on developing superconducting qubits, first in a post-doc tenure at Yale University 

and then at the Institute for Quantum Computing in Waterloo. He also worked on 

quantum validation techniques, quantum codes and applications. 

 

Alexandre Blais (Canada) is a Professor in the Department of Physics and Director 

of the Université de Sherbrooke’s Institut Quantique. He is one of the key contributors 

to the development of circuit quantum electrodynamics (cQED) that enable the crea-

tion of superconducting qubits. He is also a cofounder of Nord Quantique, a Quebec 

startup developing bosonic code qubits. Like Jay Gambetta, he did a post-doc at Yale, 

the US epicenter of the early developments of superconducting qubits. 

 

 83 In Implementing Qubits with Superconducting Integrated Circuits by Michel Devoret and John Martinis, 2004 (41 pages). 

84 See Demonstration of Two-Qubit Algorithms with a Superconducting Quantum Processor by L. DiCarlo, Rob Schoelkopf et al, 2009 

(9 pages). 

https://web.physics.ucsb.edu/~martinisgroup/papers/Devoret2004.pdf
https://arxiv.org/pdf/0903.2030.pdf
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Irfan Siddiqi (1976, American-Pakistani) is one key contributor to advancements in 

superconducting qubits. He did his PhD and post-doc at Yale, working initially in alu-

minum hot-electron bolometers for microwave astronomy and then, high frequency 

measurement techniques for superconducting qubits. He developed the Josephson Bi-

furcation Amplifier that uses the non-dissipative and nonlinear nature of the Joseph-

son junction to create high gain and minimal back action readout of qubits.  

This led to the creation of superconducting parametric amplifiers and Josephson traveling wave par-

ametric amplifiers. He then moved at Berkeley University and the DoE Lawrence Berkeley National 

Laboratory. He works on quantum electrodynamics, quantum error correction, multi-partite entangle-

ment generation and single photon detection. He runs there the Advanced Quantum Testbed, an inte-

grated research platform on superconducting qubits and enabling technologies. 

 

Artur Ekert (1961, Polish and English) is a quantum physicist known to be one of 

the founders of quantum cryptography. He had met Alain Aspect in 1992 to talk to 

him about this inspiration after discovering the latter's experiments. This is a fine ex-

ample of step-by-step inventions, one researcher inspiring another! He was the direc-

tor of the Singapore Center for Quantum Technology from 2007 to 2020. He is also a 

teacher at Oxford University and a member of Atos’s Scientific Council. 

 

Nicolas Gisin (1952, Switzerland) is a physicist specialized in quantum communica-

tion. He demonstrated quantum non-locality with an experiment in 1997 over a 10 km 

distance, extending the performance achieved in the laboratory by Alain Aspect in 

1982. He co-founded IDQ in 2001, a Swiss startup initially specialized in quantum 

random number generators using photons passing through a dichroic mirror. It was 

acquired by SK Telecom in 2018. 

 

David DiVincenzo (1959, American) was a researcher at IBM and the creator of the 

criteria that define the minimum requirements for a quantum computer with universal 

gates. He is now a researcher and professor at the University of Aachen in Germany. 

He is a member of the Atos Scientific Council, along with Alain Aspect, Serge 

Haroche, Artur Ekert and Daniel Esteve, among others. 

 

Daniel Loss (1958, Swiss) proposed in 1998 with David DiVincenzo to use electron 

spins in quantum dots to create a quantum computer. He currently is the Co-Director 

and founding member of National Center on Spin Qubits (NCCR SPIN) that gathers 

the University of Basel, EPFL and IBM Zurich, an initiative from the Swiss Nanoscale 

Center SNI. He is the Director of the Center for Quantum Computing at the University 

of Basel. After a PhD in theoretical physics at the University of Zurich in 1985 he was 

a post-doc in the group of Anthony J. Leggett in the USA and at IBM Research. After 

a stint in Vancouver, he went back to Switzerland. 

He works on condensed matter physics and spin-dependent and phase-coherent phenomena in semi-

conducting nanostructures and molecular magnets with applications in quantum computing. 

 

Bruce Kane (c. 1958, American) is a researcher at the Joint Quantum Institute from 

the University of Maryland (a JV with NIST). While he was doing research at UNSW, 

he presented in 1998 the “donors spin” model, a spin-based qubit concept based on 

using individual phosphorous atoms in pure silicon lattice structures. This is the prin-

ciple on which Michelle Simmons works at both UNSW and her startup SQC. 
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The jury’s still out to demonstrate that this technology can scale among the various spin qubits pro-

posals. 

 

Menno Veldhorst (1984, Dutch) is a group leader at QuTech. He got his PhD in 2012 

on superconducting and topological hybrids at the University of Twente. He then 

worked on silicon quantum dots at UNSW where he demonstrated in 2015 the first 

two qubit operations in silicon. At QuTech, he works on silicon and silicon/germa-

nium (SiGe) qubits to build scalable quantum computers. His team is currently pio-

neering work on SiGe/Ge qubits with qubits manipulation in arrays up to 16 quantum 

dots. He proposed a crossbar array architecture to create logical qubits.  

 

Lieven Vandersypen (1972, Belgian) started as a mechanical engineer and a PhD at 

Stanford, then went to IBM in Almaden, California, where he became interested in 

MEMS. He demonstrated the use of Shor's algorithm for factoring the number 15 with 

NMR qubits, and then became a researcher at TU Delft University in the Netherlands 

and in its QuTech spin-off, which he currently runs. He is a pioneer of electron spin 

qubits. In this capacity, he works notably with Intel, and is testing their FinFET-based 

qubit chipsets at QuTech with Intel, which invested $50M in QuTech in 2015. 

 

Leo Kouwenhoven (1963, Dutch) is a quantum physicist who got his PhD at TU Delft 

in 1992 and became a professor there in 1999. He led experimental results on the 

potential "signatures" of Majorana fermion quasiparticles in 2012 and later on their 

“definitive” existence in 2018. The related Nature paper had to be retracted in 2021 

due to experimental data mismanagement and reporting. From 2016 till 2022, he was 

a researcher at Microsoft Research. He left Microsoft in 2022 and has returned to his 

home based at QuTech and the Kavli Institute of Nanoscience from TU Delft. 

 

Christophe Salomon (1953, French) is a physicist specialized in photonics and cold 

atoms, research director at the LKB (Normale Sup in Paris). He is particularly inter-

ested in quantum gases superfluidity (Bose-Einstein condensates) and in time meas-

urement with cesium atomic clocks. He did a thesis in laser spectroscopy and then did 

a post-doc at the joint JILA laboratory between NIST and the University of Colorado. 

He is also a member of the Academy of Sciences since 2017. 

 

John Martinis (1958, American), is a physicist from UCSB who famously worked at 

Google between 2014 and 2020 where he led the hardware team in charge of super-

conducting qubits up to creating the Sycamore processor and its related “quantum 

supremacy experiment”, published in Nature in October 2019. After his thesis at 

Berkeley on superconducting qubits, he did a post-doc in Daniel Esteve's Quantronics 

laboratory at the CEA in Saclay. 

In September 2020, he started to work with Michelle Simmons at SQC in Australia. He also created 

Quantala in 2020, a quantum computing company selling IP and protecting his own patents. 

 

Mikhail Lukin (USA) is a Russian born quantum physics professor at Harvard. He’s 

a prolific scientist with a skyrocketing h-index of 163, working on quantum optics, 

quantum control of atomic and nanoscale solid-state systems, quantum sensing, nano-

photonics and quantum information science. He’s behind many feats in cold atoms 

physics as well as in the NV centers field, being the inventor of NV centers based 

magnetometry. 

He cofounded QuEra (USA) that develops a cold atoms gate-based quantum computer, reaching 256 

qubits as of 2021. He is also a cofounder and scientific advisor of QDTI (USA). 
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Andreas Wallraff (German) is a Professor for Solid State Physics at ETH Zurich after 

having obtained degrees in physics from the London Imperial College and RWTH 

Aachen in Germany and worked at the Jülich Research Center also in Germany, Yale 

University in the USA and the LKB in France. He is specialized in the coherent inter-

action of single photons with quantum electronic circuits and quantum effects as well 

as on hybrid quantum systems combining microwave control, superconducting cir-

cuits and semiconductor quantum dots. 

 

Jürgen Mlynek (1951, German) is a physicist specialized in optronics and interfer-

ometry. He was the coordinator of the strategic advisory board behind the launch of 

the European Flagship project on quantum in 2018. We owe him, as mentioned in 

connection with Louis De Broglie, the experiment validating the wave-particle duality 

of atoms carried out using helium in 1990 with Olivier Carnal at the University of 

Konstanz. 

 

Jian-Wei Pan (1970, China) is the leading quantum physics scientist in China. He is 

a professor and Executive VP at USTC (University of Science and Technology of 

China) and a member of CAS (China Academy of Science). He did his PhD in Vienna 

under the supervision of Anton Zeilinger. He and his team are famous for premiere 

experiments on photons quantum entanglement in 2004, quantum key distribution 

over a satellite (2017), with boson sampling (2019) and superconducting qubits 

(2021). 

 

Marie-Anne Bouchiat (1934, French) is a specialist in rubidium atoms physics and 

their control by optical pumping. This is the basis for the creation of quantum com-

puters based on cold atoms. Her daughter Hélène Bouchiat (1958, French) is also a 

physicist, specialized in condensed matter at the LPS laboratory of the University 

Paris-Saclay and member of the Académie des Sciences since 2010, like her mother 

who has been there since 1988. 

 

Elisabeth Giacobino (1946, French) is a specialist in laser physics, nonlinear optics, 

quantum optics and superfluidity, particularly in relation to the control of cold atoms. 

She worked at the CNRS in the ENS LKB (Laboratoire Kastler-Brossel). She is a 

member of the scientific selection committee of the European Quantum Flagship and 

also for the ANR (Agence Nationale de la Recherche). 

 

Jacqueline Bloch (1967, French) is a research director at CNRS (PI) in the Centre de 

Nanosciences et de Nanotechnologies (C2N) lab from CNRS and Université Paris-

Saclay, working on polaritons, quasi-particles coupling light and semiconductor mat-

ter, mainly built in gallium arsenide (GaAs). These have potential applications in the 

creation of quantum simulators based on polariton arrays as well as for quantum me-

trology. 

 

Jean-Michel Gérard (1962, French) is a physicist from the CEA IRIG laboratory in 

Grenoble and director of the joint PHELIQS laboratory (PHotonics, ELectronics and 

Quantum Engineering) from UGA (University of Grenoble) and CEA. He works in 

particular on the creation of single photon sources based on quantum dots as well as 

single photon detectors based on superconducting nanowires and OPO laser diodes. 
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Pascale Senellart (1972, French) is a physicist, CNRS research director at the C2N 

laboratory. She designed and invented a process for manufacturing sources of unique 

and indistinguishable photons used in quantum telecommunications and computing. 

These are GaAsAl semiconductor quantum dot trapped in a multi-layered 3D struc-

ture, powered by a laser and directly feeding an optical fiber. She co-founded the 

startup Quandela in 2017 with Valérian Giesz (CEO) and Niccolo Somaschi (CTO 

and Chairman) who were a PhD student and a post-doc in her team. 

Quandela is selling these photon sources and is creating photon qubit-based quantum computers. She 

is their scientific advisor. Pascale Senellart also launched the Quantum hub of the University Paris-

Saclay in November 2019, which brings together public and private research laboratories as well as 

higher education institutions. She was awarded the CNRS Silver Medal in 2014. 

 

Maud Vinet (1975, French) started as physics engineer and was granted a PhD in 

physics from Grenoble University. She then spent 20 years working in silicon tech-

nologies development and transfer for the semiconducting industry. She led the silicon 

qubit project at CEA-Leti in Grenoble. Since 2016, CEA-Leti was focused on silicon 

spin qubits leveraging the strong relationships between fundamental science and tech-

nology in Grenoble ecosystem. In November 2022, Maud Vinet launched Siquance 

along with Tristan Meunier (CNRS) and François Perruchot (CEA-Leti). 

The silicon qubit ecosystem in Grenoble involves several laboratories in addition to CEA-Leti: IRIG 

(also from CEA), CNRS’s Institut Néel, LPMMC, and various entities of UGA (Université Grenoble 

Alpes). Maud is also driving QLSI, the European Quantum Flagship research project on silicon spins 

qubits, awarded in March 2020, after obtaining with Tristan Meunier (1977, French, at CNRS Insti-

tut Néel) and Silvano de Franceschi (1970, Italian, at CEA IRIG) an ERC funding of €14M in 2018 

for the QuCube silicon qubit project. Before her journey in quantum computing, she had previously 

contributed to the industrialization of the FD-SOI technology with CEA and STMicroelectronics85, 

Globalfoundries and IBM. 

 

Alexia Auffèves (1976, French) is a CNRS research director and the director of Sin-

gapore’s CNRS MajuLab international laboratory since January 2022 after having 

conducted her research for over 15 years in Grenoble at CNRS Institut Néel. She is 

specialized in quantum thermodynamics and collaborates with various teams in 

France (C2N, ENS Lyon) and around the world (Center for Quantum Technologies in 

Singapore, Chapman University and Saint-Louis University in the USA, Oxford and 

Exeter Universities in the UK, Madrid University in Spain, etc.). 

Alexia Auffèves started as an experimentalist, doing he PhD thesis at the ENS LKB in Paris, with 

Serge Haroche. She then became a theoretician although with quite abroad perspective. She devel-

oped the CSM ontology of quantum mechanics (Contexts, Systems and Modalities) with Philippe 

Grangier and the philosopher Nayla Farouki that we cover later in this book, when discussing quan-

tum foundations, page 100186. She launched and coordinated QuEnG (Quantum Engineering Greno-

ble), the Grenoble quantum ecosystem, which became the QuantAlps federation in January 2022. Her 

recent work focuses on the energetic aspects of quantum technologies, both from fundamental and 

full-stack perspectives, which explains why she cofounded the Quantum Energy Initiative in August 

2022 with Robert Whitney (a physicist from CNRS LPMMC in Grenoble), Janine Spettstoesser 

(Chalmers University, Sweden) and Olivier Ezratty. Yes, that’s me, the writer of this book. 

 

85 FD-SOI = Fully-Depleted Silicon on Insulator. The technology uses on the one hand a layer of silicon oxide insulator and on the 

other hand, channels of undoped silicon between the drain and the source, limiting leakage between the latter two. 

86 See Contexts, Systems and Modalities: a new ontology for quantum mechanics by Alexia Auffèves and Philippe Grangier, 2015 (9 

pages). See also the associated Wikipedia page. This work has been articulated on a total of seven papers released between 2015 and 

2019. 

https://arxiv.org/abs/1409.2120
https://fr.wikipedia.org/wiki/Th%C3%A9orie_CSM
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Antoine Browaeys (c. 1970, French) is a CNRS research director leading the quan-

tum optics-atom team in the Charles Fabry Laboratory at Institut d’Optique special-

ized in the control of cold atoms. He is also a cofounder and the scientific director of 

Pasqal, a startup designing a cold atoms computer that will be first used as a quantum 

simulator, and then, as a universal gates quantum computer. He was awarded the 

CNRS silver medal in 2021. 

 

Hélène Perrin (c. 1975, French) is CNRS research director working at the La-

boratoire de Physique des Lasers (LPL) from Université Sorbonne Paris Nord, work-

ing on Bose-Einstein condensates and cold atoms control. Together with Pascal Si-

mon, she drives the Quantum Simulation SIM project, a cold atom-based quantum 

simulator. She also gives lessons on quantum computing. She did her PhD thesis with 

Christophe Salomon at the ENS LKB in Claude Cohen-Tannoudji’s group. At CEA-

Saclay, she also worked on fractional quantum Hall effect. Since 2022, she is the di-

rector of QuanTIP, the Paris region quantum ecosystem network. 

 

Eleni Diamanti (1977, Franco-Greek) is a leading specialist and experimenter in the 

development of photonic resources for quantum cryptography, also working on quan-

tum communication complexity. She’s a CNRS research Director and faculty at LIP6 

laboratory from Paris-Sorbonne University. She is the vice-director of the Paris Centre 

for Quantum Computing since April 2020. She is also involved in many European 

projects around quantum key distribution, like the Quantum Internet Alliance and 

OpenQKD. She is a recipient of a European Research Council Starting Grant. 

At last, she’s a cofounder and a scientific advisor with Julien Laurat for the startup WeLinQ, created 

in 2022 with Tom Darras as CEO, which creates cold atom based quantum memories for quantum 

computer interconnects and quantum repeaters. 

 

Jason Alicea (American) is a Professor of Theoretical Physics at Caltech University’s 

IQIM (Institute for Quantum Information and Matter). He is specialized in condensed 

matter physics and topological phase of matter which could lead on creating non-

Abelian anyons and Majorana fermions, a qubit type mainly explored by Microsoft. 

 

Michelle Simmons (1967, British-Australian) is a physicist from the University of 

New Wales in Australia (UNSW), working on silicon spin qubits. She is the director 

of CQC2T (Centre of Excellence for Quantum Computation and Communication 

Technology) from UNSW. She is also the co-founder of SQC (Silicon Quantum Com-

puting), the leading quantum computing Australian startup ($66M), a spin-off from 

her university and from QQC2T. 

In 2019, her team built the first two-qubit gate between phosphorous atom qubits in silicon, operating 

in only 0.8 ns. It became a full-fledged 10 qubit processor in 2022. She is using STM (scanning 

tunneling microscopes) to position phosphorus dopants in the silicon substrate. 

 

Andrew S. Dzurak (Australian) is the Director of the Nanotechnology Fabrication 

Unit at UNSW's Australian National Fabrication Facility from the CQC2T research 

center. This facility’s white room is used to manufacture silicon qubits chipsets. An-

drew Dzurak is a pioneer of silicon qubits since 1998. He is leading research at 

CQC2T on silicon qubit control and reading. He created the first phosphorus-based 

silicon double qubits in 2015. He was a lead scientist for SQC, founded by Michelle 

Simmons, but seemingly left the company in 2021. 
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He created Diraq in 2022, a startup dedicated to the creation of scalable quantum computers using 

quantum dot silicon spin qubits. 

 

Andrea Morello (1972, Italian) is one of the star researchers at UNSW in Australia. 

He is Program Manager of the ARC Centre of Excellence at CQC2T and leads the 

Fundamental Quantum Technologies Laboratory at UNSW. During his studies, he at-

tended the Laboratoire National des Champs Magnétiques Intenses of the CNRS in 

Grenoble. Today he is one of the specialists in silicon-based qubits. He is also a quan-

tum engineering teacher at UNSW. 

His team was the first to demonstrate coherent control and readout of an individual phosphorus atom 

electron and nuclear spin in silicon and held for many years the record for the longest quantum 

memory time of 35.6 s in a single solid-state qubit. 

 

Andrew G. White (c. 1970, Australian) is a leading Australian quantum scientist who 

is the Director of the University of Queensland Quantum Technology Laboratory. He 

is most known for his work in quantum photonics, including a first demonstration of 

an optical CNOT entangling gate realized in 2004 and based on the Knill, Laflamme 

and Milburn (KLM) protocol and linear optics. He is also very eclectic, having also 

worked on nuclear physics and marine biology. He’s a scientific advisor for Quandela. 

 

James Clarke (c. 1971, American) launched Intel’s quantum computing research ef-

forts and the Director of Quantum Hardware at Intel since 2015. He’s also behind 

Intel’s partnership with QuTech in The Netherlands. He is currently focused with his 

team of about 100 researchers and engineer on creating scalable quantum computers 

with silicon and SiGe qubits. He started working at Intel as a process engineer in 2001 

after having studied and worked on organic chemistry (PhD in Harvard and post-doc 

at ETH Zurich). 

 

Christine Silberhorn (1974, German) is a researcher and professor working on pho-

ton-based quantum computing at the University of Paderborn located between Dort-

mund and Hanover. She leads there the Integrated Quantum Optics group. Her labor-

atory designs and manufactures integrated optronics components, entangled photon 

sources and quantum array systems. Her team designed a system to convert photon 

qubits between infrared and visible wavelengths. She also works on optical quantum 

memories. She was awarded the Leibnitz prize in 2011. 

She cofounded It’sQ in 2022, a quantum photonic computing startup and is one of the very few lead 

researchers in Germany who created a quantum computing hardware company. 

 

Stephanie Wehner (1977, German) is a physicist working on quantum communica-

tion protocols, based at the University of Delft in the Netherlands. She coordinates 

the "Quantum Internet Alliance", one of the projects of the European Quantum Flag-

ship, which plans to deploy a quantum key distribution (QKD) Internet network run-

ning in mesh mode. She started her professional life in cybersecurity, detecting system 

flaws. She is also producing many quantum tech MOOCs. 

 

Perola Milman (c. 1975, French) is a specialist in the theory of quantum computing 

and in particular with trapped photons and ions. In particular, she has demonstrated 

the entanglement capacity of molecules. She is a lecturer-researcher at the Laboratory 

of Quantum Materials and Phenomena of the University Paris Diderot. She is a pro-

fessor of quantum theory of light and on quantum entanglement. 
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Sara Ducci (1971, French) is another teacher-researcher at the same Laboratoire Ma-

tériaux et Phénomènes Quantiques (MPQ) where she co-founded in 2002 a team in 

charge of nonlinear optical devices. She is working on producing pairs of entangled 

photons sources based on III-V semiconductors. She is also interested in the charac-

terization (state measurement...) and manipulation of photons. At last, she teaches 

quantum physics at Ecole Polytechnique. 

 

Jacquiline Romero (c. 1985, Philippines) is a quantum optics physicist doing re-

search in Australia at the University of Queensland, after completing her PhD in Glas-

gow, UK. She is working on optical neuromorphic architectures and on dense encod-

ing of information in photons using several of their characteristics in addition to the 

usual polarization. 

 

Fabio Sciarrino (1978, French Italian) is the director of the Quantum Information 

Lab at the Sapienza University of Rome and specialized in photonics. His team is at 

the origin of many advances in the field, notably in boson sampling, a key experiment 

in the path of photon-based quantum computers. He collaborates with Quandela's 

team and the C2N of Palaiseau (Pascale Senellart). 

 

Patrice Bertet (c. 1976, France) is part of Daniel Esteve's team at CEA-SPEC. He 

did his thesis at Serge Haroche on Rydberg atoms and then went to Delft University. 

He participated in the early days of superconducting qubits (quantronium at CEA and 

TU Delft). He then worked on QED (quantum electrodynamics) circuits based on 

cavities and then on transmon qubits. He is working on the association of supercon-

ducting qubits and the measurement of their state with electron spins, notably based 

on NV centers, which can also be used for quantum memories. 

 

Audrey Bienfait (c. 1990, France) is a former PhD student of Patrice Bertet at CEA-

SPEC who is now doing her research at ENS Lyon in the team of Benjamin Huard 

(1979, French). She was awarded the Bruker Prize 2018 for her thesis on electron 

paramagnetic resonance or "ESR - Electron Spin Resonance" in quantum regime and 

the Michelson Postdoctoral Prize 2019 in March 2020 for her work on the entangle-

ment of superconducting qubits via phonons. 

 

Sébastien Tanzilli (France) is the director of the InPhyNi physics laboratory in Nice 

and also the CNRS national quantum program director. He works on quantum cryp-

tography with continuous or discrete keys (CV-QKD and DV-QKD), in fundamental 

quantum optics as well as in hybrid quantum systems for the study and realization of 

quantum communication networks. He was also the president of the GDR-IQFA, a 

community of quantum physics researchers in France (IQFA = Information Quan-

tique, Fondements & Applications) from its creation in 2011 until 2021. 

 

Virginia D’Auria (Italy) is a researcher working on quantum optics transmission sys-

tems using continuous and discrete variables and DV/QV hybridization. Having 

worked at the ENS LKB in Paris, she also worked on photon detectors. Since 2010, 

she is part of the photonics group of InPhyNi and works on discrete and continuous 

variable quantum communications compatible with optical fibers of telecom opera-

tors. 
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Jelena Vucokic (c. 1975, Serbian) is a research professor at Stanford, working in 

quantum photonics. She directs the Nanoscale and Quantum Photonics Lab and the 

Q-FARM (Quantum Fundamentals, ARchitecture and Machines initiative), an inter-

disciplinary quantum laboratory. She contributes to developments in photonics for the 

development of optical quantum computers. She did her PhD at Caltech in 2002. 

 

Francesca Ferlaino (1977, Italian) is a typically European researcher, having worked 

in many laboratories from different countries. She is research director at the IQOQI 

in Innsbruck, Austria, where she leads the Dipolar Quantum Gases laboratory. She is 

a specialist in cold atoms and erbium-based Bose-Einstein condensates. 

 

Marcus Huber (Austria) is a research group leader at the IQOQI in Vienna, working 

on quantum entanglement, qubit state measurement and quantum thermodynamics in 

general. In addition to the IQOQI, he has also worked at the Universities of Bristol, 

Geneva and Barcelona. He is a great advocate of the open publication of research 

work, being at the origin of the Quantum-Journal.org website, a kind of arXiv for 

quantum science. 

 

Tracy Northup (c. 1975, Austria) is a researcher working on trapped ions and optical 

cavities, one of the major branches of quantum computing. She leads the Quantum 

Interfaces Group laboratory at the University of Innsbruck, which is one of the most 

active in the field of trapped ions, a major Austrian specialty. 

 

Anne Matsuura (c. 1970, Japanese-American) is a physicist who is leading the Quan-

tum & Molecular Technologies team from the Intel Quantum Research Laboratory 

since 2014. She leads the American's efforts in the creation of superconducting and 

silicon qubits quantum computers, with an overall vision of the hardware architecture. 

Her impressive career starts with a thesis at Stanford in synchrotrons, then in US Air 

Force labs and In-Q-Tel (the CIA investment fund). She also directed the European 

Theoretical Spectroscopy Facility in Belgium. 

 

Sarah Sheldon (c. 1986, American) has been a member of IBM's quantum computing 

teams based at the Thomas J. Watson Research Center in Yorktown, New York, since 

2013. She is particularly active in improving the quality of superconducting qubits, 

their quantum gates and error correction codes. She obtained her PhD at MIT in 2013 

before doing a post-doc with IBM. 

 

Stefanie Barz (c. 1980, German) is a quantum optics professor and researcher at the 

University of Stuttgart. Her interests include quantum cryptography and quantum tel-

ecommunications. She worked in particular on blind computing with Elham Kashefi 

and Anne Broadbent. She leads the SiSiQ project funded by the German Ministry of 

Research with €3.6M of European funding, which aims to create quantum communi-

cation infrastructure with silicon photonics. 
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Alexei Grinbaum (1978, Franco-Russian) is a researcher at CEA-Saclay in Etienne 

Klein's LARSIM laboratory. He works on the quantum foundations and quantum 

physics philosophy87. He is notably the author of the book "Les robots et le mal" (Ro-

bots and evil) published in 2018. He is particularly interested in the ethics of science, 

its acceptance by society and responsible innovation. 

 

Frédéric Grosshans (1976, French) is a CNRS researcher at LIP6 from Université 

Paris-Sorbonne, specialized in QKD, repeaters and quantum networks. He was the 

creator with Philippe Grangier of the continuous variable QKD. He is also the co-

director with Nicolas Treps (from LKB) of the Quantum Information Center Sorbonne 

of the Alliance Paris-Sorbonne launched in September 2020, which federates quantum 

research and training of several Parisian quantum groups. 

 

Jean-François Roch (1964, French) is a quantum physics professor at ENS Paris 

Saclay. He is a pioneer of the usage of NV centers in many applications, particularly 

in quantum sensing, including for studying matter and magnetism at very high-pres-

sure, which could be helpful for the discovery of high-temperature superconducting 

materials. He conducts these researches in partnership with Thales and with the CEA. 

He also led the founding Wheeler delayed choice experiment in 2006. 

 

Ronald Walsworth (c. 1972, American) is a pioneer in the usage of NV centers for 

quantum sensing in various fields, from life science to physics and astrophysics like 

for the detection of dark matter. He leads the Walsworth group at the University of 

Maryland and is the founding director of the UMD Quantum Technology Center. Sev-

eral startups emerged from his lab like qdm.io, Hyperfine.io (MRI) and QDTI (which 

he both cofounded). 

He also launched the Quantum Catalyzer quantum startups accelerator (Q-CAT) that creates quantum 

startups from scratch. He got a PhD in physics from Harvard in 1991. 

Quantum information science and algorithms creators 

Let's end this long "hall of fame" with some of the main contributors to the creation of quantum 

information science and algorithms. It is a relatively new discipline that emerged in the early 1990s. 

 

Alexander Holevo (1943, Russian) is a mathematician working in quantum infor-

mation science and who devised the 1973 Holevo theorem according to which we 

cannot retrieve more than N bits of useful information from a register of N qubits88. 

This is the consequence of the wave packet reduction that reduces the qubit state to 

its basis states | ⟩ and |1⟩ after measurement. He also developed the mathematical 

basis of quantum communications. 

 

87 See Narratives of Quantum Theory in the Age of Quantum Technologies by Alexei Grinbaum, 2019 (20 pages). 

88 This theorem indirectly validates the fact that it is difficult to do "big data" with a quantum computer in the sense of storing and 

analyzing large volumes of information. On the other hand, Grover's algorithm makes it possible to quickly find a needle in a haystack, 

as we will see later. 

https://arxiv.org/pdf/1702.03001.pdf
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David Deutsch (1953, Israeli and English) is a physicist from the Quantum Compu-

ting Laboratory at Oxford University in the UK. He devised in 1985 the idea of cre-

ating a universal quantum computer using a quantum Turing machine which led him 

to create in 1989 the gate-based circuits programming model, completing Yuri 

Manin’s and Paul Benioff’s 1980 ideas89. He is also the author of a search algorithm, 

with two variants, a first one from 1985 and a second one in 1992 that he co-created 

with Richard Jozsa. 

 

Umesh Vazirani (1945, Indian-American) is a professor at the University of Berke-

ley. He is one of the founders of quantum computing, with his paper co-authored in 

1993 with his student Ethan Bernstein, Quantum Complexity Theory. He is also the 

creator of the Quantum Fourier Transform (QFT) algorithm, which was used less than 

a year later by Peter Shor to create his famous integer factoring algorithm that served 

as a spur to funding research in quantum computing in the USA. The QFT is a found-

ing algorithm used in many other quantum algorithms. 

 

Peter Shor (1959, American) is a mathematician who became the father of the algo-

rithm of the same name in 1994 which allows the factorization of integers into prime 

numbers, based on quantum Fourier transforms (QFT). Before that, he created the first 

quantum discrete-log algorithm (dlog) and, later, the famous nine-qubit flip error and 

phase error correction algorithm for quantum computers called the "Shor code"90. We 

indirectly owe to him the whole movement of post-quantum cryptography (PQC). 

PQC is about creating cryptography codes resisting to public keys breaking using the Shor algorithm 

and other quantum algorithms... with quantum computers that do not yet exist. Peter Shor created his 

famous factorization algorithm while working at Bell Labs. He has been teaching applied mathemat-

ics at MIT since 2003. 

Daniel R. Simon (American) is the creator of another search algorithm in 1994, bearing his name. 

Precisely, his quantum algorithm solves the hidden subgroup problem (HSP) using an oracle based 

model, providing an exponential acceleration compared to classical computing91 . Daniel Simon 

worked at Microsoft Research when he created his famous algorithm. He later worked on cybersecu-

rity research until his retirement, always with Microsoft Research. 

 

Lov Grover (1961, Indian-American) is a computer scientist who created the seminal 

quantum algorithm in 1996 that is said to be a search algorithm in a database but has 

many more use cases as we’ll see in the quantum algorithms part of this book (page 

591). He currently works in the Department of Mathematics of the Guru Nanak Dev 

University, in Punjab, India. His full name is Lovleen Kumar Grover. 

 

89 See Quantum theory, the Church-Turing principle and the universal quantum computer by David Deutsch, 1985 (21 pages). This is 

a foundational paper describing a lot of concepts, including the unitaries used in single qubit gates, the notion of quantum computing 

complexity, etc. It was also followed by Quantum computational networks by David Deutsch, September 1989 where networks corre-

spond to series of gate operations. Back then, the very name of qubit didn’t exist yet, and was created only in 1995. 

90 See the excellent The Early Days of Quantum Computation by Peter Shor, August 2022 (10 pages) where Peter Shor recount the 

history of the early years of quantum computing and how he discovered his various algorithms with try and error. 

91 See On the power of quantum computation by Daniel Simon, 1994 (11 pages) also updated in 1997. 

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.655.1186&rep=rep1&type=pdf
https://www.cs.princeton.edu/courses/archive/fall04/cos576/papers/deutsch85.pdf
https://royalsocietypublishing.org/doi/epdf/10.1098/rspa.1989.0099
https://arxiv.org/abs/2208.09964
https://courses.cs.washington.edu/courses/cse599/01wi/papers/simon_qc.pdf
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Michael Freedman (1951, American) is a mathematician who founded and runs the 

Microsoft Station Q laboratory in Santa Barbara, California. He is one of the fathers 

of topological quantum computing along with Alexei Kitaev. He was also awarded 

the Fields Medal in 1986 for his work on the Poincaré conjecture, later demonstrated 

in 2006 by Grigori Perelman. 

 

Alexei Kitaev (1963, Russian and American) is with Michael Freedman one of the 

fathers of the topological quantum computer concept in 1997, investigated by Mi-

crosoft. He was a researcher at Microsoft Research in the early 2000s and is now 

working at Caltech University and with Google. He has also done a lot of work on 

error correction codes, including the creation of toric codes, surface codes and magic 

states distillation (with Sergey Bravyi) and the Quantum Phase Estimate algorithm, 

used in Shor's integer factorization algorithm. 

 

Aram Harrow (American) is a prolific specialist in quantum algorithms. He teaches 

both quantum physics and quantum computing at MIT. At MIT, he is surrounded by 

Peter Shor and Charles Bennett. He is the co-author of the HHL quantum algorithm 

used to solve linear equations which he created jointly with Avinatan Hasidim and 

Seth Lloyd92 . He is also interested in the creation of hybrid classical/quantum algo-

rithms. 

 

Daniel Gottesman (1970, American) is a physicist from the Perimeter Institute in 

Waterloo, Canada. He did his PhD thesis at Caltech under the supervision of John 

Preskill. He is known for his work on quantum error correction codes (QEC) and is 

co-author of the famous Gottesman-Knill's theorem according to which a quantum 

algorithm using only Clifford gates can be efficiently simulated (meaning, polynomi-

ally) on a classical computer. 

Clifford group quantum gates are based on half and quarter-turn rotations (of the qubit in the Bloch 

sphere), Hadamard gate and the C-NOT conditional gate. This theorem thus indirectly proves that a 

basic gate set is insufficient to generate an exponential quantum advantage. We need to add a T gate 

to make it possible to approximate any arbitrary unitary transformation, meaning, any move within 

the Bloch sphere for single qubit operations. This is particularly important for the Shor algorithm. 

 

Gil Kalai (1955, Israeli) is a professor of mathematics at the Hebrew University of 

Jerusalem and at Yale University. His main ambition is to demonstrate mathematically 

that it will be impossible to create real universal quantum computers, due to their error 

rate, even with error correction codes and the notion of logical qubits that assemble 

physical qubits. He also questioned the reality of the October 2019 Google supremacy 

performance in several of his writings and conference talks. 

 

Andrew Steane (1965, English) is a Professor of Physics at Oxford University. He 

created the so-called Steane quantum error correction code in 1996. This code corrects 

flip and phase errors on a single qubit. Looking at how it works provides good insights 

on the inner workings of quantum error correction codes, although this particular code 

will probably not be used when we’ll have scalable quantum computers. Other more 

sophisticated QEC codes are investigated like color codes,  surface codes and Floquet 

codes. 

 

92 See Quantum algorithm for linear systems of equations, 2009 (24 pages). 

http://www2.lns.mit.edu/~avinatan/research/matrix.pdf
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Scott Aaronson (1981, American) teaches information science at the University of 

Austin in Texas. He is a leading expert in quantum algorithms and complexity theo-

ries. He is notably at the origin of a quantum algorithm used for boson sampling, a 

way to demonstrate some quantum advantage for photonic based experiments. Bosons 

are integer spin particles such as photons, while particles such as electrons, neutrons 

and protons are fermions, with a spin 1/2.  

 

Dorit Aharonov (1970, Israeli) is a quantum algorithms researcher. She received her 

PhD in Computer Science in 1999 at the Hebrew University of Jerusalem on "Noisy 

Quantum Computation" and then did a post-doc at Princeton and Berkeley. She is 

credited with the "quantum threshold theorem" co-demonstrated with Michael Ben-

Or which states that below a certain error rate threshold, error correction codes can be 

recursively applied to obtain an arbitrarily low error rate of logical qubits. 

This is a very theoretical mathematical approach that doesn’t take into account the way noise is also 

scaling as we increase the number of qubits. Dorit Aharonov’s uncle is Yakir Aharonov (1932, Is-

raeli), a physicist who had worked with David Bohm, among others. 

 

Seth Lloyd (1960, American) is a professor at MIT who is a prolific contributor to 

quantum information and quantum algorithms. He is the initiator of Quantum Ma-

chine Learning, of the concept of qRAM (quantum random access memory), of con-

tinuous variables gates-based quantum computing (1999), of quantum radars (2008). 

He’s also the L in the famous HHL quantum linear equation solving algorithm and 

worked on quantum error correction codes and quantum biology. 

In his 2006 book, Programming the Universe, Lloyd contends that the uni-

verse itself is one big quantum computer producing what we see around us, 

and ourselves, as it runs a cosmic program. According to Lloyd, once we un-

derstand the laws of physics completely, we will be able to use small-scale 

quantum computing to understand the universe completely as well. In about 

600 years. 

Seth Lloyd was laid off from MIT in 2019 then put on leave, then on disci-

plinary actions for a period of five years starting in 2020 because he had not 

informed his management of some Jeffrey Epstein originated funding. 
 

In 2016, he created Turing (2016, USA) with Michele Reilly, a software company working on hybrid 

classical-NISQ software solutions using AI and quantum machine learning techniques. 

 

Alán Aspuru-Guzik (circa-1978, American) is a research director at the University 

of Toronto, formerly at Harvard, who, among other things, created various quantum 

chemistry algorithms, a topic we will cover in the section dedicated on quantum al-

gorithms. He is also the co-founder of the Zapata Computing, a startup developing 

quantum computing software frameworks, particularly in chemical simulation. 

 

Robert Raussendorf (c. 1975, German) is well known for having invented one-way 

quantum computing and measurement-based quantum computing (MBQC) along 

with Hans Briegel (1962, German) in the early 2000’s. He is an Associate Professor 

at the Department of Physics and Astronomy of the University of British Columbia. 

He did his thesis at the Ludwig Maximilians University in Munich, Germany in 2003 

on MBQC. 
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Elham Kashefi (1973, British Iranian) is a research director at CNRS in France, in 

the LIP6 laboratory from Sorbonne University. She is also the co-founder with Marc 

Kaplan of VeriQloud, a secure quantum telecommunications startup, and teaching 

quantum information science at the University of Edinburgh. Originally a mathema-

tician and computer scientist, she became a specialist in quantum communication pro-

tocols and quantum algorithms, around topics like code verification and blind quan-

tum computing. 

She did her PhD thesis “Complexity Analysis and Semantics for Quantum Computation” at the Im-

perial College of London in 2003 under the co-supervision of Peter Knight. She created the BFK 

blind computing protocol in 2009 with Anne Broadbent and Joe Fitzsimons (who created Horizon 

Quantum Computing in Singapore). With her team at LIP6, she is at the origin of the creation of a 

site on the zoo of quantum communication protocols93. And as this was not enough, she is also versed 

in Quantum Physical Unclonable Functions (QPUF), physical identifiers of quantum and tiltable ob-

jects, a topic we briefly cover in this book in page 858. 

In November 2022, Elham Kashefi was appointed as Chief Scientist for NQCC, the UK National 

Quantum Computing Center, and will chair its Technical Advisory Group. 

 

Anne Broadbent (Canadian) is a mathematician from the University of Ottawa spe-

cialized in quantum computing, quantum cryptography and quantum information. She 

was a student of Alain Tapp and Gilles Brassard at the Université de Montréal. She 

created the BFK blind computing protocol in 2009 along with Elham Kashefi and Joe 

Fitzsimons. 

 

Maria Schuld (c. 1989, German) is a senior researcher and software developer at 

Xanadu since 2017, based in South Africa at the University of KwaZulu-Natal in Dur-

ban where she got her PhD in quantum machine learning and was then a post-doc after 

a short internship at Microsoft Research in the USA. She is a key contributor to the 

development of quantum machine learning algorithms, particularly in the field of pat-

tern recognition. 

 

Mazyar Mirrahimi (circa 1980, Iranian) is a mathematician who moved to quantum 

physics. He is currently the director of Inria's Quantic laboratory, which specializes 

in error correction codes and quantum algorithms, among other topics. He did his 

post-doc with Michel Devoret at Yale University. Back in 2013, he published a semi-

nal paper on cat-qubits. 

These are physical qubits using a cavity and a superconducting qubit that self-corrects some errors, 

starting with flip errors. These cat-qubits are used by the startup Alice&Bob as well as by Amazon, 

as announced in December 2020. 

 

Zaki Leghtas (Morocco/France) is a researcher based in France in Mazyar Mir-

rahimi's team and is also specialized in error correction codes and systems. He is no-

tably one of the creators of cat-qubits mentioned above. These are supposed to enable 

the creation of logical qubits with fewer than 100 physical qubits. He worked in 

Michel Devoret's laboratory at Yale University before joining Inria's Quantic team in 

2015. He is also affiliated with ENS and Mines ParisTech. 

 

93 See the Protocol Library wiki. 

https://wiki.veriqloud.fr/index.php?title=Protocol_Library
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Shi Yaoyun (1976, Chinese) is a professor at the University of Michigan and also 

leading the Alibaba Quantum Laboratory which develops fluxionium superconduct-

ing qubit computers. He created various records of quantum simulation on server clus-

ters that we will describe in this book. He earned a computer science PhD from Stan-

ford. He also worked on quantum cryptography and certifiable randomness. 

 

Kristel Michielsen (circa-1969, Belgian) is a physicist working at the University of 

Aachen in Germany and at the Jülich Supercomputing Centre (JSC) where she leads 

the Quantum Information Processing (QIP) research group. She has contributed to 

numerous works in quantum computing both in physics and algorithms. She created 

the QTRL scale, for Quantum Technology Readiness Level, that is used to evaluate 

the level of maturity of quantum technologies and which we will discuss in the section 

dedicated to practices in research. 

 

John Watrous (Canadian) is a researcher working at the University of Waterloo, Can-

ada, specialized in quantum algorithms and complexity theory. He demonstrated some 

complexity classes equivalencies like QIP is in EXP and QIP=PSPACE. He also 

worked on cellular automata. He had previously collaborated with Scott Aaronson. 

He is the author of the voluminous The Theory of Quantum Information, 2018 (598 

pages). 

 

Ryan Babbush (circa-1989, American) is a Google researcher working on quantum 

simulation algorithms. His goal is to create commercial quantum chemistry solutions. 

In a February 2020 presentation, he did show that chemical simulation with Google's 

Sycamore 53 qubits processor could not use more than 12 qubits because of its high 

error rate. 

 

Matthias Troyer (1968, Austrian) is Professor of Computational Physics at ETH Zur-

ich. He joined Microsoft Research in Redmond at the beginning of 2017. He is one of 

the creators of the Q# language for quantum programming and of the open source 

framework ProjectQ launched in 2016 by ETH Zurich. He is particularly interested in 

chemical simulation with quantum computers. He received his PhD from ETH Zurich 

in 1994. 

 

Krysta Svore (c.1978, American) is currently the general manager of quantum soft-

ware at Microsoft. She has a Ph.D. in Computer Science from Columbia University. 

Her contribution in quantum information science covers a broad range of topics: 

MBQC, quantum machine learning, contributing to the creation of the LIQUi|> quan-

tum programming language, surface codes, fault-tolerance quantum computing. 

 

Iordanis Kerenidis (c. 1980, Greek) is a director of research from CNRS at IRIF 

(Institut de Recherche en Informatique Fondamentale), working on cryptography, 

quantum communication, quantum complexity theories and quantum machine learn-

ing, his latest specialty. He did his thesis at MIT under the supervision of Peter Shor 

and worked in the same office as Scott Aaronson and also worked at Berkeley with 

Umesh Vazirani. He is part of the founding team of QC Ware. 

There he leads the R&D in quantum algorithms. He also co-leads the Paris Quantum Ecosystem 

(PCQC) with Eleni Diamanti. He was one of the members of the parliamentary mission on quantum 

technologies led by MP Paula Forteza between April 2019 and January 2020. 

http://www.fz-juelich.de/ias/jsc/EN/Research/ModellingSimulation/QIP/QTRL/_node.html
https://cs.uwaterloo.ca/~watrous/TQI/TQI.pdf
https://simons.berkeley.edu/sites/default/files/docs/15416/ryanbabbushslidesqw20-1.pdf
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Frédéric Magniez (French) is the Director of the CNRS IRIF laboratory mentioned 

above. He also did run a Chair at Collège de France in Spring 2021. His research 

focuses on the design and analysis of randomized algorithms for processing large da-

tasets, as well as the development of quantum computing, particularly algorithms, 

cryptography and its interactions with physics. In 2006, he founded and led the na-

tional working group for quantum computing, bringing together 20 research groups. 

 

Benoît Valiron (1980, France) is a researcher at the CNRS LIR laboratory from Uni-

versité Paris-Saclay and teaching quantum programming and algorithms, including at 

CentraleSupelec. This quantum programming specialist is the co-author of the open 

source quantum programming language Quipper, which he contributed to create while 

being at the University of Pennsylvania. 

 

Bettina Heim (c. 1980) is a Microsoft developer specializing in quantum software. 

She is responsible for the development of the quantum programming language Q# 

compiler, promoted by Microsoft since 2017 and which is part of their Quantum De-

velopment Kit, currently running on quantum emulators on traditional processors and 

now supported on third party hardware proposed on the cloud, including IonQ and 

Honeywell trapped ion based quantum processors. 

 

Cristian Calude (1952, Romanian/New Zealander) and Elena Calude (Roma-

nian/New Zealander) are researchers from the Institute of Information Sciences, Uni-

versity of Albany in Auckland, New Zealand. They work on quantum algorithms, hy-

brid quantum algorithms and complexity theories. 

 

Sophia Economou (c. 1980, Greek-American) is an Associate Professor in the De-

partment of Physics at Virginia Tech College of Science. She previously worked at 

the US Naval Research Laboratory. She is a physicist specialized in the control of 

quantum dot semiconductor spins and their spin-photon interfaces. She is also a crea-

tor of advanced molecular simulation algorithms on quantum computers. 

 

Ewin Tang (2000, American) published in July 2018 a paper demonstrating a classical 

recommendation algorithm as efficient as an algorithm designed for D-Wave quantum 

computers by Iordanis Kerenidis and Anupam Prakash in 201694. They responded by 

finding a flaw in the reasoning. On close inspection, the quantum algorithm would 

scale better in some extreme conditions. She was 18 years old at the time. Ewin Tang 

is now a computer scientist at the University of Washington. 

 

Cyril Allouche (French) has been leading Atos R&D efforts in Quantum Computing 

since its beginning in 2015. Cyril Allouche are the "implementers" of the quantum 

vision of Thierry Breton, CEO of Atos until 2019. His work encompasses developing 

the aQASM (Atos Quantum Assembly Language) quantum programming language 

and the myQLM quantum programming emulator running on regular personal com-

puters and servers.  

 

94 See A quantum-inspired classical algorithm for recommendation systems, Ewin Tang, July 2018 (32 pages) and Major Quantum 

Computing Advance Made Obsolete by Teenager by Kevin Harnett, July 2018. 

https://arxiv.org/abs/1807.04271
https://www.quantamagazine.org/teenager-finds-classical-alternative-to-quantum-recommendation-algorithm-20180731/
https://www.quantamagazine.org/teenager-finds-classical-alternative-to-quantum-recommendation-algorithm-20180731/
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Here we are. We’ve covered a whole lot of people and probably missed many who should be in this 

hall of fame list! I’ll update it whenever required. We will encounter many of these scientists in this 

book. 

 
Figure 58: quantum computing genealogy to remind us that other scientists than Richard Feynman have to be remembered for 

their contribution. (cc) compilation Olivier Ezratty, 2022. 

Research for dummies 

As I investigated the broad quantum science and technology landscape, I learned more on how fun-

damental and applied research was operating. 

I did not know much about it before this adventure. Working in the ‘digital world’, as a developer, 

marketer and in the entrepreneurial ecosystem doesn’t necessarily make you look deeply into the 

inner workings of research. I discovered many aspects that I am detailing here, particularly with re-

gards to practices, lingua-franca, careers and evaluations. 

If you're a researcher, this is very basic stuff that you already know fairly well. For others, it will 

clarify some of vague understanding you might have on how research works. 

Long-term 

The first key point is the long-term approach in quantum technologies. It can also be found in other 

branches of physics and so-called deep-tech related sciences. Time scales are measured in decades. It 

starts with intuitions, creativity, passion, rigor and hard work. These ideas are not always broadly 

adopted right away. There’s always some resistance with the current scientific establishment. 

This long-term history can be observed in condensed matter physics. Brian Josephson devised the 

Josephson junction in 1962. IBM tried to use it unsuccessfully to build superconducting computers. 

Anthony Leggett made significant discoveries in the early 1980s which led to the creation of the first 

superconducting qubits in the early 2000s and to Google and IBM’s superconducting machines be-

tween 2016 and 2020. And we’re not done there since this technology’s scalability has not yet been 

proven. 

Alain Aspect's work, which started in the late 1970s and culminated with his 1982 experiment had no 

immediate industrial application. Fortunately, he was well supported by many laboratories, particu-

larly to build the necessary instrumentation. His work led to the creation of many of the branches of 

quantum technology. For example, Artur Ekert was inspired by Alain Aspect's work to advance the 

field of quantum cryptography in the early 1990s. 

Paul Benioff 1980
reversible quantum 

Turing machine

Yuri Manin 1980
gate-based quantum 

computers

David Deutsch 1985
quantum Turing 

machine

Charles Bennet 1973
reversible Turing machine

Richard Feynman 1981
quantum simulator

Rolf Landauer 1961
Landauer’s bound

David Deutsch 1989
Quantum computational 

networks

Richard Feynman 1985
quantum mechanical 

computers

a simple 
quantum computing 

genealogy

(c
c)

 O
liv

ie
r 

Ez
ra

tt
y,

 2
0

2
2



Understanding Quantum Technologies 2022 - History and scientists / Research for dummies - 73 

All of this cannot be meticulously planned in advance. Research serendipity must prevail. Commer-

cialization comes later, through meetings between specialists from different and complementary dis-

ciplines. Innovators are either the researchers themselves, or more generally others, engineers and 

entrepreneurs, who know how to detect research work having some business potential. Hence the 

importance of bringing them together in innovation ecosystems. However, in its current shape, the 

quantum startup ecosystem is mostly made of researchers turned into entrepreneurs. 

This generates its share of misunderstandings with public authorities. They are tempted to over-eval-

uate and measure the performance of basic research, if not to fund it, using only criteria from the 

business world. On the other hand, and this is particularly true for quantum technologies, research 

work requires peer reviews. This may give the impression that researchers are both judge and jury. 

To prevent this from driving decision-makers and people suspicious, research work must honestly be 

translated in layman’s terms. This should encourage researchers to communicate with broader audi-

ences than their peers. It requires leadership. Scientists must be more involved there, particularly in 

those times where people are more and more skeptic on science and innovation. 

Publications 

This book contains many references to scientific publications. I do this almost systematically and 

always look for the original scientific publication whatever the news. 

Research is now frequently published first in open access in the famous arXiv site managed by Cor-

nell University. These are articles pre-prints that have not yet gone through peer reviewing and be 

published in peer-reviewed journals. These articles must sometimes be taken with a grain of salt. 

However, they allow authors to collect comments from informed readers. Their quantity and quality 

depend on the author’s fame, the topic and the number of researchers who master it95. 

Between 9 and 18 months later, a paper publication in a peer-reviewed journal may follow. If the 

delay is too short, it may mean the journal is a predatory one. It is usually published mostly as is, 

includes some revisions suggested by the "referees" of the review committees, or even with a change 

of title. In these cases, the version published on arXiv is not necessarily the most recent. It is some-

times updated. The benefits are openness and free access. 

As a general rule, when I discover the existence of an article, I search for it on Google Search with 

the name followed by "filetype:PDF" and I find it free of charge in more than 90% of the cases on 

arXiv or on the ResearchGate site, the researchers' reference social network. 

Quantum technologies peer-reviewed96 journals include Nature and its various thematic variations 

like Nature Communications, Science, Physical Review X, Physical Review Research, Physical 

Review Letters, Quantum Science and Technology, Journal of Applied & Computational Math-

ematics, International Journal of Quantum Information, Quantum Engineering, Advanced 

Quantum Technologies, Quantum Journal, Quantum Information Processing, IEEE Journal of 

Quantum Electronics, and IEEE Transactions on Quantum Engineering. Fortunately, in this field, 

there are only a few predatory journals that do not have peer-review process and charge researchers 

for their work publication. 

 

95 See Comment bien lire et comprendre une étude scientifique par Gary Dagorn, Mathilde Damgé et Bessma Sikouk, May 2021. It 

provides a lot of insights on how to read a scientific paper. You can translate this article in French in your browser. Also look at Ten 

simple rules for reading a scientific paper by Maureen A. Carey, Kevin L. Steiner and William A. Petri Jr, July 2020. 

96 In peer-reviews journals, the reviewers are unknown to the paper authors. They provide some feedback on the paper and expect a 

paper update. The authors provide an updated version and comments that are either accepted or rejected by the reviewer. It can lead 

authors to modify their claims and even their paper title. When everything’s finalized, the paper can be published. Nowadays, the initial 

paper published on arXiv is also updated to reflect these changes. There is also a special double-blind review process where the authors 

are unknown from the reviewers to avoid any reviewer bias. I have bumped only once on such a case in quantum technologies, on a 

QML algorithm: On the universal approximability and complexity bounds of deep learning in hybrid quantum-classical computing, 

2021 (15 pages). 

https://www.lemonde.fr/les-decodeurs/article/2021/05/10/comment-bien-lire-et-comprendre-une-etude-scientifique_6079705_4355770.html
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1008032
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1008032
https://openreview.net/pdf?id=dnKsslWzLNY


Understanding Quantum Technologies 2022 - History and scientists / Research for dummies - 74 

       
Figure 59: some key quantum physics peer-review publications. 

In most scientific fields, including quantum science, there are many publications but not enough 

skilled reviewers. This job is sometimes done by PhD students. Sometimes, innovative papers are 

locked by reviewers, particularly when they are cross-discipline, which is frequently the case with 

quantum science and is a problem when publications are over-segmented. 

arXiv is unlocking this situation and is now common practice. It enables fast turnaround for debates 

between scientists97. It also makes it easier for students and others to create their bibliography and 

review papers. It however doesn’t seem that quantum research is prone to significant paper-milling 

or even to papers being retracted98. On the RetractionWatch database, you can find only a few re-

tracted papers in quantum physics, mostly coming from China and India (102 items with “quantum” 

in the title). It includes the famous retracted papers from The Netherlands and Denmark on Majorana 

fermions. 

There are other sites for pre-prints like arXiv, with for example engrXiv on engineering (with some 

papers related to quantum technologies. And viXra is an arXiv for the preprints that will never be 

published in peer-reviews publication and are too fringe to be accepted on arXiv (vixra.org/quant). 

PhD theses are easier to retrieve and are generally published freely. These are usually good sources 

of bibliographical information. Beyond the main thesis goal that is to advance science in a usually 

narrow domain, it generally starts with making an inventory of the state of the art, like in review 

papers. Review papers present a state of the art of a field. Their bibliography is generally impressive, 

sometimes as long as the paper itself. They are a good starting point to study a subject, especially if 

the paper is not too old. I provide links to many such review papers, particularly on specific qubit 

types. If the author's pedagogy is good, it can be very useful for learning on your own. A bibliography 

generally allows you to go deeper into the subject by discovering the need-to-know fundamental texts. 

Several authors are usually mentioned in scientific papers, up to a very large number. In general, 

beyond three authors, the first is the one who was the owner and done the bulk of the work. It’s usually 

a PhD student or a post-doc. He/she has processed the experience and written a large part of the 

document, but this may depend on countries, laboratories and thesis supervisors. The last one is the 

thesis or research laboratory supervisor99 . In the latter case, the penultimate author is the thesis di-

rector who supervised the work. In between are the other contributors, experimenters or simple re-

viewers. 

 

97 Like with Reply to arXiv:2203.14555 by Margaret Hawton, May 2022 (1 page) that is a reply to A Comment on the "Photon position 

operator with commuting components" by Margaret Hawton and A. Jadczyk, March 2022 (4 pages). See also Is the Moon there if 

nobody looks: A reply to Gill and Lambare by Marian Kupczynski, September 2022 (8 pages) which is typical of the debates going on 

with quantum foundation topics and on the nature of reality. 

98 See The fight against fake-paper factories that churn out sham science, Nature, March 2021. 

99 This is the case of these hundreds of publications with the famous Didier Raoult who is cited as the last contributor, as laboratory 

director but not necessarily thesis director. 

http://retractiondatabase.org/RetractionSearch.aspx?
https://www.vixra.org/quant
https://arxiv.org/abs/2205.01020
https://arxiv.org/abs/2203.14555
https://arxiv.org/abs/2203.14555
https://arxiv.org/abs/2209.07992
https://arxiv.org/abs/2209.07992
https://www.nature.com/articles/d41586-021-00733-5
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Some papers have a very large number of authors. It is typical from the papers published by Google 

AI which can have upwards of 80 coauthors, which means about half of their whole team. They 

probably all contributed to the published work but certainly not equally100. 

 
Figure 60: typical presentation of scientific paper’s co-authorship. Source: Training of quantum circuits on a hybrid quantum 

computer by D. Zhu, Christopher Monroe et al, 2019 (7 pages). 

Well crafter papers don’t forget to mention the respective contribution of all the authors, like in the 

example below. It also mentions reviewers (not those from a peer-review publication), research fund-

ing source, any potential competing interest, how the research data can be accessed and the availabil-

ity of any supplemental material, that is now usually placed at the end of papers in their pre-print 

format. These supplemental materials can contain technical details and can be very interesting, like 

for example, to describe the experimental setup and its hardware and/or software engineering. 

 
Figure 61: typical credits at the end of a scientific paper. Source: Coherence-powered work exchanges between a solid-state qubit 
and light fields by Ilse Maillette De Buy Wenniger, Maria Maffei, Niccolo Somaschi, Alexia Auffèves, Pascale Senellart et al, April 

2022 (17 pages). This is the typical requirement for some peer-reviewed publications like Nature. 

 

100 I found out this extreme case in Search for a massless dark photon in Λc
+ → pγ′ decay by BESIII Collaboration, August 2022 (8 

pages) with 573 authors from 75 research organizations, in China. For just 8 pages! 

PhD student 
who did the 
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https://www.science.org/doi/10.1126/sciadv.aaw9918
https://www.science.org/doi/10.1126/sciadv.aaw9918
https://arxiv.org/abs/2202.01109
https://arxiv.org/abs/2202.01109
https://arxiv.org/abs/2208.04496
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The other extreme case is a paper having only a single author. It means first that it is probably not a 

PhD student, otherwise his PhD supervisor would be a coauthor, or the author is a PhD but he lost the 

support of his/her supervisor for whatever reason, which is bad omen and very rare. Second, you can 

look at whether he/she works in a research institution and his CV. At last, you can assess the author’s 

network if he/she mentions and thanks reviewers or contributors. The author may be already famous 

like say a John Preskill, Peter Shor, Seth Lloyd or Scott Aaronson, so no problem. Other cases with 

no attached institution, record or network may mean that the author may be working on some fringe 

theories in a very isolated fashion, particularly if the there’s no mention of any help or thanks to 

anybody for the research. 

In many countries, such as the USA, it is common practice to mention authors with the initials of their 

first and middle names initials. It does not make it easy to search them online, especially for Chinese 

authors. This is particularly the case when there are many contributors. I try to quote authors with 

their first name when they are easy to be found. 

In the thousand footnotes in this book, 

I otherwise take the liberty of not using 

the cryptic description convention that 

is used in the abundant bibliographies 

of scientific publications, sometimes 

using authors, publication references 

but not the paper title! 

 

Figure 62 : why (t.h.) these long bibliographies do not contain any title? 

I use a clear title convention followed by first author/authors, sometimes their research laboratories 

or companies, publication date and then number of pages or slides, which helps you identify at a 

glance the volume and depth of the referenced documents. And footnotes may be cumbersome, but 

they prevent you from looking at bibliographical references at the end of the document, which is 

never very practical whether you read a paperback or electronic version of the document. When I 

don’t mention all a paper’s contributors, I use the expression "et al" which is an abbreviation of the 

Latin "et alia", meaning "and the others". I’m usually selecting the first and last authors, then in the 

middle those I happen to know some way or the other, as described in Figure 63. 

 
Figure 63: bibliographical references as presented in this book. I find it more practical although it doesn’t seem to be orthodoxal. 

Paper communication 

These scientific publications can be discovered by following the RSS feeds of arXiv, reference spe-

cialized papers, in addition, from scientific news feeds of online media or popular scientific press. I 

also discover new interesting papers with scanning scientific conferences presentations101. 

In the case of quantum technologies, the "tech" media often broadcasts scientific news dressed-up 

with sensationalism and exaggerations. This often stems from the propensity of laboratory commu-

nicators or sometimes researchers themselves to make shortcuts between their work and its potential 

 

101 Here is an example with a list of many IEEE superconducting technologies presentations. 

https://snf.ieeecsc.org/abstracts/science-tech-news?tid=32
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usage that may be very long-term102. It is even stronger when the communication comes from a large 

company such as Google or when the article was written by the laboratory’s communication branch. 

The job of the technology screener consists in sorting this out. When your local non-English speaking 

media broadcasts such information, it is often necessary to start by identifying the original paper 

which is possibly quoted at the end of the article. Sometimes, you discover blatant translation error 

that entirely twists the scope of the covered scientific advance. 

 
Figure 64: example of a scientific paper presented with outrageous claims by its lab communication department. Sources: Scientists 
Take Step Towards Quantum Supremacy, MISIS, March 2021 and Quantum sensors for microscopic tunneling systems by Alexander 

Bilmes et al, February 2021 (6 pages). 

Analysis and classification 

Next, one must find the original scientific article with the methods described above. Once all this has 

been done, the bulk of the work consists in classifying the information: what is it about and how does 

it fit into the web of quantum technologies? As far as I know, no artificial intelligence can automatize 

this process103. This classification task is a tedious one and you can be easily misled with reading a 

paper title or press release too quickly. Here is one interesting example with a post from James Dargan 

in The Quantum Insider which wrongly described the European LSQuanT project as an initiative to 

provide quantum computing solutions to the transportation industry104. Wrong! It is a project related 

to fundamental quantum physics and digital simulation of quantum transport, a condensed matter 

phenomenon! 

What is the actual progress made with regards to the state of the art? You can rely on classical recom-

mendations: read the introduction and not just the abstract, identify the problem that the writers are 

trying to solve and how they are advancing the state of the art, look at the data and identify any 

missing data, and read the conclusion. If you can’t decipher the paper content, make a search of other 

more generalists web sites mentioning it. 

 

102 The example below comes from Scientists take step towards quantum supremacy by National University of Science and Technology 

MISIS, March 2021. The supremacy from the article title is very far away considering the paper is about some sensing technology to 

measure the efficiency of some superconducting qubit. 

103 Various tools attempt to automate this sorting work, such as In Layman’s Terms: Semi-Open Relation Extraction from Scientific 

Texts by Ruben Kruiper et al, May 2020 (13 pages). It is currently applied to the field of biology. 

104 See LSQuant: Novel Initiative Created To Improve Quantum Transport Methodologies, May 2021. 

this would mean they
are building some sort 
of quantum computer…

… but it’s just about a new sensor 
measuring the quality of superconducting 

qubits using some new materials

https://en.misis.ru/university/news/science/2021-03/7259/
https://en.misis.ru/university/news/science/2021-03/7259/
https://www.nature.com/articles/s41534-020-00359-x
https://phys.org/news/2021-03-scientists-quantum-supremacy.html
https://arxiv.org/abs/2005.07751
https://arxiv.org/abs/2005.07751
https://thequantuminsider.com/2021/05/30/lsquant-novel-initiative-created-to-improve-quantum-transport-methodologies/
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In general, a paper presenting a breakthrough that will allow the quantum computer to be realized at 

room temperature or ahead of all others becomes a simple very one-time breakthrough in the devel-

opment of a particular type of qubit. It looks like your tiny hairy dog after the shower! In many cases, 

quantum science-related papers are inaccessible, requiring solid mathematical and/or physics back-

ground. Even quantum science specialists have a hard time interpreting many papers. 

You frequently come across a set of Russian dolls concepts with unknown concepts referring to other 

unknown concepts, and so on. This is some sort of involuntary humor of scientific complexity105. 

However, hopefully, some papers do not use too much jargon and manage to deal with a big funda-

mental question by making it understandable to many specialists in their discipline and well beyond. 

This is often the case with publications in Nature. 

How can I check the whole thing, particularly given the specialists in my own network have not yet 

had the time to do so? You either need to be patient, do it on your own, or look for someone who has 

done the job. For big news related to quantum computing, one can wait for the next post from Scott 

Aaronson or a laconic tweet from John Preskill. 

Finally, I use arXiv as soon as I come across a startup that defines in too broad terms what it does 

without any technology specifics. It’s so commonplace now! A search starts with finding the startup 

scientific founder, then with identifying their research work that they are probably willing to package 

in their freshly created startup. In their bibliography building work, researchers also look at Google 

Scholar and also on SciRate, where discussions take place around pre-print papers published on 

arXiv. 

We must recognize our limits and understand that we’re not protected from believing scientific hoaxes 

like the famous one created by Alan D. Sokal in 1996. It merged social sciences and quantum gravity 

and was published in a social science publication, not a quantum physics one 106. 

Hopefully, quantum scientific publications are way more serious than most of the quantum hype that 

is conveyed by general news with their amazing amplification capabilities. You’ll read time and again 

that quantum computing will drive autonomous cars, create quantum intelligent robots, reduce CO2
 

emissions, cure cancers, help Tesla (but not others) build top-notch batteries or that quantum commu-

nications will teleport your data faster than light around the Earth. Most of these assertions will flour-

ish when the IBMs and Googles of this world make fancy announcement or after your government 

launches its own “billion dollars” national quantum plan. But they are at least unproven if not entirely 

false. Who’s going to reveal it to you? 

Roles 

In most countries and in all disciplines, several roles can be distinguished in research organizations. 

Doctoral students are students who are undertaking a doctoral thesis (PhD, for Philosophy Doctorate, 

for any science). It lasts from three to five years depending on the country. This thesis completes a 

higher education program in the University. 

 

105 Here are a couple interesting examples of papers whose title refers to mostly unknown concepts: The Franke-Gorini-Kossakowski-

Lindblad-Sudarshan (FGKLS) Equation for Two-Dimensional Systems by Alexander A. Andrianov et al, April 2022 (27 pages), Floquet 

integrability and long-range entanglement generation in the one-dimensional quantum Potts model by A.I. Lotkov et al, October 2021-

April 2022 (24 pages), Probing Lorentz-Invariance-Violation Induced Nonthermal Unruh Effect in Quasi-Two-Dimensional Dipolar 

Condensates by Zehua Tian et al, May 2022 (12 pages), Emergent quantum mechanics of the event-universe, quantization of events 

via Denrographic Hologram Theory by Oded Shor et al, August 2022 (12 pages) and Emergent Sasaki-Einstein geometry and AdS/CFT 

by Robert J. Berman et al, Nature Communications, January 2022 (8 pages) which I found has some connections with Exploring 

uberholography by Dmitry S. Ageev, August-September 2022 (14 pages) which deals with some quantum error correction code. To 

some extent, this complexity can be fun. See also Variational quantum algorithm for measurement extraction from the Navier-Stokes, 

Einstein, Maxwell, Boussniesq-type, Lin-Tsien, Camassa-Holm, Drinfeld-Sokolov-Wilson, and Hunter-Saxton equations by Pete Rigas, 

September 2022 (144 pages) which requires a significant mathematical background. 

106 See Transgressing the Boundaries: Towards a Transformative Hermeneutics of Quantum Gravity by Alan D. Sokal, 1996 (39 pages). 

https://arxiv.org/abs/2204.07734
https://arxiv.org/abs/2204.07734
https://arxiv.org/abs/2110.09559
https://arxiv.org/abs/2110.09559
https://arxiv.org/abs/2205.08669
https://arxiv.org/abs/2205.08669
https://arxiv.org/abs/2208.01931
https://arxiv.org/abs/2208.01931
https://www.nature.com/articles/s41467-021-27951-9
https://arxiv.org/pdf/2208.07387.pdf
https://arxiv.org/pdf/2208.07387.pdf
https://arxiv.org/abs/2209.07714
https://arxiv.org/abs/2209.07714
https://physics.nyu.edu/sokal/transgress_v2_noafterword.pdf
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Post-docs or post-doctoral researchers are researchers who, after having obtained their PhD, conduct 

research in a laboratory under a fixed-term contract. They sometimes do several post-docs in different 

locations, frequently out of their originating country. It is the anteroom of a full-time research position. 

Researchers have a full-time tenure in a research organization whether in the industry or with gov-

ernment funded research organizations. In many countries, they are also civil servant researchers re-

cruited through some open competitions process . 

Habilitation to Direct Research (HDR in France) allows a tenured researcher to direct the thesis of 

one or more doctoral students as a thesis director and to obtain a university professorship. The rules 

vary from country to country, such as having completed two doctoral theses and having published 

internationally recognized work in one's field107. 

Research Directors are researchers with the possibility to autonomously determine the field of their 

research work. They supervise several doctoral students and post-docs when they are successful with 

finding the related public and/or private funding. They are also selected by competition in research 

institutions. Depending on the country and research organization, there are several grades in the func-

tion, linked to advancement over time and merit. 

Principal Investigators are lead researchers who are in charge of the preparation, conduct, resources 

allocation and administration of a research grant for which they are the project lead researcher and 

main holder. Sometimes, a PI is synonym of laboratory director or research group leader. 

In addition to these roles, let's not forget the laboratory technicians who set up the experiments and 

about whom less is said and the engineers who can play a role in the creation of many scientific 

instruments. 

h-index 

The h-index, named after its creator Jorge Hirsch in 

2005, is an index that quantifies a researcher's productiv-

ity and scientific impact. It is based on the level of cita-

tions of his scientific publications in peer-reviewed jour-

nals. It is a bit like a PageRank for a website, but a sim-

pler one. It is an integer corresponding to the number of 

papers h that have each obtained more h citations in other 

papers. 

The level of h-index can be used as a quantitative data 

for obtaining a position as a resident researcher (10-12), 

professor (>18) or member of an academy of science 

(>45). As with any composite index108, it generates side 

effects: a race to “publish or perish” papers of little in-

cremental value, cross-referencing between researchers, 

self-citation, an abundance of co-authors109, etc. 

 

Figure 65: h-index explained graphically. 

The discrepancy of h-index is quite high with researchers with a Nobel prize in physics with low 

index like with John Clauser (29, Nobel in 2022) and Brian Josephson (22, Nobel in 1973) and very 

high index like Anton Zeilinger (139, Nobel in 2022) or David Wineland (122, Nobel in 2012). 

 

107 This habilitation replaced the Doctorat d'Etat in 1984 in France. The HDR is considered to be a diploma. It is awarded on free 

application by the research commission of the Universities which deliberates in the form of a jury. 

108 The Shanghai ranking list of universities comes to mind. 

109 In this paper from Google, we have no less than 85 co-authors: Implementing a quantum approximate optimization algorithm on a 

53-qubit NISQ device by Bob Yirka, February 2021 (19 pages). It’s a bit too much and we can wonder about their all contributions! 

https://arxiv.org/abs/2004.04197
https://arxiv.org/abs/2004.04197
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Some alternatives indexes have been proposed like the recent h-frac, but not yet adopted110. It remains, 

however, an interesting indicator of the influence of researchers and their production volume. 

On average, the h-index of a researcher in physics is close to the length of his career since his PhD. 

It obviously evolves over time. It is full of flaws like all quantitative indicators. For example, the 

basic h-index does not distinguish between main author and co-author. Hence the abundance of au-

thors cited in many papers, some of them having made only marginal contributions. 

The index is usually calculated from Google Scholar data, but it is sometimes found calculated only 

on the SemanticScholar website. The most serious index is provided by the Website of Science be-

cause its database is the cleanest. 

Open research 

On top of being published in open source as pre-prints, research results and datasets can be published 

in various platforms like Zenodo, which was developed under the European OpenAIRE program and 

is operated by CERN. The deposits can contain research papers, the experiments data sets, research 

software, detailed reports and any other digital artefacts. Using this sort of service is becoming com-

mon practice, to make sure experiments are reproducible. Other services like OSF (Open Science 

Framework) also promote open research practices. 

Fake news 

Science is not exempt of fake news. In all scientific fields, some researchers may publish questionable 

results for their experiments, aggregate and compile tinkered data, or simply avoid taking into account 

embarrassing data, generating a survivor bias. This can happen in quantum technologies, particularly 

when evaluating the quality of experimental qubits or, for instance, finding Majorana zero modes, 

aka fermions. In general, you need to be an expert in the field to identify this kind of abuse. They 

however seem rare in quantum technologies. 

With a generalist technological knowledge in the domain, one can start to detect tricks of the trade or 

exaggerations. This is easier to do with commercial vendors like with IBM and their quantum volume, 

Honeywell and their "most powerful quantum computer in the world" or with the Google and Chinese 

quantum supremacy experiments. 

Poster sessions 

In a scientific conference, a "poster session" is usually a part of the conference dedicated to the presen-

tation of researchers' projects during a break, in a dedicated area. 

Researchers display a poster describing their research work and talk with conference participants as 

they stroll through the conference exhibition area during dedicated breaks. It is an exercise in humility 

reminding what Jehovah's witnesses are doing in the streets. 

Figures of merit 

This common expression broadly describes a set of specifications and the success metrics to be 

achieved to bring a given technology to fruition. DiVincenzo's qubit technology criteria can be con-

sidered a figure of merit for success for quantum computing. It usually provides a roadmap and set of 

goals for researchers and technology vendors. 

 

110 See The h-index is no longer an effective correlate of scientific reputation by Vladlen Koltun and, David Hafner, Intel Labs, February 

2021 (26 pages). Among other things, the authors found out that the correlation between h-index and scientific awards in physics is 

declining. They propose an alternative index named h-frac, for h-fractional, that improves the correlation between the index and other 

scientometric measures like scientific awards. It allocates citations fractionally and evenly among all coauthors of scanned papers to 

avoid the phenomenon of low-contribution hyperauthors. 

https://arxiv.org/abs/2102.03234
https://h-frac.org/


Understanding Quantum Technologies 2022 - History and scientists / Research for dummies - 81 

International 

Nowadays, all modern countries have crafted their “quantum national plan” with a certain willingness 

to better control their sovereignty. It’s like being the first with the atomic bomb during World War II. 

But let’s remember that international collaboration between researchers is intense. Most of those I 

met in French laboratories collaborate with colleagues either in Europe within the framework of Eu-

rope 2020 projects, the European Flagship or for some ERCs. 

They also collaborate with researchers outside the European Union, particularly in Asia (Japan, Sin-

gapore), as well as in the USA, UK, Switzerland and Australia111. 

Quantum science knowledge is quite open and is rather well shared on a global scale. This is encour-

aged by many international scientific conferences where knowledge is being built, researchers get to 

know each other, and joint projects are being launched. This is one of the reasons why I don't believe 

in the existence of a supposed quantum computer whose capabilities would defy understanding and 

which would be hidden in the basement of a secret NSA datacenter to break all the RSA keys of the 

Internet. 

Scientific nationalism in quantum technologies finally comes into play further downstream of re-

search, when it comes to transforming it into industrial advantage. Technologies often have their 

"magic sauce", as in semiconductor manufacturing processes. This has always been the case in digital 

technologies. 

Technology Readiness Level 

This technology readiness level notion is commonly used in deep techs. It describes the level of ma-

turity of a technology with a scale from 1 to 9. It follows a relatively standardized classification 

initially created by NASA in 1975112, then used by the European Union and various other organiza-

tions. It was initially mainly used in the aerospace, defense and energy industries. 

This scale can have several use cases. It is used to assess the level of risk and maturity for an investor 

in a startup. Very advanced deep techs are also the playground of TRL and quantum technologies are 

no exception. 

 
Figure 66: the scale of technology readiness level. Source: Some explanations on the TRL (Technology readiness level) scale, 

DGA, 2009 (15 pages). 

The TRL scale has 9 levels113: 

• TRL 1: basic principles are described or observed, at the theoretical or experimental stage. 

• TRL 2: technological concepts are formulated and not yet necessarily tested. 

• TRL 3: proof of concept is carried out in a laboratory, at the level of the technical process. 

• TRL 4: the technology is validated in the laboratory as a whole. 

 

111 This can also take the form of CNRS International Mixed Units such as those established in Japan and Singapore. 

112 See Technology Readiness Levels at 40: A Study of State-of-the-Art Use, Challenges, and Opportunities by Alison Olechowski et 

al, 2015 (11 pages) which is the source of the diagram. 

113 See Technology Development Stages and Market Readiness by Surya Raghu, June 2017 (35 slides). 

https://www.entreprises.gouv.fr/files/files/directions_services/politique-et-enjeux/innovation/tc2015/technologies-cles-2015-annexes.pdf
http://web.mit.edu/eppinger/www/pdf/Eppinger_PICMET2015.pdf
https://www.wipo.int/edocs/mdocs/aspac/en/wipo_ip_bkk_17/wipo_ip_bkk_17_17.pdf
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• TRL 5: a technology model in a production grade environment is created. 

• TRL 6: a technology prototype is demonstrated in an environment representative of the intended 

use case. 

• TRL 7: a prototype is evaluated in an operational environment. 

• TRL 8: a complete system has been evaluated and qualified. 

• TRL 9: a complete system is operational and qualified in production. 

The relevance of the solution to market needs is missing at this scale, but it is a marketing rather than 

a technical consideration114. Most of the time, it more or less coincides with TRL levels 7 to 9 since 

reaching this scale requires funding and finding customers willing to test the solution. 

Kristel Michielsen has 

proposed a scale suitable 

for quantum computing, 

the QTRL, for the Quan-

tum Technology Readi-

ness Level in Figure 67. 

Her assessment of some 

technologies can be ar-

gued. For example, she 

positions D-Wave's quan-

tum-annealed computers 

in TRL 8 and 9. This is 

commercially correct 

since these computers are 

well marketed. This being 

said, if they are well 

available physically, it is 

not proven that they are of 

much use at the moment. 

 
Figure 67: the quantum TRL scale, created by Kristel Michielsen. Source: Simulation on/of various 

types of quantum computers by Kristel Michielsen, March 2018 (40 slides). 

The specificity of quantum technologies is that many hardware startups are created with very low 

TRLs. This is particularly true for those who are starting to design qubits using technologies that have 

not yet been proven, even in the labs. In quantum technologies, the notions of "MVP" (minimum 

viable product) are very different from the classical digital world. It’s based on scientific rather than 

functional metrics. We have many such startups around in quantum technologies because of the fa-

mous FOMO (fear of missing out) syndrome with investors. 

This shows up with investors who fear of missing the future golden goose or unicorn. They are ready 

to overinvest in companies they perceived will be the future market champion. This explains for 

example the level of funding for startups like Rigetti and PsiQuantum or the new SPAC funding 

mechanism (special purpose acquisition company) implemented by IonQ, Rigetti and D-Wave and 

the recent quantum business spin-off from Honeywell and its merger with CQC (becoming 

Quantinuum in December 2021). 

 

 

114 See TRL, MRL, POC, WTF? by Massis Sirapian of the Defense Innovation Agency, April 2019. 

http://www.fz-juelich.de/ias/jsc/EN/Research/ModellingSimulation/QIP/QTRL/_node.html
http://orap.irisa.fr/wp-content/uploads/2017/12/Orap_Forum41_Presentation_Kristel-Miechielsen.pdf
http://orap.irisa.fr/wp-content/uploads/2017/12/Orap_Forum41_Presentation_Kristel-Miechielsen.pdf
https://medium.com/@massissirapian/trl-mrl-poc-wtf-60cdcd54f9ed
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Quantum physics history and scientists key takeaways 

▪ A first wave of 19th century scientists laid the groundwork that helped create quantum physics afterwards (Young, 

Maxwell, Boltzmann, mathematicians). The photoelectric effect, black body spectrum and atoms emission or ab-

sorption spectrum were not explained with the current theoretical frameworks. 

▪ Starting with Max Planck, a second wave of scientists (Einstein, De Broglie, Schrodinger, Heisenberg, Dirac, Born, 

Von Neumann) created quantum physics to describe light/matter interactions, energy quantification and wave-par-

ticle duality. It solved most of the 19th century unexplained physics experiments. 

▪ These scientists were theoreticians while many lesser-known researchers were experimentalists with landmark dis-

coveries (superconductivity, electron interferences, Stern-Gerlach experiment, ...). 

▪ After World War II all digital technologies (transistors, lasers, telecommunications) were based and are still based 

on quantum physics, as part of what is now called the first quantum revolution. 

▪ Since the 1980s and thanks to advances in individual quantum objects control and the usage of quantum superpo-

sition and entanglement, new breeds of technologies were created, most of them belonging to the “quantum infor-

mation science” field and being part of the second quantum revolution. 

▪ Many of these research programs were funded by governments after Peter Shor’s integer factoring algorithm was 

created. 

▪ While the first quantum revolution was driven by research coming mostly out of Europe, the last wave comes out 

of all developed countries across several continents (North America, Europe, Asia/Pacific). 
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Quantum physics 101 

After a historical review of quantum physics and computing with its most important contributors, let's 

look at the fundamentals of quantum physics in a more structured way. Whatever the ups and downs, 

this field has gone through the test of time for nearly a whole century. Thousands of experiments have 

validated the theory and mathematical formalism behind it even though we still can’t explain what’s 

happening at a physical level, particularly with quantum entanglement or, even, with the wave-parti-

cle duality phenomenon with electrons and photons. 

Several years of undergraduate and graduate studies are usually necessary to master quantum physics 

notwithstanding its rich mathematical foundations. This part will save you some of this time and 

provide some scientific background knowledge that will help you better understand the various quan-

tum information systems exposed in the remainder of this book. 

As seen before, quantum physics appeared at the beginning of the 20th century to explain the dynamics 

of elementary particles, particularly to study how photons, electrons and atoms behave and inter-

act115. Quantum physics also deals with elementary particles from the standard model like quarks and 

neutrinos, but it’s out of scope in the second quantum revolution and quantum information science116. 

In some cases, we still care about atom nucleus spins, which relate to proton spins, itself linked to its 

quark constituents. Nucleus spin plays a role in NV centers-based technologies. We also care about it 

with electron spin-based qubits since nucleus spin can have a detrimental impact on electron spins 

handling qubits information. It relates to the kinds of isotopes of carbon and silicon that are used in 

carbon nanotubes and silicon wafers used to create electron spin qubits. 

 

Figure 68: what particles are we dealing with quantum physics? All of them, but in the second quantum revolution, we mainly use 
electrons, photons and atoms. Source: Wikipedia. 

Quantum physics first helped explain various observations such as the black-body radiation (solved 

by Max Planck in 1900), the photoelectric effect (solved by Albert Einstein in 1905) and the sharp 

spectral lines observed with excited atoms like hydrogen (solved by Niels Bohr and its atom model 

in 1913). 

 

115 As a reminder, here are the dimensions of elementary particles: 10-10m for an atom, 10-15m for the diameter of a hydrogen atom 

nucleus, thus of a single proton, and 10-18m for that of an electron. 

116 See Neutrinos as Qubits and Qutrits by Abhishek Kumar Jha et al, March 2022 (30 pages) which makes a proposal to use neutrinos 

for quantum computing, without taking care of the related engineering problems. It’s very hard to contain and control neutrinos! 

quantum physics deals with 
atomic and sub-atomic 
particles, and photons

at this scale, matter behaves 
differently than macro objects 

in classical physics

atoms and electrons

elementary particles standard model

https://arxiv.org/abs/2203.13485
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Later on, in the mid 1920’s, quantum physics was built upon a mathematical formalism using multi-

dimensional Hilbert spaces and vectors. It centered around the Schrödinger wave equation which 

describes how a massive particle like the electron behaves over space and time, using complex num-

ber probability amplitudes and differential equations over time and space. 

These provide a probabilistic insight on the outcome of the measurement of a particle's energy, mo-

mentum, and many other physical properties. 

Quantum mechanics differs from classical physics with demonstrating how and why particles energy, 

momentum, angular momentum and other metrics are restricted to discrete values (quantization), 

objects can behave as particles or waves depending on the context (wave-particle duality), and there 

are limits to how accurately the value of a physical quantity can be predicted prior to its measurement, 

given a complete set of initial conditions (indeterminacy principle). 

It also refers to state superposition which is at the basis of qubit operations and one of the sources 

of the quantum computers processing parallelism, entanglement which is a direct consequence of 

superposition applied to several quantum objects and is used with multi-qubits quantum gates and is 

also related to quantum communications and cryptography. Quantum objects no-cloning is a partic-

ular aspect of quantum physics that limits what we can do with qubits and how memory is managed. 

At last, quantum tunnelling effect has some impact in quantum technologies, like with the Joseph-

son junctions used in superconducting qubits and with D-Wave quantum annealers. 

Quantum physics explains other physical phenomena belonging to the broad quantum matter cate-

gory, like superconductivity which plays a key role in superconducting qubits, superfluidity, used 

with liquid helium in dilution refrigerators and quantum vacuum fluctuation and its role in quantum 

decoherence. It also enabled the creation of lasers, used in many places like for controlling cold atom 

and trapped ion qubits and for all photonic based quantum computing and telecommunications. At 

last, polaritons are sets of interactions between light and semiconductors which could become useful 

in quantum sensing and quantum simulation. The quantum objects bestiary also includes skyrmions 

and magnons! 

 
Figure 69: eight key dimensions of quantum physics that we are dealing with. (cc) compilation Olivier Ezratty, 2021. 
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Postulates 

Quantum physics formalism is based on a set of postulates that follows117. Why are these postulates 

and not laws? Mainly because they describe a mathematical formalism that cannot be proved per se. 

One of the other reasons is that quantum physics does not rely on an ontology describing the physical 

objects it’s based upon. I’ll try whenever possible to connect these postulates with some physical 

meaning. If all of this seems gibberish for you, skip it! 

Postulate I - Quantum state: the state of an isolated physical system is represented, at a given time 

t, by a state vector |𝜓⟩ (psi) belonging to a Hilbert space 𝐻 called the state space with vectors of 

length 1, using complex numbers. This is the canonical definition of a quantum state. The |𝜓⟩ vector 

contains the knowledge we can have of a quantum system, represented by the values taken by its 

measurable and compatible properties. A broader definition of a quantum state is the ensemble of 

values taken by compatible physical properties of a system made of one or several quantum objects. 

These compatible properties must be measurable simultaneously or in any order. The |𝜓⟩ vector is a 

mathematical object that helps determine and predict over time the probabilistic distribution of the 

various values of the quantum object compatible properties. The immediate consequence of this first 

postulate is the notion of superposition where a linear combination of several |𝜓⟩ vectors can form 

another valid quantum state. For a generic qubit, its quantum state defines its amplitude and phase as 

we’ll see later in the Bloch sphere description. |𝜓⟩ is then a vector in a two-dimensional Hilbert vector 

space combining the | ⟩ and |1⟩ basis states with their related complex amplitudes. 

Postulate II - Physical quantities: are related in quantum physics with observables that are mathe-

matical operators  ̂ acting on the |𝜓⟩ vector as  ̂|𝜓⟩. With the quantum matrix formalism,  ̂ is a Her-

mitian (linear) matrix operator acting on the state vector |𝜓⟩  to evaluate quantized or continuous 

physical properties of quantum objects. This operator is a self-adjoint matrix, with the implication 

that several consecutive measurements generate the same (vector) result. A projector operator like a 

Pauli matrix 𝜎𝑥, 𝜎𝑦 or 𝜎𝑧 used to measure a qubit state is a specific case of an observable operator. 

By the way, let’s clearly define properties and their variations: 

Properties correspond to a quantum system’s various observables. For a photon, it can be, for exam-

ple its phase, polarization, and wavelength. In quantum physics, it is not possible to evaluate the 

values of all properties of quantum systems to describe it, due to Bohr’s complementarity principle. 

Properties can also be continuous like a quantum object momentum or position. 

Exclusive property values are the possible results of a quantum measurement of a quantized property. 

The classical examples are vertical and horizontal polarization for a photon or spin up or down for an 

electron spin along a projection axis. These are mutually exclusive since it corresponds to two results 

of a physical measurement. Mathematically speaking, two properties are exclusive if their projector 

operators (aka observables...) are orthogonal. Otherwise, these are non-exclusive properties. 

Compatible properties of a quantum system can be measured in any order or simultaneously118. In 

that case, their observable operators A and B commute (AB=BA), or their commutator is equal to 

zero ([A,B]=AB-BA=0)119. 

 

117 Source: Wikipedia. 

118 The notion of properties compatibility must not be confused with complementarity. There is complementarity between incompatible 

properties, like position and momentum! Incompatible observables are related to conjugate variables, defined by one being a Fourier 

transform of the other and Heisenberg’s indeterminacy principle being consequently applied to both these variables measurement. See 

Bohr’s Complementarity and Kant’s Epistemology by Michel Bitbol and Stefano Osnaghi, 2013 (22 pages) which lay out well these 

different concepts. 

119 Compatible properties are well explained in Mathematical Foundations of Quantum Mechanics: An Advanced Short Course by 

Valter Moretti, 2016 (103 pages). 

https://en.wikipedia.org/wiki/Mathematical_formulation_of_quantum_mechanics#Description_of_the_State_of_a_System
http://www.bourbaphy.fr/bitbol.pdf
https://arxiv.org/pdf/1508.06951.pdf
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Compatible properties have commuting observables. Measuring a complete set of commuting observ-

ables (CSCO) constitutes the most complete measurement of a quantum system. 

Incompatible properties aka conjugate variables cannot be measured simultaneously and their ob-

servable operators A and B do not commute (AB <> BA or [A,B] ≠ 0). This is a particularity of 

quantum mechanics. 

However, revealing one property value with a measurement doesn’t exclude revealing another prop-

erty afterwards. But it is not possible to obtain exact knowledge of both properties at the same time 

(in the probabilistic sense and following Born’s rule). At least one will be totally probabilistic. For a 

single particle, one example of incompatible properties or observables are two different spin compo-

nents (X and Y or X and Z). After measuring the X spin component, a Z measurement will yield a 

random result. Also, the energy and position of an electron are incompatible properties. 

Postulate III - Measurement: is the result of a physical quantity measurement with an observable 

operator A. The measurement result is one of the observable operator eigenvalues. We define eigen-

values later starting page 146 and cover the related mathematical formalism in the measurement sec-

tion of this book starting page 184. This postulate is sometimes embedded or associated with the 

previous one. The observable operator doesn’t generate a measurement result per se. It helps create a 

probabilistic distribution of the possible measurement outcomes of a property given what is mathe-

matically known of the quantum object state vector. When applied to a quantum object vector, it 

creates another state vector along the eigenvectors of the observable operator. It can then serve to 

create a series of real numbers describing the probabilities of the various exclusive values a given 

property can take. The expectation value, or predicted mean value, is the average value of repeated 

measurements that would be obtained with the physical implementation of the observable. We’ll come 

back to this later starting page 152. The measurement postulate is also named the Von Neumann 

measurement postulate. 

Postulate IV - Born rule: when the physical quantity A is measured on a system in a normalized 

state |𝜓⟩, the probability of obtaining an eigenvalue  𝑛 for discrete values or   for continuous values 

of the corresponding observable A is given by its squared amplitude of the related wave function. It 

is a projection on the corresponding eigenvector. This is related to Max Born’s probability rule. A 

quantum state can be generally represented by a density operator, which is a square matrix, nonnega-

tive self-adjoint operator ρ normalized to be of trace 1. The average expected value of A in the state 

ρ is 𝑡   𝜌 , the trace (sum of diagonal matrix values) of the observable operator applied to the density 

matrix120. This postulate is sometimes merged with the measurement postulate. This postulate is as-

sociated with the principle of spectral decomposition. For a single qubit, the Born rule is simple to 

describe with  2 being the probability of getting a | ⟩ and  2 of getting a |1⟩ when the qubit state is 

described as |𝜓⟩ =  | ⟩   |1⟩ with   and   being complex numbers. And due to probabilities nor-

malization,  2   2 = 1. 

Postulate V - State collapse: only one result is obtained after a quantum measurement. Two sequen-

tial measurements based on the same observable operator will always output the same value. For a 

qubit, after we measure its state, whatever it is, we get a | ⟩ or a |1⟩ and this becomes the new qubit 

state after measurement. 

 

120 There are variations of this postulate for various quantum spectrum (discrete and nondegenerate, discrete and degenerate, continuous 

and non-degenerate). Degenerate spectrum is defined in the glossary. 
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Postulate VI - Time evolution: the time evolution of the state vector |𝜓 𝑡 ⟩ is governed by the Schrö-

dinger wave equation121. We don’t directly deal much with time evolutions to understand quantum 

computing with qubits and gates, but it still plays a key role in quantum annealing and quantum 

simulation and, behind the scenes, in gate-based computing, with qubits decoherence, quantum noise, 

quantum error corrections mechanisms and measurement. 

There is also a Composition postulate, which defines the notion of tensor product applied to separable 

composite quantum systems. Aka “Composite Systems” with John Preskill’s axioms. We’ll talk about 

it abundantly when covering linear algebra starting page 144 and qubit registers starting page 169. 

There are indeed many variations of these postulates in shape, form, name and number, which ranges 

from 4 to 9 depending on the source122. Quantum State can become State Space and Physical Quan-

tities become Unitary Dynamics123. John Preskill lists five ‘axioms’, considering that postulates are 

axioms since they are not contradicted experimentally124. There is not really a single “bible” of quan-

tum postulates even when reading quantum physics founders writings (Bohr, Heisenberg and others) 

who didn’t agree on all of it. I have consolidated below a table with some of these variations of 

postulates. Imagine if there were various versions of the Bible with 5, 7, 9, 10 and 12 commandments! 

 
Figure 70: a compilation of various inconsistent lists of quantum postulates and axioms. (cc) Olivier Ezratty, 2022. 

Mostly covered in linear algebra section starting page 144, the main related quantum physics mathe-

matical tools are: 

• Linear algebra: complex numbers, eigenvectors, eigenvalues and eigenstates. 

• Functional analysis: Hilbert spaces, Hermitian matrices, linear operators, spectral theory. 

• Differential equations: partial differential equations, separation of variables, ordinary differen-

tial equations, Sturm–Liouville problems, eigenfunctions. 

• Harmonic analysis: Fourier transforms and series. 

 

121 As a result, the postulates are applicable for massive non-relativistic particles. Relativistic massive particles time evolution is de-

scribed by the Dirac and Klein-Gordon equations while photons are covered by Maxwell’s equations and their various derivations. 

122 9 postulates are listed in Axiomatic quantum mechanics: Necessity and benefits for the physics studies by J. Jeknic-Dugic et al, 

2017 (23 pages). 

123 In Quantum mechanics distilled by Andy Matuschak and Michael Nielsen on the Quantum Country site. 

124 See Lecture Notes for Ph219/CS219: Quantum Information Chapter 2 by John Preskill, California Institute of Technology, July 

2015 (53 pages). 

a) all these postulates formulations have some quantum state and systems dynamics postulates.

b) more or less consolidation of physical quantities, observable operators, measurement, state collapse and Born rule.

c) some add various other postulates in light blue like composite systems or fermions asymmetry.

d) time evolution usually relies on Schrodinger’s simplified wave equation with an unspecified Hamiltonian, and works with massive particles and photons.
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Quantization 

In quantum physics, material or immaterial quantum objects have some physical properties that are 

discontinuous and not continuous like distances in classical physics. This frequently corresponds to 

the orbits of electrons around atomic nuclei which are defined in a discrete way, to atom energy levels, 

but also deals with photons various properties, electrons and atom nucleons and nucleus spins, and 

other properties of matter and waves as well as other particles from the standard model (quarks, glu-

ons, neutrinos, …) that are studies in the physics of high energy particles (HEP). 

Principle 

There is a correspondence between the discontinuous energetic transitions of electrons in orbit around 

atoms and the related absorbed or emitted photons. Quantization shows up in other various places 

like in crystals. Atoms also form harmonic oscillators and vibrate at quantified amplitudes in crystal-

line structures, according to a model Einstein developed in 1907. 

You’ll actually find many quantum oscillators all over the place, like with superconducting qubits. 

 
Figure 71: the three fundamental 19th century electro-magnetic waves experimental results which were later explained by quantum 
physics, all explained by quantization of the electro-magnetic wave field. (cc) Olivier Ezratty compilation. Various schema sources. 

Quantization was a way to progressively explain experiments done beforehand, the first being the 

blackbody radiation spectrum. This one marked the beginnings of quantum physics. 

Before explaining black body spectrum, let’s recall the three kinds of spectrum that can be usually 

found experimentally and are pictures in Figure 72. 

• A continuous spectrum comes from a hot and dense body like the sun, a heated solid or a perfect 

such body aka black body. It contains light in all visible frequencies that come from the random 

excitement of atoms in the examined body. 

• An absorption spectrum is usually made of a continuous source of light traversing an absorbing 

medium like a cold gas. The resulting spectrum will be a continuous one with black lines corre-

sponding to the frequencies absorbed by the medium. 

• An emission spectrum is created by some rarified hot gas. It shows discrete spectrum lines cor-

responding to photons emitted by the excited gas atoms at specific frequencies. 
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Figure 72: differences between continuous spectrum, absorption spectrum and emission spectrum. 

Black bodies were theorized by Gustav Kirchhoff in 1859. These are ideal physical bodies in thermal 

equilibrium that absorb all incident electromagnetic waves radiations and reflects or transmits none. 

Since it absorbs all wavelengths, it’s supposed to be black, although stars like the Sun are good ap-

proximations of black bodies and are not black at all. In usual experiments, a black body has a little 

hole that emits radiations which are analyzed by a spectrograph. The challenge which took four dec-

ades to be resolved was to evaluate the spectrum of the cavity radiation. 

 
Figure 73: blackbody spectrum explanations over time. Compilation (cc) Olivier Ezratty, 2021. 

It was first discovered that the spectrum didn’t depend on the body radiation and only on its temper-

ature T and wavelength λ (lambda). It also proved that thermal radiation was an electromagnetic one. 

Hot objects like lightbulbs and heated metals are close to black bodies. 

As the temperature increases, the black body color, corresponding to the spectrum peak shown in 

Figure 73, shifts from red to blue. There were various attempts to explain the blackbody radiation 

with thermodynamics and oscillators and to predict the spectrum curve. 

Before Planck’s work, Stefan-Boltzmann’s law (1884) described the relation between temperature 

and total energy radiated per surface area ( 𝜌𝑇4  and Wien’s displacement law (1893) described the 

relationship between peak wavelength and temperature. These two laws worked well. Wilhelm Wien 

(1864-1926, Germany) even won the 1911 Nobel Prize in physics for this discovery. 
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Predicting the spectrum curve didn’t work so well. First, Wien devised another law in 1896, Wien’s 

approximation or radiation law that didn’t work well with large wavelengths. The Rayleigh-Jeans 

formula created in 1900 didn’t work for small wavelengths, leading to the so-called ultra-violet ca-

tastrophe. It was based on Boltzmann's statistical methods. 

To make a better curve prediction, Max Planck guessed that the energy of the oscillators in the cavity 

was quantized and was a multiple of some quantity with the formula E = nhν, n being an integer, h 

being Planck’s constant and ν the wave frequency. With this discretization, oscillators couldn’t afford 

having many energy quanta for high energy levels. Thus, their number decreased as the frequency 

increased instead of growing exponentially as in Rayleigh-Jeans law. See the details in Figure 73. 

But, at this point in time, there was no clear explanation on the origin of these quanta. The second 

step was Albert Einstein’s work on the photoelectric effect in 1905, explaining how light and electrons 

interacted in quantized form. He guessed that the energy from an electromagnetic field is not spread 

over a spherical wavefront but is localized in individual directional quanta, which were later described 

as wave packets with a speed (of light) and length. But light quantization can show up in many other 

photon’s characteristics: their polarization, their frequency, their phase and other various characteris-

tics. 

Electrons quantum numbers 

At last, the Niels Bohr’s atomic model in 1913 helped describe the electron energy transitions within 

atoms that explained the various hydrogen emission spectrums discovered by Johan Balmer in 1885, 

Theodore Lyman in 1906 and Friedrich Paschen in 1908, corresponding to transitions starting from 

the second, first and third atom electron layers. These are known as Balmer series, Lyman series and 

Paschen series. But other energy transitions like those from the Zeeman effect could only be ex-

plained by the existence of other quantum numbers. 

During the 1920s, a better understanding of the quantum nature of electrons was achieved. It was 

progressively discovered that electrons had actually four quantum numbers: 

• 𝓃 = principal quantum number corresponding to their energy level or electron shell in the atom 

electron shells, numbered from 1=K, 2=L, 3=M to n, n being very high for so-called Rydberg 

(high-energy) states close to atom ionization125. This number may correspond to some energy 

levels used in cold atoms and trapped ions qubits. It corresponds to the rows shown in Figure 74. 

• ℓ = orbital angular momentum numbered from 0 to n-1 or letters (s, p, d, f, g, h, i, etc.) also 

named azimuthal or orbital quantum number, describes the electron subshell. It corresponds to 

different types of elliptic orbitals around the atom and to the columns shown in Figure 74. 

• 𝓂𝑙 = magnetic quantum number describing the electron energy level within its subshell. Its 

value is an integer between −ℓ and ℓ which describes the number of different orbitals in the sub-

shell and their orientation. 

• 𝓂𝑠 = spin projection quantum number being either +1/2 or -1/2, in a given spatial direction 

(usually x, y or z in an orthonormal basis), called spin component, also named intrinsic angular 

momentum. This is the property used in so-called electron spin or silicon qubits. But… what is 

the unit of the spin? It is rarely mentioned but the spin unit is the Dirac constant ℏ, which equals 

the Planck constant h divided by 2π. What physical property is it describing? Nobody really knows. 

It’s an intrinsic property which doesn’t depend on the situation like temperature. It doesn’t de-

scribe a rotation of the electron around an axis. Spin is the only quantum number that has no 

physical meaning equivalent in the macroscopic world. 

 

125 The principal quantum number is limited to 7 for non-excited atoms and is theoretically illimited with excited atoms. A record of 

n=766 was observed with hydrogen atoms in interstellar medium. 
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Figure 74: electron atomic orbitals corresponding to their angular momentum quantum number. Source: Keith Enevoldsen. 

It’s key to understand the effect of these various electron quantum numbers in many fields like with 

NV centers and silicon spin qubits, quantum dot photon sources and many others. 

Nucleons and nucleus quantum numbers 

Not only electrons have a spin but also atom nucleus and their nucleons constituents that are neutrons 

and protons. An atom nucleus has Z protons corresponding to the element atomic number and N 

neutrons which add up to a total of A=Z+N nucleons. Protons and neutron have a spin of 1/ . The 

nucleus has a half-integer spin (1/ , 3/ , 5/ , …) when the number of neutrons plus the number of 

protons is odd, an integer spin (1, 2, 3, …) when the number of neutrons and protons are both odd 

and no spin at all when its number of neutrons and protons are both even. 

Nucleus spins are either something we need to avoid like in silicon qubits produced with 28Si, the 

silicon isotope with a null spin, or that we use to store qubit information like in NV centers and SiC 

cavities and also electron donor qubits based on atoms like phosphorus where there is a coupling 

between some atom nucleus spins and some free electrons. 

But how is it possible to have a zero spin when you add-up the spins of protons and neutrons which 

are positive? Let’s take a pause and provide some answer. This is due to way a nuclear spin is calcu-

lated. 

Nucleons have quantum numbers that are similar to electrons quantum numbers, but with different 

possible values bounds and meanings: 

https://elements.wlonk.com/Orbitals.htm
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• 𝓃 = nucleon shell number or layer with integer values ranging from 0 to 6. It is bounded and 

there is no equivalent of Rydberg states in nucleus with large principal quantum number. The 

nuclear shell model is the equivalent of the atomic Bohr model related to electron shells. 

• ℓ = orbital angular momentum quantum number which is also quantized with an integer value 

starting at 0, the angular momentum itself being 𝐿 = ℏ√ℓ ℓ  1 . 

• 𝓂𝑙 = magnetic quantum number with integer values ranging from −ℓ to ℓ. In each nucleon 

shell, nucleons of the same type have a tendency to regroup by pairs with opposite magnetic 

quantum number. 

• 𝓂𝑠 = spin quantum number, being either +1/2 or -1/2, in each spatial direction, also named 

intrinsic angular momentum. A nucleon spin 𝑠 equal to 1/2 is the size of the vector 𝑠 . The spin 

angular momentum is 𝑆 = ℏ√𝑠 𝑠  1  with s=1/2. 

A nucleon total angular momentum is a vector 𝑗 = ℓ⃗  𝑠  and  = ℓ  𝑠 in scalar representation with 

ℓ being the nucleon orbital angular momentum and 𝑠 = 1/  its intrinsic angular momentum or spin. 

The scalar representation is a good approximation of the vector representation since nucleons move 

in an average magnetic field orienting them in a similar direction. In the end, the atom’s nuclear spin 

is the sum of its nucleon’s total angular momentum  . 

As atom nucleus size grows, nucleus shells are filled progressively. Filled layers have a number of 

neutrons or protons called “magic numbers” (2, 8, 20, 28, 50, 82, 126) as shown below in Figure 75. 

Atoms with entirely filled layers of either neutrons or protons are more stable. Nucleons pair in orbits 

with projections ± ℓ such that their momenta cancel. The notion of layer magic number applies sep-

arately for protons and for neutrons. For example, 116Sn (selenium) has a magic number of 50 protons 

and 54Fe (iron) has a magic number of 28 neutrons. Filled shells have a total angular momentum of 

zero since made of pairs of neutrons or protons with opposite projections of total angular momentum. 

That’s why an even number of protons and neutrons lead us to have a zero nuclear spin. And when 

you have both a magic number of neutrons and protons, your nucleus is doubly magic like with 40Ca 

and 208Pb, and has an exceptional stability. All this refers to atoms and nucleus in their ground state. 

On top of these numbers, nucleus have a parity that is  =  −1 ℓ where ℓ is the total orbital angular 

momentum of the nucleus. Its value corresponds to the symmetrical or asymmetrical structure of the 

nucleus. 

Analyzing some material nuclear spin is the basis of NMR spectroscopy. It exposes it to a strong 

homogeneous magnetic field, usually generated with cooled superconducting magnets which create 

it thanks to their support of large electric currents with no resistance. A sample is then irradiated by a 

radiofrequency (TF) field around the Larmor precession frequency of the searched elements, in the 

hundred MHz range. This is the frequency of the nucleus spin vector rotation in a cone around the 

axis of the ambient magnetic field. A receiver captures the transmitted RF signal, amplifies it and pass 

it through a quadrature demixer fed by a reference frequency tone. It down converts the signal to a 

lower frequency and decomposes it into its in-phase and quadrature which is then converted into 

digital format through with ADCs (analog-to-digital converters) before being analyzed digitally. 

Two other notions are related to atom’s nucleus and are frequently mentioned elsewhere in this book: 

Spin–orbit coupling or spin–orbit interaction is a relativistic interaction of a particle's spin with its 

motion inside a potential. One example if the shifts in an electron's energy levels that due to electro-

magnetic interaction between the electron's magnetic dipole, its orbital motion and the electrostatic 

field of the atom nucleus. 
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Hyperfine structure are small differences in otherwise degenerate (equivalent, equal) energy levels 

in atoms, molecules and ions that are explained by the electromagnetic multipole interaction between 

the nucleus and electron clouds. In atoms, hyperfine structure come from the energy of the nuclear 

magnetic dipole moment interacting with the magnetic field generated by the atom electrons and the 

energy of the nuclear electric quadrupole moment in the electric field gradient due to the distribution 

of charge within the atom. 

 
Figure 75 : nucleus shells and magic numbers. Source: Particle and Nuclear Physics Handout #3 by Tina Potter, 2022 (124 slides). 

The cohesion of atom’s nucleus comes from the strength of the nuclear force that binds nucleons 

together. It is countered by Coulomb’s force that creates a repulsion between same charge particles 

like protons. The relative value of the nuclear force and the Coulomb repulsion force explain nuclear 

fusion for small atoms and fission for large atoms, iron being in the neutral zone in the elements table. 

Photon quantum numbers 

Photons also have their quantum numbers but they are different than with electrons and nucleons. We 

describe it in the section dedicated to photon qubits, starting page 427. 

In quantum information systems, we use quantum objects which can usually have two different sep-

arable states that can be initialized, modified and measured. Even superconducting loops in super-

conducting qubits rely on two systems levels clearly distinct for the oscillating current flowing 

through their Josephson effect insulator. 
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https://www.hep.phy.cam.ac.uk/~chpotter/particleandnuclearphysics/PNP_Handout3.pdf
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Figure 76: quantization applied to atoms, ions, electrons and photons. (cc) Olivier Ezratty, 2022, with Wikipedia images source. 

Wave-particle duality 

We often read and hear that quantum objects like photons and electrons are both waves and particles. 

The right manner to describe this would be to say that they behave differently depending on the way 

they are observed. In some experiments, these quantum objects behave like classical waves, are not 

localized in space and generate interferences when added together, a bit like colors can mix (photons) 

and sounds can mix (acoustic waves). In other experiments, they behave as classical particles and can 

be localized in space and have a kinetic momentum and mass126. One simpler way to interpret things 

is to say that quantum objects act as a particle when observed and as waves when not observed. 

Various experiments such as Young's double-slit experiment show that both photons and electrons 

behave both as particles and as waves depending on the context and measurement system, generating 

interference fringes when observed as waves. You can observe the path of a quantum object or the 

interferences it creates, but not both simultaneously. 

 
Figure 77: experiments showing wave-particle duality with photons and electrons. 

This is the Bohr’s principle of complementarity according to which it is not possible to apply observ-

ables simultaneously in terms of particles and waves. It shows up in the Young experiment: if we let 

the quantum object traverse both slits, it behaves like a wave and creates interferences. 

 

126 Usually, it is impossible to observe these two behaviors simultaneously although there are some exceptions. 
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If we detect the quantum object in each of the slits, practically done with closing one of the slits, it 

creates a measurement-based decoherence and the quantum object behaves and is observed as a par-

ticle. And the classical probabilities of particle observation don’t add up to make for the interferences 

observed with the wave observation. This wave-particle duality is linked to the quantum physics 

mathematical formalism that relies on vectors that can add up linearly like waves. 

It led to a still unsolved mystery, the “which-way” question. When interference fringes appear on the 

screen, by superposition of paths coming from the two slits, which path did the single photon or 

electron take? 

The wave-particle duality is used in many quantum computers to make physical qubits such as trapped 

ions interact with energy in the form of photons emitted by lasers. Qubits can also interfere with each 

other thanks to interferences. 

Delayed choice experiment 

John Wheeler proposed various thought experiments between 1978 and 1984 to determine if light 

choses its path with sensing the experimental devices. The Wheeler's delayed-choice or which-way 

experiment asked the question: when does a quantum object decide to travel as a wave or as a particle? 

It led to various experiments like the 1999 quantum eraser but the most decisive experiment was 

conducted by a team of French researchers in 2006 as shown in Figure 78127. 

 
Figure 78: delayed choice experiment and its quantum eraser. Source: Experimental realization of Wheeler's delayed-choice 

GedankenExperiment by Vincent Jacques, Frédéric Grosshans, Philippe Grangier, Alain Aspect, Jean-François Roch et al, 2006 (9 
pages). 

They generated pulses of single photons with an NV centers source created by Jean-François Roch, a 

pioneer in this domain, that were sent through a first beam splitter (BSinput) and a delay line of 48 

meters. Then, the two beams traversed a dynamic-controlled beam-splitter by electro-optical modu-

lator driven (BSoutput) by a quantum random number generator (QRNG). 

At last, two photon detectors (N1 and N2) could determine if the photon behaved as a particle (no 

interference due to the inactive beamsplitter) or as a wave (with interferences due to the activated 

beamsplitter). 

 

127 See Experimental realization of Wheeler's delayed-choice GedankenExperiment by Vincent Jacques, Frédéric Grosshans, Philippe 

Grangier, Alain Aspect, Jean-François Roch et al, 2006 (9 pages). The experiment used a single photon source using NV centers. The 

experiment has been reproduced many times since then with many variations. See for example A generalized multipath delayed-choice 

experiment on a large-scale quantum nanophotonic chip by Xiaojiong Chen et al, 2021 (10 pages) which is based on a nanophotonic 

component. 

https://arxiv.org/abs/quant-ph/0610241
https://arxiv.org/abs/quant-ph/0610241
https://arxiv.org/abs/quant-ph/0610241
https://www.nature.com/articles/s41467-021-22887-6
https://www.nature.com/articles/s41467-021-22887-6
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The QRNG clock was near the photon source, but the QRNG was positioned close to the dynamic 

beamsplitter. The experiment determined that the wave/particle behavior of the photons in the inter-

ferometer was dependent on the choice of the measured observable at the end of the photon journey, 

not the beginning. 

And even when that choice was made at a position and a time sufficiently separated from the entrance 

of the photons in the interferometer. Although it’s still debated, it does not require a backward in time 

effect explanation. 

Other more delayed-choice sophisticated experiments are regularly done. A Chinese team demon-

strated a generalized multipath wave-particle duality implemented by a large-scale silicon-integrated 

multipath interferometers128. 

Schrödinger’s wave equation 

The wave-particle duality led Schrödinger to create his famous wave equation which describes a 

massive non-relativistic quantum object with a wave function with the probabilities of finding the 

particle at a particular position in space at a given time. Ladies and gentlemen, here is this wave 

equation and its constituents, unleashed below in Figure 79. 

 
Figure 79: the famous Schrodinger’s wave equation explained in detail (cc) Olivier Ezratty, 2021. 

Here's how to understand the components of this equation and their implications: 

• Its unknown is the wave function of the particle ψ(x, t) that describes its probabilistic behavior 

in space and time. x indicates the position of the particle in space, with one, two or three dimen-

sions depending on its constraints, and t is the time. This function returns a complex number that 

encodes the wave amplitude and phase. 

• The full Schrodinger wave equation illustrates the principle of energy conservation. The item to 

the left of the equation describes the total energy of the particle at a given time and place. The 

element on the right includes the kinetic energy of the particle and its potential energy. Like said 

about the quantum physics postulates, starting page 86, the Schrodinger’s Hamiltonian, which is 

a time-dependent unitary matrix operator, is expressed differently with photons and with relativ-

istic massive particles. 

 

128 See A generalized multipath delayed-choice experiment on a large-scale quantum nanophotonic chip by Xiaojiong Chen et al, 2021 

(10 pages). 
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• The wave function square is equal to the probability of finding the particle at location x at time 

t. For an electron, which is the most commonly analyzed particle with this equation, it is an indi-

cation of the probability of finding it at a given distance from the nucleus of the atom around 

which it orbits. Logically, as a result, the sum of the probabilities of finding the particle some-

where is equal to 1. 

• This is called a normalization constraint. One of its derivatives is the Max Born function that we 

will see later. The modulus of a complex number is the size of its vector. If z = a + ib, the modulus 
|𝑧| of z is thus the square root of the sum of the squares of a and b, see below. 

• It is a partial differential equation, i.e. it connects its components via derivative functions, in 

this case of first degree (a slope on a curve) and second degree (an acceleration). The particle 

wave function appears three times in the equation: to the left of the equation with a first derivative 

on the time of the wave function, to the right with a second derivative on its position and with a 

simple multiplication with the function V(x). 

 

Figure 80: constraints of the Schrodinger’s equation (cc) Olivier Ezratty, 2021. 

• The potential energy of the particle is defined by the function V(x) which depends only on the 

particle position in space and its physical constraints, in particular electromagnetic ones. When a 

particle is free and moves without constraints, this function returns zero. This function V(x) is the 

main variable of Schrödinger's equation. 

• Schrödinger's equation is analytically solved in a limited number of cases such as for the electron 

of a hydrogen atom, a free particle, a particle in a potential well or box or a quantum harmonic 

oscillator. In the most complex cases, the resolution of the equation requires non-analytical meth-

ods, raw calculation and simulation. It is one of the fields of application of quantum simulators to 

solve the Schrödinger equation in cases where analytical methods are not available. Any micro or 

macro-object has a Schrödinger wave function, all the way to the entire Universe. But the equation 

only makes practical sense for nanoscopic objects. 

• The equation is linear over time. This means, among other things, that any combination of solu-

tions of the equation becomes a new solution of the equation. This makes it possible to decompose 

a wave function into several elementary wave functions that are called the "eigenstates" of the 

quantum object. They correspond to the different energy levels of the particle that are discrete 

when the particle is constrained in space, like the electrons in an atom. 
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• One can indeed in this case derive the notion of quantification of the particle states from the 

Schrödinger equation (demonstration). The linearity of this equation has a lot of consequences 

like superpositions, entanglement as well as the no-cloning theorem. 

• The operator who acts on the right side and accumulates the second derivative and the potential 

energy function is called a Hamiltonian, which describes the total energy of the system. We find 

this expression in the quantum annealing calculation with D-Wave and with quantum simulators. 

• This equation is a general postulate that has been experimentally validated in a large number of 

cases. Its interpretation has given rise to much debate, namely, is it a simple probabilistic model 

or does it describe reality? We deal with this in the chapter on the philosophy of quantum physics. 

• The generic Schrödinger equation presented so far is said to be time dependent. This equation is 

presented in various ways depending on the needs and annotations. The second derivative of the 

wave function on the position of the particle is sometimes presented with the nabla sign squared 

(∇2). 

• A nabla operates a derivative on a scalar or vector 

function. The ∇2  operates a second derivative, also 

called Laplacian. The most concise form of Schrö-

dinger's equation is on the bottom right, with a Ham-

iltonian operator on the left (Ĥ) and the energy opera-

tor on the right (Ê), both of which apply to the particle 

wave function. 

 

 

Figure 81: concise versions of Schrodinger’s wave 
equation. 

• There is a time-independent form of Schrödinger's 

equation that applies to particles in a stationary 

state129. In this version of Schrödinger's equation, the 

energy operator E is a simple constant, a real number. 

 
Figure 82: time-dependent version of the Schrodinger’s 

equation. 

• The Schrödinger equation is symmetric or antisymmetric depending on the particle type. When 

applied to two quantum objects    and  2, 𝜓     2 = 𝜓  2     when the equation is symmetric 

(meaning, the wave equation is not differentiated by the given particles order) and 𝜓     2 =
−𝜓  2     when it’s antisymmetric. The first case corresponds to bosons which can be indistin-

guishable and “live” together and have a zero or integer spin and the second, to fermions, which 

can’t cohabit with the same quantum state at the same location and have half-integer spins. All 

this is a consequence of Pauli’s exclusion principle. 

• The 𝜓   𝑡  function must be a continuous function and “filled” everywhere in space. Its value 

is bounded by 0 and 1, with no infinite value anywhere. It also has a single value, even in the case 

of superposition. In that case, the 𝜓   𝑡  is a linear superposition of two Psi functions and is itself 

a psi function. A quantum superposition is just another wave function. 

For a system with several quantum objects, the wave function describes the quantum system state, or 

quantum state. According to the Copenhagen interpretation of quantum physics, the wave function 

from the Schrödinger equation contains the best description possible of a quantum system. 

 

129 According to Wikipedia: "A standing wave is the phenomenon resulting from the simultaneous propagation in opposite directions 

of several waves of the same frequency and amplitude, in the same physical medium, which forms a figure, some elements of which are 

fixed in time. Instead of seeing a wave propagating, we see a standing vibration but of different intensity at each observed point. The 

characteristic fixed points are called pressure nodes. ». 

Ĥ𝜓   𝑡 =  𝜓   𝑡

https://www.quora.com/How-does-the-Schr%C3%B6dinger-wave-equation-imply-quantization-of-energy
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If electrons and photons both can behave as waves, they have not the same wavelengths. Indeed, a 

photon with an energy of 1 eV (electron-volt) has a wavelength λ of 1240 nm (in the infrared spec-

trum) while an electron with the same energy has a much shorter wavelength of 1.23 nm (in the X-

ray spectrum). This short wavelength explains why we use electron microscopes to probe matter with 

a much better resolution than light-based microscopes. 

Relativistic particles obey to Dirac and Klein-Gordon wave equations while photons are described 

with Maxwell’s equations combined with a formalism coming from the so-called second quantization 

which regroups superposed photons, use photon numbers, and creation/annihilation operators. 

Large objects wave behavior 

The wave-particle duality was verified with atoms in 1991 in interfer-

ometry experiments involving lasers and classical optics. A Young dou-

ble-slit experiment was also carried out in Austria in 2002 with fuller-

ene molecules (C60, formed of 60 carbon atoms as in Figure 83 130, but 

also with a 70 atoms variant) and in 2012 with molecules containing 58 

and 114 atoms, the latter named F24PcH2 being made of fluorine, car-

bon, oxygen, hydrogen and nitrogen131. Figure 84 shows the shape of 

the molecule. In 2019, the same kind of experiment was done with a 

slightly more complex molecule, a polypeptide of 15 amino acids 

which serves as an antibiotic, gramicidin A1132 . 

 

Figure 83: C60 fullerene molecule. 

             
Figure 84: F24PcH2 made of fluorine, carbon, oxygen, hydrogen and nitrogen. Sources: Real-time single-molecule imaging of 

quantum interference by Thomas Juffmann et al, 2012 (16 pages) and Highly Fluorinated Model Compounds for Matter-Wave 
Interferometry by Jens Tüxen, 2012 (242 pages). 

In 2021, other experiment led to the creation of larger quantum objects, sized 100 and 140 nm, and 

cooled at ultra-low temperatures133. 

 

130 See Quantum interference experiments with large molecules by Olaf Nairz, Markus Arndt and Anton Zeilinger, 2002 (8 pages). 

131 See Real-time single-molecule imaging of quantum interference by Thomas Juffmann et al, 2012 (16 pages). See also the video of 

the experiment. Highly Fluorinated Model Compounds for Matter-Wave Interferometry by Jens Tüxen, 2012 (242 pages) describes the 

experimental device for the verification of the wave-matter duality of large molecules. 

132 See A natural biomolecule has been measured acting like a quantum wave for the first time, November 2019, which refers to Matter-

wave interference of a native polypeptide by Armin Shayeghi et al, October 2019 (10 pages). 

133 See How Big Can the Quantum World Be? Physicists Probe the Limits by Philip Ball, Quanta Magazine, July 2021, Real-time 

optimal quantum control of mechanical motion at room temperature by Lorenzo Magrini et al, July 2021 (36 pages) and Quantum 

control of a nanoparticle optically levitated in cryogenic free space by Felix Tebbenjohanns et al, Nature, July 2021 (26 pages). 

https://arxiv.org/ftp/arxiv/papers/1402/1402.1867.pdf
https://arxiv.org/ftp/arxiv/papers/1402/1402.1867.pdf
https://edoc.unibas.ch/18996/1/Jens_Tuexen_Dissertation.pdf
https://edoc.unibas.ch/18996/1/Jens_Tuexen_Dissertation.pdf
https://documents.epfl.ch/groups/i/ip/ipg/www/2015-2016/Traitement%20quantique%20de%20l'information/complements/interferenceOfC60Molecules.pdf
https://arxiv.org/ftp/arxiv/papers/1402/1402.1867.pdf
https://www.youtube.com/watch?v=NUS6_S1KzC8
https://www.youtube.com/watch?v=NUS6_S1KzC8
https://edoc.unibas.ch/18996/1/Jens_Tuexen_Dissertation.pdf
https://www.technologyreview.com/s/614688/a-natural-biomolecule-has-been-measured-acting-in-a-quantum-wave-for-the-first-time
https://arxiv.org/abs/1910.14538
https://arxiv.org/abs/1910.14538
https://www.quantamagazine.org/how-big-can-the-quantum-world-be-physicists-probe-the-limits-20210818/
https://arxiv.org/abs/2103.03853
https://arxiv.org/abs/2103.03853
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Photon’s wave-particle duality 

On the other hand, photons can behave under certain conditions like particles. When they reach an 

atom, they can transmit it some kinetic motion. This is what makes it possible to generate the some-

what counter-intuitive physical phenomenon of atoms laser cooling using lasers and a Doppler effect. 

Temperature is related to the movement of atoms in their gaseous, liquid or solid medium. Lowering 

the temperature means slowing down the movement of atoms. A Doppler effect is used to do this. The 

moving atoms are illuminated with a laser whose frequency is tuned just below the energy absorption 

level of the atoms. 

The atoms moving towards the light will absorb the photons because these have an apparent frequency 

that is higher than the absorption level. This reduces the kinetic energy of the atoms receiving the 

photon. 

The photons moving in the other direction will not absorb them because the apparent frequency of 

the incident photon is below the absorption level, so it’s unable to change the energy state of the atoms. 

Thanks to the random movement of the atoms in all directions, after a certain time, the overall tem-

perature drops. This phenomenon slows down once the velocity of the atoms falls below a certain 

threshold, which explains the Doppler effect attenuation ("Doppler shift"). 

 
Figure 85: explanation of Doppler effect with photons, (cc) Olivier Ezratty, 2021. 

These techniques are used to cool atoms to temperatures close to absolute zero. It is used to prepare 

cold atoms and trapped ions used in certain types of quantum computers, often in combination with 

magnetic and/or electronic traps to control the atoms position134. 

The record low temperature was reached in 2019 with 50 nK, achieved by researchers from JILA, the 

joint laboratory of NIST and the University of Colorado135. 

Superposition and entanglement 

Superposition and entanglement are directly related to the wave nature of quantum objects and to the 

linearity of the underlying mathematical models expressed in quantum physics postulates. 

 

134 Doppler measurement is also used to evaluate the speed at which stars and galaxies move away from each other and to evaluate the 

rate of expansion of the Universe. Other atoms laser-based cooling methods crafted to reach lower temperatures include Sisyphus 

cooling first proposed by Claude Cohen-Tannoudji in 1989 and using two counter-propagating lasers using orthogonal polarization, 

evaporative cooling using magneto-optical traps (MOT) and optical molasses with 3D Doppler effect. 

135 See JILA Researchers Make Coldest Quantum Gas of Molecules, February 2019. The 50 nK record was obtained with laser cooling 

of a gas containing 25,000 potassium-rubidium molecules. 
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https://www.nist.gov/news-events/news/2019/02/jila-researchers-make-coldest-quantum-gas-molecules
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Superposition 

The strawman’s version of superposition is that quantum objects can be simultaneously in several 

states or locations, such as the direction of electron spin, upward or downward, the linear polarization 

of photons, horizontal or vertical, or the frequency, phase or energy of an oscillating current in a 

superconducting loop crossing the barrier of a Josephson junction. It is not correct according to ca-

nonical interpretations of quantum mechanics. It is more related to quantum objects behaving as 

waves when not being measured. Superposition is also a mathematical consequence of quantum pos-

tulates and wave-particle duality. It results from the fact that a linear combination of solutions to the 

Schrödinger equation is also a solution to this equation. 

A quantum states of a given quantum object can be added together or superposed. Superposition ex-

plains the interferences obtained with electrons in the 1961 double-slit experiment. 

A quantum object is not per se in a superposition of various states. It has a single and predictable 

quantum state described by a probability distribution of given observables. Measuring this property 

can provide different values according to the probability distribution. That’s all. 

According to the Copenhagen interpretation of quantum physics, one shouldn’t try to give a physical 

meaning to superposition before any measurement. In a classical physics interpretation, superposition 

could be explained by a very high frequency of quantum state changes. It is considered to be totally 

inaccurate for specialists, but it is still an intuitive way to figure out how superposition looks like in 

the physical world. 

 
Figure 86: electron spin superposition. (cc) Compilation Olivier Ezratty, 2021. 

Superposition can happen with various weird situations, as we’ll later see. For example, you can 

create superposition between several photon Fock-states, meaning, superposing 0 photon, 1 photon 

and 2 photons, or even photon frequencies. You can even superpose temperatures136 and thermody-

namic evolutions with opposite time arrows137  which can challenge your willingness to visualize 

what’s it all about! 

In quantum computing, superposition shows up with qubits, allowing which have an internal “value” 

linearly combining their basis states | ⟩ and |1⟩ with complex amplitudes instead of having one of 

the two values as with classical bits. This mathematical view is expanded to N qubits whose internal 

state is characterized by 2N complex amplitude values. This contributes to the massive parallelism 

 

136 See Quantum Superposition of Two Temperatures by Arun Kumar Pati and Avijit Misra, December 2021 (7 pages). 

137 See Quantum superposition of thermodynamic evolutions with opposing time’s arrows by Giulia Rubino, Gonzalo Manzano and 

Časlav Brukner, November 2021 (10 pages). 

quantum objects can be in superposed states

it is a consequence of wave-particle duality.

since the Schrödinger wave equation is linear, 
any linear combination of solutions 
is also a solution.

qubit example:

corresponds to a linear superposition of and 
with complex amplitudes and containing

information on their phase difference.

concept: Paul Dirac, 1930

=> handles information in qubits and qubits registers.

=> enables parallelism on registers superposed states.

linear superposition 
of and 

https://arxiv.org/abs/2112.10701
https://www.nature.com/articles/s42005-021-00759-1
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enabled by quantum computers. It looks like it should enable some exponential computing capacity 

but it’s not the case. As we’ll investigate later in this book, superposition alone is not sufficient. We 

also need entanglement and some specific quantum gates to really bring some exponential accelera-

tion. 

In the case of a single quantum object, superposition is a combination of states corresponding to 

several exclusive states of an observable. Coherence is another name describing a superposition. And 

decoherence is a phenomenon that destroys superposition, particularly with quantum measurement. 

Entanglement 

The simplest way to describe an entangled state of two quantum object is to say these have a correlated 

state, whatever the distance between them. They form sort of a single object. You touch one, it will 

affect the other. You measure one object, then the other, and the related results will be correlated. This 

can be checked with repeated tests on a system repeatedly prepared in a similar way, using a so-called 

Bell test. 

Entanglement can also be described with a mathematical viewpoint based on superposition. The math-

ematical representation of a quantum system    made of two subsystems   and   is the tensor prod-

uct of the two subsystems, meaning, a large vector or matrix: 𝐻𝐴 = 𝐻𝐴⨂𝐻 . We’ll described the 

form of the matrices representing quantum systems a little later. In that case, the system    can be 

described by or decomposed with its individual parts   and  . There are however situations where 

you can linearly combine several of these composite quantum states, which becomes a new quantum 

state. In many cases, such a composite state can’t anymore be decomposed as the tensor product of 

two states. The composite quantum state becomes inseparable. That’s where entanglement shows up! 

Entanglement is a direct consequence of superposition applied to multi-object systems. 

Entangled quantum objects cannot be considered as separated objects. With a pair of entangled quan-

tum objects, a measurement made on one quantum will instantly have an effect on the other quantum, 

without waiting for a delay in the transmission of information at the speed of light between the two 

quanta. This is the principle of the "non-locality" of quantum properties that disturbed Einstein in 

1935 and spurred his famous EPR paper with Rosen and Podolsky. 

Using qubit’s representation that we’ll describe later, classical entangled two-qubit states are Bell 

pairs, like 
|00⟩+|  ⟩

√2
 or 

|0 ⟩+| 0⟩

√2
. You see that they are a simple linear combination of separable states 

(|  ⟩  and |11⟩  or | 1⟩  and |1 ⟩ . If you measure the first qubit in both cases, you have an even 

50%/50% chance to get a | ⟩ or a |1⟩. When you measure the second qubit, you then have a 100% 

chance to get respectively the same value of the opposite values |1⟩ or | ⟩. But you can’t decide in 

advance what is the first measurement outcome (on Alice’s side). So, you observe some synchronicity 

between two measurements but no determinism on the first readout value. It’s all about having two 

simultaneous synchronized random values. It is described as the “no-signaling principle”: there is no 

statistical difference between a “first” or “second” measurement of entangled pairs, meaning Bob 

doing the measurement before or after Alice and Alice didn’t send any actual pre-determined infor-

mation to Bob when doing the measurement on her side. 
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But that is a mathematical representation of entanglement. You can wonder how these composite 

objects are created in the real world. Of course, some physical interaction must be created to entangle 

electrons, atoms and/or photons. Photons can be prepared to be entangled with being generated by 

some excitement of atoms like cesium which generates photon couples of different wavelengths but 

with some correlated properties like their polarization. Neutral atoms can be entangled with exciting 

them with lasers, raising their energy levels to a so-called Rydberg state. Electron spins are entangled 

with lowering a potential energy barrier between them. Quantum objects of different types can also 

be entangled, like photons with atoms or electrons with photons138. 

These entangled particles are not linked by chance. They usually had a common past or some past 

interactions. For example, two entangled photons can be produced with a birefringent mirror and 

separated by dichroic mirrors, creating two photons of orthogonal polarizations. The action on one of 

the two photons has an impact on the other photon as demonstrated by Alain Aspect in his famous 

1982 experiment. But the values that are generated are completely random! 

It is not defined at one end and transmitted to the other end. It is a random value that can be uncovered 

at two different places with some quantum measurement. 

A 2019 experiment conducted at the University of Glasgow has even allowed to photograph a repre-

sentation of the state of entangled photons139. Nevertheless, we are still able to entangle particles that 

do not necessarily have a common past140. Bell’s inequalities were first validated with photons in the 

visible spectrum. It’s been extended to other parts of the spectrum, of course in the infrared bands 

that are used in fiber optics and free space quantum communications and even in the X-ray band141. 

It has also been done with all sorts of qubits (superconducting, silicon spin, trapped ions, neutral 

atoms). 

Despite its randomness, entanglement is a very powerful resource. It helps generate random secret 

keys for two parties with the QKD (quantum key distribution) protocols. It powers quantum compu-

ting with creating interdependencies between qubits. Multi-qubits quantum gates conditionally link 

them together. Once entangled, qubits have inseparable quantum states. Without it, no useful quantum 

algorithm could work. But quantum entanglement does not mean we can transmit some useful infor-

mation faster than light since the entangled objects properties are random. 

How are we checking that a quantum system is entangled? This is done with correlation statistic tests. 

With two quantum objects, it’s a Bell inequality test or Bell experiment (see glossary, page 1068) 

that looks at the statistical correlation between the states of two quantum objects, with an experiment 

done a large number of times with the same settings. This test was extended with the Mermin ine-

qualities test created by David Mermin in 1990 to extend Bell’s inequalities test to the entanglement 

of a higher number of quantum object like a GHZ state with three or more qubits142. These tests are 

very costly as you increase the number of correlated quantum objects. Another variation is to conduct 

a state tomography for a set of qubits as described page 188. Again, its cost grows exponentially with 

the number of qubits, which explains why most qubit tomographies are not done beyond 6 qubits. 

 

138 In 2017, researchers in Warsaw were able to entangle a photon with billions of rubidium atoms. See Quantum entanglement between 

a single photon and a trillion of atoms, 2017. 

139 See Scientists unveil the first-ever image of quantum entanglement by Paul-Antoine Moreau, July 2019. 

140 See Qubits that never interact could exhibit past-future entanglement by Lisa Zyga, July 2012. 

141 See Entangled X-ray Photon Pair Generation by Free Electron Lasers by Linfeng Zhang et al, August 2022 (13 pages). 

142 See Extreme quantum entanglement in a superposition of macroscopically distinct states by David Mermin. PRL, 1990 (no free 

access). 

https://www.fuw.edu.pl/press-release/news4867.html
https://www.fuw.edu.pl/press-release/news4867.html
https://phys.org/news/2019-07-scientists-unveil-first-ever-image-quantum.html
https://phys.org/news/2012-07-qubits-interact-past-future-entanglement.html
https://arxiv.org/abs/2208.01335
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.65.1838
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In science at the frontier of science fiction, some imagine exploiting quantum entanglement to analyze 

a quantum state inside a black hole143! This is beyond the scope of this book144! 

Indetermination 

Heisenberg's principle of indeterminacy or indetermination states that one cannot accurately measure 

both the position and velocity of a particle or two complementary quantities describing a quantum 

object state. It is mathematically described as an inequality showing that the multiplication of both 

precisions can’t be lower than the Planck constant divided by 4π. Surprisingly, this inequality was not 

created by Werner Heisenberg but devised and demonstrated by Earle Hesse Kennard in 1927 as he 

was doing a sabbatical at the University of Göttingen. It is even named the Kennard inequality or 

Heisenberg-Kennard inequality145. 

The indeterminacy principle has another consequence: one cannot observe at the same time a quantum 

object in its particle state and in its wave state, per the principle of complementarity enacted by Niels 

Bohr around 1928, that we already mentioned in the wave-particle duality section. It also explains 

vacuum quantum fluctuations that we cover later in page 134. 

For purists, the notions of particle speed and position are even meaningless for electrons. Its charac-

terization is based on its wave nature and its probabilistic description via Schrödinger's wave function. 

Don’t even try to understand where it is at a given place and time. 

When it deals with velocity and position or waves, Heisenberg’s indeterminacy principle is closely 

related to a characteristic of Fourier transforms: a nonzero function and its Fourier transform cannot 

both be sharply concentrated, so, precisely measurable. The more concentrated a signal is in the time 

domain, the more spread out it is in the frequency domain and vice-versa. We have here a mathemat-

ical balance between a pulse length precision and its spectral analysis precision. 

Since complementary (or incompatible) properties can’t both be measured with an arbitrary precision, 

we can improve one property measurement precision with decreasing the measurement precision of 

the complementary property. It’s being implemented with the so-called photons squeezing technique. 

This technique is implemented in the latest LIGO (USA) and VIRGO (Italy) huge interferometers 

that are used to measure gravitational waves generated by huge astrophysical phenomena like dual 

black hole collapses. These instruments increase the precision of photons time arrival in the interfer-

ometer at the price of a greater imprecision in the number of photons146. 

Measurement 

Measuring quantum object properties follows a very different path than with classical physics due to 

the back action induced by quantum measurement on the measured system and to its probabilistic 

dimension. 

With classical mechanics, you can usually predict over time the results of the measurement of macro-

objects properties (dimension, speed, position) based on their dynamics. In quantum mechanics, given 

the knowledge of the position of the measured object, one cannot measure precisely its momentum. 

 

143 See Can entangled qubits be used to probe black holes? by Robert Sanders, 2019. 

144 Superposition also happens within benzene C6H6 with two carbon-carbon links with their neighbors, using one or two electrons. 

145 See The Uncertainty Principle, Stanford Encyclopedia of Philosophy, 2001 (14 pages). 

146 See Squeezing More from Gravitational-Wave Detectors, December 2019. Kip Thorne (1940, USA), Rainer Weiss and Barry C. 

Barish got the Nobel Prize in Physics in 2017 for their contributions to the creation of the LIGO detector and the observation of 

gravitational waves. 

https://news.berkeley.edu/2019/03/06/can-entangled-qubits-be-used-to-probe-black-holes/
https://www.iitg.ac.in/physics/fac/charu/courses/ph405/uncertainty.pdf
https://physics.aps.org/articles/v12/139
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More generally, the knowledge we have about two non-commuting observables is bounded such that 

we can never assign them a well define value simultaneously, due to the Heisenberg uncertainty prin-

ciple. 

Moreover, a quantum measurement readout requires some interaction with a macroscopic object that 

selects automatically one specific outcome. In strawman language, quantum measurement is in the 

eye of the beholder! Measuring the same initial state several times can lead to different outcomes. 

However, even if each measurement yields a probabilistic result, when repeated several times, their 

statistical distribution is not probabilistic. It corresponds to the knowledge that can be obtained from 

the evaluated quantum state created experimentally in a similar way several times. 

Before measurement, a single isolated quantum object is said to be in a pure state, represented by a 

vector in a Hilbert space, or its “Psi” (𝜓) vector. It is a superposition, or linear combination of basis 

states or one of the object basis state, like “ground state” or “excited”. When a quantum object is 

measured against one observable, the state of the quantum object become one of the observable basis 

states, like a spin direction up or down or a discrete energy level. The quantum object collapses in a 

probabilistic way into one of the available basis states. If we conduct another measurement, we’ll 

always get the same result being the basis state that was obtained beforehand in the first measurement. 

This is also called "Schrödinger wave function collapse" or “wave packet collapse” which however 

works only with so-called projective measurement, as defined by John Von Neumann. 

With a photon of intermediate polarization between horizontal or vertical linear polarization, it will 

become a horizontally or vertically polarized photon after its polarization measurement. 

In quantum computing, this principle of reduction is implemented when measuring the state of a qubit. 

It modifies its value by collapsing it to the basis states | ⟩ or |1⟩. 

The outcome is probabilistic with a chance of retrieving a | ⟩ or a |1⟩ depending on the qubit state. 

However, when the quantum state is a basis state, say | ⟩ or |1⟩ for a qubit, its measurement should 

return this basis state in 100% of the cases and is therefore not probabilistic but deterministic. This 

works however only in a perfect world without any quantum noise. Even when a qubit is in a basis 

state, its measurement doesn’t return a perfect basis state 100% all the time. You get a % that is inferior 

to 100% and corresponds to the readout qubit fidelity. It turns a basis state measurement into a prob-

abilistic one. 

The subtle information contained in a qubit that is represented by a complex number or a two-dimen-

sional vector is reduced to | ⟩ or |1⟩ at the time of its measurement. It becomes a classical bit. A 

single measurement is then making us lose all the wealth of information contained in the qubit. We 

turn the equivalent of two floating point numbers to a single bit! However, this measurement is sup-

posed to happen only at the end of quantum algorithms. During computing, the whole wealth of qubit 

internal information is leveraged, particularly with the creation of interferences between qubits. 

All this is illustrated in the diagram below in Figure 87. We will come back to the meaning of α and 

β complex numbers in the next section on qubits. 

This reduction should occur theoretically only at the end of computing. During computing, qubits are 

modified by quantum gates preserving the richness of their information, the combinatorial nature of 

their values based on superposition and entanglement. However, quantum measurement is to be im-

plemented during computing with systems implementing quantum error corrections. 

The subject of quantum measurement is quite broad. In a forthcoming more detailed section page 184,  

we will cover several additional concepts such as projective (Von Neumann) measurement, non-se-

lective measurement, weak measurement, gentle measurement and non-destructive measurement. 
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Figure 87: quantum measurement explained with qubits, (cc) Olivier Ezratty, 2021. 

No-cloning 

The no-cloning theorem prohibits the identical copy of the state of a quantum object onto another 

quantum object. The theorem is mathematically demonstrated in six lines in Figure 88. It is also de-

scribed page 148. 

The theorem was demonstrated in 1982 by William Wootters, Wojciech Zurek and Dennis Dieks147. 

The article is still not available in open source on a site such as arXiv, self-applying the no-cloning 

principle148! 

 
Figure 88: no-cloning theorem demonstration, source: Wikipedia. 

As a consequence, it is impossible to copy the state of a qubit to exploit it independently of its original, 

contrarily to a classical bit that can be copied from/to memory and from/to storage. It also prevents 

quantum computers to implement the Von Neumann computing model with separate processing and 

memory. 

 

147 See A single quantum cannot be cloned by William Wootters and Wojciech Zurek, Nature, 1982.  

148 A summarized version if available in The no-cloning theorem by William K. Wooters and Wojciech H. Zurek, Physics Today 2009 

(2 pages). 
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=> qubits measurement is done only at the end of computing.

=> cannot measure a qubit state in the middle of an algorithm to do some 
conditional branching.

=> cannot create classical error correction codes with using “parity error codes”. 
we still use measurement in quantum error correction codes.
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=> qubit teleportation.

=> secures telecommunications
with quantum key distribution.

=> creates significant constraints in quantum 
computing (memory, cache, error correction, …).

https://fr.wikipedia.org/wiki/Impossibilit%C3%A9_du_clonage_quantique
https://www.nature.com/articles/299802a0
https://www.physics.umd.edu/courses/Phys402/AnlageSpring09/TheNoCloningTheoremWoottersPhysicsTodayFeb2009p76.pdf
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In quantum computers, qubits can be duplicated via quantum gates and entanglement, but the result-

ing qubits are entangled and therefore somehow synchronized, inseparable and... random. Reading 

the copy destroys the original by projecting the state of the two qubits to the 0 or 1 closest to their 

initial state and in a probabilistic way. 

This has a direct impact on the design of quantum algorithms and in particular on the error correction 

codes of quantum computers. These error-correction codes use the trick of projective measurement 

on a different computational basis as we’ll see later. 

A derivative of no-cloning is non-deleting. In the case of a qubit, it means it’s impossible to reset a 

qubit from an entangled set of two qubits |𝜓⟩, meaning to transform |𝜓⟩|𝜓⟩ into |𝜓⟩| ⟩. 

Tunnel effect 

The wave-particle nature of matter allows it to cross physical barriers also known as energy walls in 

some circumstances, depending on the wall thickness and quantum object wavelength. The transmit-

ted wave is usually attenuated after crossing the barrier and its strength depends on the wavelength 

with regards to the barrier length and composition. 

This phenomenon was first accidentally unveiled by Henri Becquerel in 1896 when he discovered 

radioactivity. It did show up with uranium salts decaying, producing alpha rays comprised of two 

neutrons and two protons. This phenomenon was explained later thanks to quantum physics and 

wave-particle duality by George Gamow (1904-1968, Ukrainian-Russian-American) in 1928. Just 

before in 1927, the German physicist Friedrich Hund (1896-1997, German) created the formalism 

explaining electron based tunneling effect. 

The tunnel effect is used in superconducting Josephson junctions and exploited in D-Wave quantum 

annealers where it is used to converge a system of spin qubits ("Hamiltonian", with a given total 

energy level) towards an energy minimum corresponding to the resolution of a complex combinatorial 

problem or a search for energy minimum as in chemistry or molecular biology. 

 

Figure 89: overview of the tunnel effect and its use cases, (cc) Olivier Ezratty, 2021. 

wave-particle duality enables particles to cross physical barriers

these are energy walls.

wave is usually attenuated after crossing the barrier.

depends on the wave length with regards to the barrier length and composition.

discovery: Henri Becquerel with uranium salts, 1896.

explanation: George Gamow, 1928.

electron tunneling formalism: Friedrich Hund, 1927. 

=> tunnel effect microscopes.

=> Josephson junctions and superconducting qubits.

=> used in quantum annealing computers (D-Wave).

=> tunnel effect is avoided in most transistor types.
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But contrarily to what I wrote in the previous editions of this book, the tunnel effect is not exploited 

in transistors. Most transistors make use of the field effect which was patented by Julius Edgar Li-

lienfeld in 1926. It is implemented in MOSFETs (metal-oxide-semiconductor field effect transistor) 

and in CMOS (complementary-metal-oxide-semiconductor, that use variants of MOSFETs). These 

transistors use a metal gate deposited on a silicon-dioxide (SiO2) and now a “high-K dielectric” as 

the gate dimension is decreasing with higher densities, to reduce the tunnel effect. The gate voltage 

determines the transistor conductivity. 

Quantum matter 

Quantum matter refers to materials or assemblies of few atoms which, for specific conditions, physi-

cal observables such as magnetism, electronic state or optical properties are only described by ad-

vanced quantum physics. They are at the crossroads of statistical physics. Iconic quantum materials 

are superconducting materials in which, below a certain temperature, electrons behave collectively as 

a sort of fluid dubbed “quantum fluid”. Other known quantum fluids in physics are superfluid helium, 

Bose-Einstein condensates, polariton condensates and ultra-cold neutral atoms. They all exhibit quan-

tum mechanical effects at a macroscopic collective level. These phenomena are usually reported at 

very low temperatures, close to -273°C, and sometimes high-pressures but some of them start to 

emerge in less drastic conditions. 

Definitions 

Given all standard matter such as metal, semiconductor or insulator rely on quantum description, 

starting with electrons quantum numbers and the atomic structure, how are quantum materials and 

quantum matter being accurately defined? Where is the frontier? Well, there’s no real consensus on 

this, a bit like how postulates are formalized in quantum physics. 

One of the reasons is that quantum materials range from yet untested theoretical concepts, to lab-

based experiments, up to industry applications like with graphene. It’s an entire new research field 

that is still in the making with a lot of fundamental research. 

It is also a field that is really hard to dig into, even more than many other fields that are covered in 

that book, like quantum error correction. So, forgive some of the vagueness of this part. I have not 

really understood all the sentences I wrote here! 

The simplest definition I found is “materials where electrons do interesting things”. Then, I opened 

quantum matter’s Pandora’s box and found many other definitions. 

The US Department of Energy created its own definition in 2016 with “solids with exotic physical 

properties that arise from the interactions of their electrons, beginning at atomic and subatomic 

scales where the extraordinary effects of quantum mechanics cause unique and unexpected behav-

iors”149. 

A more precise definition was proposed by Philip Ball in 2017 which is based on materials where 

electrons are operating collectively as quasi-particles and are frequently confined in some 2D geom-

etries like graphene sheets, with derivatives in 3D assemblies of graphene sheets with small angle 

rotations called magic angle, creating the new field of twistronics150. 

 

149 Seen in Basic Research Needs for Quantum Materials, DoE, 2016 (4 pages), with a slightly simpler one “solids with exotic physical 

properties, arising from the quantum mechanical properties of their constituent electrons; such materials have great scientific and/or 

technological potential” seen in Quantum Materials for Energy Relevant Technology by the DoE Office of Science, 2016 (170 pages). 

150 In Quantum materials: Where many paths meet by Philip Ball, MRS Bulletin, 2017 (8 pages), Magic angle, a new twist on by Pablo 

Jarillo-Herrero and Senthil Todadri, MIT, January 2021 (12 pages) and Magic-Angle Multilayer Graphene: A Robust Family of Moiré 

Superconductors by Jeong Min Park, Pablo Jarillo-Herrero, December 2021 (15 pages). This could lead to interesting superconducting 

effects. 

https://science.osti.gov/-/media/bes/pdf/brochures/2017/Quantum_Materials_Brochure.pdf
https://www.osti.gov/biblio/1616509-basic-research-needs-workshop-quantum-materials-energy-relevant-technology
https://www.cambridge.org/core/journals/mrs-bulletin/article/quantum-materials-where-many-paths-meet/FA5F98F440F9E02CC1BF234B3D437ED2
https://physics.mit.edu/wp-content/uploads/2021/01/physicsatmit_19_pablo-senthil.pdf
https://arxiv.org/abs/2112.10760
https://arxiv.org/abs/2112.10760
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Quantum materials are also grouped as strongly correlated materials where magnetism is important 

and their behavior is “dictated by quantum mechanical correlations between electrons”, and topolog-

ical materials where some symmetry of the material lattice provides protected electronic states on 

the surface or in the bulk of the crystal. 

And I didn’t try to find any semantic nuance between quantum matter and quantum materials! 

In another source151, quantum matter deals with “novel phases of matter at zero temperature with 

exotic properties”. It adds: 

“The main ways of characterizing and manipulating quantum matter are with entanglement, symmetry, 

and topology: 

Entanglement is the quantum property of correlated physical attributes among particles (position, 

momentum, spin, polarization). 

Symmetry refers to features of particles and spacetime that are unchanged under some transfor-

mation, seen as the property of a system looking the same from different points of view (a face, a cube, 

or the laws of physics) and its partner, symmetry breaking (in phase transitions)152. 

Topology is the property of geometric form being preserved under deformation (bending, stretching, 

twisting, and crumpling, but not cutting or gluing). Physical systems may have global symmetric and 

topological properties that remain invariant across system scales”. Usually, obtaining some topolog-

ical order requires cooling at very low temperatures like with superconducting materials. 

As stated before, quantum matter is characterized with being based on collective excitations. These 

excitations are composite entities that are analogous in their behavior to a single particle153 named 

quasiparticles 

It can be quasiparticles that are assemblies of several fermions, mostly electrons and holes, like two 

electrons in Cooper pairs explaining superconductivity, polaritons, excitons and vortex magnetic phe-

nomena like skyrmions, etc... It can also be collective excitations of bosons like phonons in crystal 

lattices. There are over 30 identified quasiparticles classes including some that are very exotic and 

less talked about like the Bogoliubon (a quasiparticle found in superconductors) and the wrinklon154. 

Philip Ball proposes a classification of these quasiparticles in seven categories155: 

• Cooper pairs of electrons in classical superconductivity (high-temperature superconductivity 

with cuprates requires a more complicated explanation). We cover their various use cases with 

superconducting qubits and sensors. 

 

151 See Quantum Matter Overview by Melanie Swan, Renato P. dos Santos and Frank Witte, April 2022 (23 pages). See also The 2021 

Quantum Materials Roadmap by Feliciano Giustino et al, February 2021 (93 pages) and Introduction to Quantum Materials by Leon 

Balents, KITP, 2018 (51 slides). 

152 Classical matter phases transitions are traditionally described with Lev Landau’s symmetry breaking model elaborated in 1937. It 

describes in a simplified way what happens at phase transitions (like gas↔liquid and liquid↔solid) with the evolution of a symmetry-

breaking order parameter (OP) named η (eta). It also describes various types of ordering phenomena like ferromagnetic, ferroelectric, 

ferroelastic or other types of electronic orders like Mott or insulator-metal transitions systems. In most cases, quantum matter is de-

scribed by a “topological order” that can’t be explained by Landau’s model. Some examples include topological insulators, topological 

semimetals, fractional quantum Hall states, quantum spin liquids and Fermi liquids. A Mott transition is a particular type of topological 

phase transition. Mott insulators are materials that are expected to conduct electricity but are insulators, particularly at low temperatures, 

and under certain conditions which can be controlled, leading to so-called Mott transitions. 

153 Source: Webster. Quasiparticle were first defined by Lev Landau in the 1930s. 

154 Source : https://en.wikipedia.org/wiki/List_of_quasiparticles. 

155 See Quantum materials: Where many paths meet by Philip Ball, 2017 (8 pages) 

https://www.mdpi.com/2571-8800/5/2/17
https://arxiv.org/abs/2102.02644
https://arxiv.org/abs/2102.02644
https://qs3.mit.edu/images/pdf/balents-lecture-1.pdf
https://www.merriam-webster.com/dictionary/quasiparticle
https://en.wikipedia.org/wiki/List_of_quasiparticles
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• Relativistic Dirac fermions such as many-electron excitations in Dirac semimetals and in gra-

phene156. Graphene has many applications in sensing and electronics. There was even a European 

Union Graphene Flagship program launched in 2013 with 1B€. 

• Weyl fermions are massless fermions related to Dirac fermions whose existence was predicted 

by Herman Weyl in 1929 and discovered in 2015 at Princeton157. These fermions are massless, 

have a high degree of mobility and are quasiparticle excitations in Weyl semimetals. Topological 

semimetals could be used in low-consumption spintronic and magnetic memory devices and ul-

trafast photodetectors158. 

• Laughlin quasiparticles proposed by Robert Laughlin in 1983 and who received the Nobel in 

Physics in 1998 for his theoretical explanation of the fractional quantum Hall effect, together with 

Horst Störmer and Daniel Tsui, who discovered the effect experimentally. They relate to the “frac-

tional quantum Hall effect” (FQHE, discovered in 1982) in a 2D “electron gas” placed in a mag-

netic field. It involves electron quasiparticles behaving like if they had a fractional charge, such 

as 1/3, 2/5 or 3/7, 1 being the charge of a single electron. One use case is to create an electron 

interferometer159. 

• Majorana fermions are hypothetical particles proposed in 1937 by Ettore Majorana, which are 

their own antiparticles. Their existence is still questioned. They could lead to creating topological 

qubits quantum computers with a better resistance to quantum noise and errors. 

• Anyons are hypothetical particles proposed by Frank Wilczek in 1982. Anyons have quantum 

statistics positioned in a continuum between fermions (1/2 spin) and bosons (integer spin). They 

could show up in quantum spin liquids160. These quantum spin liquids which can show up in 

magnetic materials where electron spins are not orderly aligned but are entangled. The first spin 

liquids were experimentally detected in 2020161. It could help to create innovative electronic mem-

ories. This state of matter was envisioned in 1973 by Philip W. Anderson162. 

• Skyrmions take the form of vortex-like topological quasiparticle excitations of spins in some 

magnetic materials. They were envisioned in 1962. 

We could still add here various classes and subclasses of quantum materials: 

• Spin glasses where electron spins freeze in a disordered fashion at some non-zero temperature. It 

leads to the notion of quantum glasses163. 

• Plasmons which are collective oscillations of electrons on the surface of a conductor that can 

interact with photons. It could also help creating energy savings and faster data storage solutions. 

• Topological insulators are materials whose bulk part is insulating and whose surface (2D or 3D) 

presents counterpropagating spin channels with no charge current. It could help create a new breed 

of energy-saving and fast-switching transistors. 

 

156 See the thesis Relativistic Phases in Condensed Matter by Thibaud Louvet, 2018 (165 pages). 

157 See After 85-year search, massless particle with promise for next-generation electronics discovered by Morgan Kelly, 2015. 

158 See Topological Semimetals by Andreas P. Schnyder, 2020 (32 pages). 

159 See Realization of a Laughlin quasiparticle interferometer: Observation of fractional statistics by F. E. Camino, Wei Zhou and V. J. 

Goldman, 2005 (25 pages). 

160 See A Field Guide to Spin Liquids by Johannes Knolle and Roderich Moessner, 2018 (17 pages). 

161 See Scale-invariant magnetic anisotropy in RuCl3 at high magnetic fields by K. A. Modic et al, October 2020 (32 pages). 

162 See Quantum Spin Liquids by C. Broholm et al, May 2019 (21 pages). 

163 See the review paper Quantum Glasses by Leticia F. Cugliandolo and Markus Müller, Sorbonne Université CNRS LPTHE and Paul 

Scherrer Institute, August-September 2022 (23 pages). 

https://tel.archives-ouvertes.fr/tel-01900468/document
https://www.princeton.edu/news/2015/07/16/after-85-year-search-massless-particle-promise-next-generation-electronics
https://www.cond-mat.de/events/correl20/manuscripts/schnyder.pdf
https://arxiv.org/abs/cond-mat/0502406
https://arxiv.org/abs/1804.02037
https://arxiv.org/abs/2005.04228#:~:text=Scale%2Dinvariant%20magnetic%20anisotropy%20in%20RuCl_3%20at%20high%20magnetic%20fields&text=In%20RuCl_3%2C%20inelastic%20neutron,state%20on%20a%20honeycomb%20lattice.
https://arxiv.org/abs/1905.07040
https://arxiv.org/abs/2208.05417
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• Quantum wires are con-

ducting wires with quan-

tum confinement effects 

modifying the transport 

properties, mostly when 

the wires have a diameter 

of a few nanometers, 

event down to a single 

atom164. They are usually 

called nanowires. Carbon 

nanotubes are a class of 

quantum wires. 

• Spin-torque materials 

that are already used in 

some low-power non-vol-

atile magnetic memories 

(STT-RAM or STT-

MRAM). 

 
Figure 90: quantum wires. Source: On demand defining high-quality, blue-light-active ZnSe 

colloidal quantum wires from Yi Li et al, National Review Science, April 2022 (29 pages). 

• Time crystals which we’ll cover later, and it is the source of a lot of headaches. 

• Wigner crystals are another very weird phenomenon. Predicted by Eugene Wigner in 1934 (the 

same Wigner of the Wigner function used in quantum photonics), it consists in crystals made of 

electrons, of course also at very low temperatures 

• They were experimentally 

observed in 2018 by an Is-

raeli-US-Hungarian team 

in one dimension at 10 

mK using carbon nano-

tubes for their measure-

ment165 and 2020 in 2D at 

80 mK by a team from 

ETH Zurich (as shown 

here on the right in Figure 

91) 166. 

 
Figure 91: Wigner crystals. Source: Observation of Wigner crystal of electrons in a monolayer 

semiconductor by Tomasz Smoleńsk et al, 2020 (26 pages). 

• Quantum batteries are still theoretical devices that would be more efficient than traditional bat-

teries with a shorter recharging cycle. 

 

164 See one recent example of quantum nanowire in On demand defining high-quality, blue-light-active ZnSe colloidal quantum wires 

from Yi Li et al, National Review Science, April 2022 (29 pages). 

165 See Imaging the electronic Wigner crystal in one dimension by I. Shapir et al, Science, 2019 (38 pages). 

166 See Observation of Wigner crystal of electrons in a monolayer semiconductor by Tomasz Smoleńsk et al, 2020 (26 pages). 

https://academic.oup.com/nsr/advance-article/doi/10.1093/nsr/nwac025/6537432
https://academic.oup.com/nsr/advance-article/doi/10.1093/nsr/nwac025/6537432
https://arxiv.org/abs/2010.03078
https://arxiv.org/abs/2010.03078
https://academic.oup.com/nsr/advance-article/doi/10.1093/nsr/nwac025/6537432
https://arxiv.org/abs/1803.08523
https://arxiv.org/abs/2010.03078
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• Quantum dots that are used in LCD 

screens and are not considered as being 

quantum materials since their behavior 

is explained by single electrons and 

classical quantum light/matter ex-

changes. They are made of powder with 

tiny compound grains of different sizes 

between 2 and 6 nm which are used to 

down-convert the blue light coming 

from LEDs into red and green light, cre-

ating a better balanced coverage of pri-

mary colors, as shown in Figure 92 167. 

The main problem is to replace cad-

mium that is a pollutant. These LCD 

screens quantum dots must not be con-

fused with the quantum dots used in sil-

icon qubits to trap single electrons and 

control their spin as well as the quantum 

dots used in unique photon sources like 

the ones from Quandela. 

 
Figure 92: quantum dots used in LCD screen and lighting. Source: 

Nanomatériaux et nanotechnologies : quel nanomonde pour le futur? by 
Pierre Rabu, 2018. 

Some other concepts related to quantum matter mandate some explanations: 

Many of the quantum 

matter species happen in 

crystals. And there are a 

lot of types of crystals 

classified by their crystal-

lographic order! There 

are 230 crystallographic 

space groups organized in 

7 crystal systems named 

triclinic, monoclinic, or-

thorhombic, tetragonal, 

trigonal, hexagonal and 

cubic and subclasses with 

primitive centering, cen-

tered on a single face, 

body centered and face 

centered168. 

 
Figure 93: Bravais lattices and crystal structure classification. Source: Wikipedia. 

 

167 It was first discovered at the end of the 1970s by Alexei Ekimov in Russia and explained in 1982 by Alexander Efros, also from 

Russia. From The Quantum Dots Discovery. See Advances in Quantum‐Dot‐Based Displays by Yu-Ming Huang et al, 2020 (29 pages), 

schema from Quantum dots and their potential impact on lighting and display applications by Paul W. Brazis, 2019 (18 pages). 

168 See Crystal Systems and Space Groups by Paul D. Boyle, University of Western Ontario (44 slides) and Cristallographie et tech-

niques expérimentales associées (in English) by Béatrice Grenier, 2014 (67 slides). 
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https://www.mediachimie.org/ressource/nanomat%C3%A9riaux-et-nanotechnologies-quel-nanomonde-pour-le-futur
https://nexdot.fr/en/history-of-quantum-dots/
https://www.researchgate.net/publication/342739358_Advances_in_Quantum-Dot-Based_Displays
https://collateral-library-production.s3.amazonaws.com/uploads/asset_file/attachment/11974/UL_WP_QuantumDots2019_v1.pdf
https://www.chemistry.mcmaster.ca/~xman/cccw18/files/Crystal_Systems_and_Space_Groups_coloured.pdf
http://gdr-mico.cnrs.fr/UserFiles/file/Ecole%2014/BGrenier_Cristallo.pdf
http://gdr-mico.cnrs.fr/UserFiles/file/Ecole%2014/BGrenier_Cristallo.pdf
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One key notion in crystallography is chirality which describes how crystal structures break spatial 

symmetry and are not identical to their mirrored structure169. There are also 1651 magnetic space 

groups which describe magnetism configurations at the atom level in crystal lattices170. 

Another key notion in quantum matter is time reversal symmetry. A time reversal symmetry means 

that the material looks the same when looking at a time scale backwards and forward. 

 
Figure 94: ferromagnetism, paramagnetism, ferrimagnetism and antiferromagnetism explained. Source: Wikipedia. 

Reversing time means looking back-

wards in time only from a mathemati-

cal standpoint, not physically revers-

ing time. There’s no way you can 

change the arrow of time backwards. 

Time reversal is not a time machine! 

Figure 95 presents an inventory of 

some physical properties that change 

or do not change with time reversal. 
 

Figure 95: time reversal symmetry explained. 

Superconductivity 

Superconductivity occurs when under a low-level temperature, some conducting materials no longer 

oppose resistance to electric current. With usual electric current, electrons move from atom to atom 

and transform part of their kinetic energy into heat related to the movement of the atoms hit by elec-

trons, also known as the Joule effect. 

With superconductivity, electrons arrange themselves in pairs, called Cooper's pairs, circulating be-

tween atoms without friction. The structure of the atoms of the conductive metal is also modified. 

Waves of atoms occur that follow and accompany the movement of Cooper's pairs. These are specific 

breeds of phonons. 

 

169 See A Chirality-Based Quantum Leap by Clarice D. Aiello and many al, November 2021 (93 pages) described in Chirality and the 

next revolution in quantum devices by César Tomé López, Mapping Ignorance, May 2022. See also Topology and Chirality by Claudia 

Felser and Johannes Gooth, May 2022 (27 pages) which makes a good classification including chiral and topological matter. 

170 See Magnetic Group Table, Part 2 Tables of Magnetic Groups, by Daniel B. Livin, 2014 (11976 pages). I hope the author found 

some way to automatize the production of all these pages! See also Exhaustive constructions of effective models in 1651 magnetic 

space groups by Feng Tang et al, March 2021 (25 pages) and Structure and Topology of Band Structures in the 1651 Magnetic Space 

Groups by Haruki Watanabe et al, August 2018 (43 pages). 

do not change with time reversal
position of particle in space
particle acceleration in space
force on the particle
particle energy
electric potential and field
density of electric charge
energy density of the EM field

changes with time reversal
time of events
particle velocity
particle linear momentum
electric vector potential
magnetic field
electric current density
power / rate of work done

time reversal symmetry

https://arxiv.org/abs/2009.00136
https://mappingignorance.org/2022/05/05/chirality-and-the-next-revolution-in-quantum-devices/
https://mappingignorance.org/2022/05/05/chirality-and-the-next-revolution-in-quantum-devices/
https://arxiv.org/abs/2205.05809
https://www.iucr.org/publ/978-0-9553602-2-0
https://arxiv.org/abs/2103.08477
https://arxiv.org/abs/2103.08477
https://arxiv.org/abs/1707.01903
https://arxiv.org/abs/1707.01903
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Cooper's pairs are electrons of opposite spins forming composite bosons (ensemble with zero spin), 

allowing them to have the same quantum state171. 

Superconductivity was dis-

covered experimentally in 

1911 by Heike Kamer-

lingh Onnes (1853-1926), 

Cornelis Dorsman, Gerrit 

Jan Flim and Gilles Holst 

at the University of Leiden 

in the Netherlands, with  

solid mercury at 4.2K. Ka-

merlingh Onnes also dis-

covered that a magnetic 

field whose intensity de-

pends on temperature 

could make the supercon-

ducting effect disappear172. 

Its interpretation was for-

mulated much later, in 

1957. 

 
Figure 96: table of chemical elements with those which are superconducting. Source: Wikipedia and 

various other sources. 

It was achieved by John Bardeen173, Leon Neil Cooper and John Robert Schrieffer of the Univer-

sity of Illinois. They built the so-called BCS theory174. Later experiments and extrapolations on the 

persistence of circulating currents injected into macroscopic superconducting rings found that the 

lower bound of these permanent currents was around 105 years. 

 
Figure 97: superconductivity explained. 

 

171 Cooper’s pairs can also be formed with atoms as with helium 3, a fermion, in its superfluid state named a fermionic condensate. 

172 See this detailed presentation: Superconductivity and Electronic Structure by Alexander Kordyuk, 2018 (145 slides). 

173 John Bardeen holds two Nobel prizes in physics, one in 1956 for the invention of the transistor with William Shockley and Walter 

Brattain and the other for the interpretation of superconductivity in 1972 with Leon Neil Cooper and John Robert Schrieffer. Cooper 

co-created the BCS theory at the age of 27 and won the corresponding Nobel Prize at the age of 42. Born in 1930, he is still with us 

today. 

174 An accurate timeline of the discovery of the principle of superconductivity is provided in the presentation 50 Years of BCS Theory 

"A Family Tree" Ancestors BCS Descendants, by Douglas James Scalapino, John Rowell and Gordon Baym, 2007 (52 slides). See also 

the excellent book The rise of superconductors by P.J. Ford and G.A. Saunders 2005 (224 pages) which tells the story of the discovery 

and then interpretation of superconductivity. Before the BCS theory, many physicists had broken their teeth on the explanation of 

superconductivity: Albert Einstein, Niels Bohr, Lev Landau, Max Born, Felix Bloch, Léon Brillouin, John Bardeen (co-inventor of the 

transistor), Werner Heisenberg and Richard Feynman. 
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https://kau.org.ua/images/conf/MQT_2018/Kordyuk_Lecture_1+2.pdf
http://web.physics.ucsb.edu/~djs/docs/APS2007talkBCS.pdf
http://web.physics.ucsb.edu/~djs/docs/APS2007talkBCS.pdf
https://epdf.pub/the-rise-of-the-superconductors.html
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About 50 chemical elements are superconducting at low temperature but the superconductivity tem-

perature and pressure thresholds are very variable. In general, metals that are superconductors are 

poor conductors in their normal state and most good conductors like copper, gold and silver are not 

superconductors. 

Superconductivity is possible with composite alloys such as germanium, titanium and niobium alloys 

or copper-based materials (as cuprates). This is particularly the case with aluminum and mercury. The 

most common superconducting materials are aluminum and a niobium and titanium alloy, used in 

superconducting wires in MRI imaging systems and superconducting qubit cryostats175. 

The superconducting effect is maximum for atoms that 

have a large number of valence electrons, i.e., in the last 

orbital layer, with the highest quantum number. 

Superconductivity explains unexpected phenomena 

such as the levitation of magnets above 

superconductors immersed in liquid nitrogen. Super-

conducting ceramics, discovered since 1986, can be 

used in this striking experiment. 

 
Figure 98: the Messner effect. 

The magnetic field is then expelled from inside the 

superconducting material. This is the Meissner effect, 

discovered in 1933 by Walther Meissner (1882-1974, 

German), which only applies to certain so-called type I 

superconductors. It explains the repulsion 

demonstrated in numerous experiments. Type II which 

does not generate this phenomenon includes niobium 

titanium alloys which are frequently used with a 1:1 

ratio of each in the alloy. 

 
Figure 99: Meissner effect explanation. 

In type II superconductors, an intermediate phase 

between the classical metallic phase and the 

superconducting phase allows the magnetic field to 

pass partially. The Holy Grail of superconductivity 

would be to obtain it at room temperature, allowing, for 

example, to reduce transmission losses in grid electric 

power lines176. Out of the various metals used in quan-

tum technologies, titanium becomes superconducting at 

390 mK, aluminum at 1.2K, indium at 3.4K and nio-

bium at 9.26K. 

 
Figure 100: type I and II superconductors characteristics. 

Source: Critical Magnetic Field, undated. 

Scientists from IBM began discovering superconducting metal alloys above 77K (-196°C) in the late 

1980s, the temperature of liquid nitrogen. 

 

175 See Superconductivity 101. The superconducting properties of the niobium-titanium alloy were discovered in 1962. It is widely 

used in the cooling of MRI scanners but also in many scientific instruments, notably in the ITER experimental nuclear fusion reactor 

at Caradache. The Periodic Table of Elements comes from Wikipedia. 

176 Type I and II superconductors are mathematically and quantumly explained by the Ginzburg–Landau theory created in 1950. See 

Theory of Superconductivity by Carsten Timm, TU Dresden, February 2022 (150 pages). 
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http://hyperphysics.phy-astr.gsu.edu/hbase/Solids/scbc.html
https://nationalmaglab.org/education/magnet-academy/learn-the-basics/stories/superconductivity-101
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Most of them are cuprates alloys (copper-based). A record was achieved 

in 2019 with a molecule combining lanthanum and hydrogen (LaH10, 

illustrated in Figure 101) and at -23°C, thus a near-ambient temperature. 

In the latter case, however, it works at a huge pressure of 218 GPa, rep-

resenting more than 2 million times the atmospheric pressure, which is 

101,325 Pa 177. Other records were broken with metallic hydrogen in 

2020 by CEA, operating at 17°C and at an even greater pressure of 400 

GPa178. Another record of 15°C with 270 GPa was achieved in the USA 

also in 2020, using a carbonaceous sulfur hydride179. A less impressive 

2022 record was created in China with clathrate calcium hydride (CaH6) 

being superconducting at 215K and 172 GPa180. 

 
Figure 101: LaH10 high 

superconducting temperature 
molecule. 

You always see this trade-off between superconducting temperature and pressure. At this very high 

pressure, practical use cases are not easy to implement! But at lower temperatures, interesting used 

cases arise like with single photons detectors181. 

Hence the willingness to use quantum simulators or computers to run superconductivity quantum 

equations and identify materials that would be superconducting at room or near-room temperature182. 

By the way, we may wonder why scientists are not using high-temperature superconducting materials 

to build superconducting qubits? The main reason is that their low temperature of about 15 mK is 

related to the controlled noise environment linked to using driving micro-waves in the 5-10 GHz 

range (~0.040 meV). These microwaves have the benefit of being photons adapted to the anharmonic 

excitement levels of Josephson gates and to be transportable on coaxial cables which are themselves 

made of superconducting materials like niobium-titanium. The superconducting qubits cooling tem-

perature of 15 mK creates an ambient thermal noise that is one order of magnitude lower than the 

temperature corresponding to these controlling microwaves (a few kT, with k=Boltzmann constant 

and T being the temperature = ~0.004 meV). 

Superconductivity is commonly used in MRI scanners183, using large superconducting magnets that 

are cooled with liquid helium. Scanners are encased in a protective coating to constrain the magnetic 

field inside the scanner. The niobium-titanium coil wiring is enveloped in a copper matrix. 

This combination is also used in large physics instruments like the CERN LHC in Geneva with 1200 

tons of cables including 470 tons of NbTi (niobium-titanium), the rest being copper, in cables totaling 

21 km. Superconductivity creates a current of 11,850 A generating a powerful magnetic field of 8.33 

tesla creating a centripetal force holding the accelerated particles. These magnets are cooled by 10,000 

tons of superfluid helium-4 at 1.9K. Their cables are made of niobium-titanium filaments surrounded 

by copper. The whole unit power is 40MW with an electricity consumption estimated at 750 GWh 

per year according to CERN. It is the largest and most powerful refrigerator in the world! 

 

177 See Quantum Crystal Structure in the 250K Superconducting Lanthanum Hydride by Ion Errea, July 2019 (20 pages). 

178 See Here comes metallic hydrogen - at last! by Jean-Baptiste Veyrieras, May 2020. Another record was broken in 2019 with YH6 

(yttrium hybrid) at a pressure of 110 GPa. See Anomalous High-Temperature Superconductivity in YH6 by Ivan A. Troyan et al, 2019 

(36 pages). 

179 See Room-temperature superconductivity in a carbonaceous sulfur hydride by Elliot Snider et al, Nature, October 2020 (14 pages). 

180 See High-Temperature Superconducting Phase in Clathrate Calcium Hydride CaH6 up to 215 K at a Pressure of 172 GPa by Liang 

Ma et al, PRL, April 2022 (not open access). 

181 See Single-photon detection using high-temperature superconductors by I. Charaev et al, August 2022 (8 pages). 

182 Another fancy solution consists in lowering the room temperature as described in Novel approach to Room Temperature Supercon-

ductivity problem by Ivan Timokhin and Artem Mishchenko, April 1st, 2020 (4 pages). 

183 Nuclear magnetic resonance imaging. 

https://arxiv.org/abs/1907.11916
https://www.science-et-vie.com/science-et-culture/hydrogene-metallique-enfin-55501
https://arxiv.org/ftp/arxiv/papers/1908/1908.01534.pdf
https://www.nature.com/articles/s41586-020-2801-z.epdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.167001
https://arxiv.org/abs/2208.05674
https://arxiv.org/ftp/arxiv/papers/2003/2003.14321.pdf
https://arxiv.org/ftp/arxiv/papers/2003/2003.14321.pdf
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Figure 102: MRI principle. Source of illustration on the right: Helium Reclaiming Magnetic Resonance Imagers by Dan Hazen, MKS 

Instruments (5 pages). 

Superconductivity is operated in the Chuo Shinkansen Maglev high-speed train in Japan, which has 

been undergoing trials since 2013 and is expected to reach a commercial speed of 505 km/hr. It uses 

a superconductive based magnetic suspension with a rather expensive infrastructure. Power consump-

tion per passenger/kilometer is three times that of traditional Shinkansen, but it is still competitive 

with airplanes. A 286 km Tokyo-Nagoya line is planned for commercial service in 2027. 

Superconductivity has also been studied to improve the efficiency of electric motors and generators 

with HTS Synchronous Motors (High-Temperature Superconducting). It allows a reduction of motors 

size and efficiency improvements. It is based on superconducting materials that only require liquid 

nitrogen cooling, but some systems still use helium-based cooling. 

Studies began in the 1980s and these engines and generators are beginning to be deployed in the 

military navy and in wind power generation, notably at ASMC, Sumitomo Electric184 and with the 

European EcoSwing project, which involves Sumitomo's cryostat division. 

Superconducting cables have also been introduced 

to transmit electricity without power loss and greater 

capacity to meet the ever-increasing demand. They 

are offered by the French cable manufacturer 

Nexans, which installed one in Long Island. Their 

600 m underground cable has been in operation since 

2008. It can supply electricity to 300,000 homes185. 

But it is rather complex to implement and was not 

seemingly replicated in many places. The project 

cost was $46.9M. 
 

Figure 103: Nexans superconducting cable. 

As far as quantum computers are concerned, superconductivity is used in particular in superconduct-

ing qubits that exploits the Josephson effect that we have already described in another section. This 

technology is also used in variations of SQUIDs (superconducting quantum interference device) in 

quantum sensing. Josephson junctions have a relationship between voltage and frequency which en-

ables the creation of various sensors. It can convert a voltage to frequency as well as a frequency to 

voltage (with the inverse AC Josephson effect using a microwave impulse). We also find it in the type 

II niobium-titanium based superconducting cables used for reading the state of superconducting and 

electron spin qubits. 

 

184 See Design of MW-Class Ship Propulsion Motors for US Navy by AMSC by Swarn S. Kalsi, 2019 (50 slides). 

185 Information Source: Long Island HTS Power Cable, Department of Energy, 2008 (2 pages). In addition to Nexans, the cryogenic 

system was supplied by Air Liquide. 

http://web.archive.org/web/20201112023805/https:/www.johnmorrisgroup.com/Content/Attachments/119941/HeliumReclaim-TechPap.pdf
https://indico.cern.ch/event/760666/contributions/3390601/attachments/1880202/3099643/Navy_Motors-20190715.pdf
https://www.energy.gov/sites/prod/files/oeprod/DocumentsandMedia/LIPA__5_16_08.pdf
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Superconductivity could also be used to create processors operating at low temperatures and capable 

of operating up to 700 GHz, much faster than current server processors running at a peak 4 to 5 

GHz186. An MIT team announced in July 2019 a proposal for a technique to create spiking neurons 

with superconducting Josephson effect circuits using nanowires187. 

This is still a research field with very few industry applications at this point. We’ll investigate this 

field in a specific section on unconventional computing. Superconducting electronics could be very 

useful to create and analyze the microwaves used in superconducting and electron spin qubits. 

Superfluidity 

Superfluidity is yet another quantum physics phe-

nomenon to cover here. It occurs only with super-

fluid helium which, at ambient pressure, never 

freezes, no matter how low the temperature can be.  

Superfluid liquid has zero viscosity and flows with-

out any loss of kinetic energy. When poured into a 

recipient, it tends to rise up by capillary action on its 

rim and flow out of it. It can even pass through very 

fine capillaries. 
 

Figure 104: superfluidity. Source: Wikipedia. 

Helium was first liquefied in 1908 at 4.2K by Heike Kamerlingh Onnes, the discoverer of supercon-

ductivity in 1911. Its superfluidity was highlighted independently in 1938 by Pyotr Kapitsa (1894-

1984, USSR), John Frank Allen (1908-2001, USA) and Don Misener (1911-1996, USA)188. 

        
Figure 105: visualization of the superfluidity phenomenon. Source: Helium 4 (14 slides). 

There are two isotopes of helium: 3He with a single neutron, which is the least abundant in nature, 

and 4He, with two neutrons, the most common. The latter is a boson, with an integer spin, giving it 

different properties from helium 3, which is a fermion with a half-integer spin. At low temperature, 
4He behaves like Bose-Einstein condensates since being bosons. 3He behaves differently, being fer-

mions, and assemble in pairs similar to electron Cooper pairs. It becomes superfluid at lower temper-

atures than 4He, at around 1 mK in the absence of a magnetic field (see the phase diagram in Figure 

104), vs. 2.17K for 4He. 

 

186 See Superconductor ICs: the 100-GHz second generation by Darren Brock, Elie Track and John Rowell of Hypres, 2000 (7 pages). 

187 See A Power Efficient Artificial Neuron Using Superconducting Nanowires by Emily Toomey, Ken Segall et Karl Berggren, 2019 

(17 pages). 

188 See Viscosity of Liquid Helium below theλ-Point, Pyotr Kapitsa, Nature (1938) and Flow of liquid helium II, Joan F. Allen, Don 

Misener, 1938 (1 page). Pyotr Kapitsa was awarded the Nobel Prize in 1978 for his work in the field of low temperatures. 

https://commons.wikimedia.org/wiki/File:Phase_diagram_of_Helium-4-en.svg
http://fy.chalmers.se/~delsing/LowTemp/LectureNotes/LectureNotes11.PDF
https://www.hypres.com/wp-content/uploads/2011/06/BrockSpectrum00.pdf
https://arxiv.org/ftp/arxiv/papers/1907/1907.00263.pdf
https://www.nature.com/articles/141074a0
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Its superfluidity was only discovered in 1973189. The different properties of 3He and 4He are used to 

operate the dilution cryogenics systems that equip many quantum computers whose operating tem-

perature is between 10mK and 1K. We will study this in detail in this book, starting page 465. 

Industrial demand for helium is spread across many industries: medical imaging for MRI systems 

magnets cooling, then microelectronics industries. 

       
Figure 106: Sources: left diagram: Wikimedia, right diagram: Edison Investment Research, February 2019,  

referring to Kornbluth Helium Consulting. 

Bose-Einstein Condensates 

Bose-Einstein condensates are extremely low-density gases of bosons cooled down to very low tem-

peratures, at the lowest energy level we can set matter in, below solid state. 4He is the most famous 

element that was experimented in this matter state. 

 
Figure 107: Bose-Einstein condensates positioned within the various states of matter. 

It took a while between the work of Bose and Einstein in 1924 and the experimental discovery of 

BECs in 1995 by Carl Wieman, Wolfgang Ketterle and Eric Cornell with rubidium 87 at 170 nK. 

It was cooled with laser-based Doppler effect and magnetic evaporating technique. 

 

189 David Morris Lee (1931), Douglas Dean Osheroff (1945) and Robert Coleman Richardson (1937-2013) were awarded the Nobel 

Prize in Physics in 1996 for their discovery of helium-3 superfluidity. 

Bose-Einstein condensation at 400, 200 and 50 nK 

prediction: Satyendra Bose and Albert Einstein, 1924

discovery: Karl Weiman, Wolfgang Ketterle
and Eric Cornell, 1995
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https://commons.wikimedia.org/wiki/File:Sketch_of_helium_dilution_refrigerator.svg
https://www.edisongroup.com/wp-content/uploads/2019/02/HeliumMacroUpdate2019.pdf
http://www.kornbluthheliumconsulting.com/


Understanding Quantum Technologies 2022 - Quantum physics 101 / Quantum matter - 121 

BECs play an important role in quantum technologies. They led to the control of individual atoms 

that are used in quantum simulators and in quantum gravimeters. Together with superfluids and su-

persolids, BECs belong to the field of quantum hydrodynamics. 

Supersolids 

Supersolidity is another weird quantum state of matter showing up at ultracold temperatures, when 

atoms behave as a crystal and as a superfluid at the same time. This is made possible with crystal 

lattice with holes (like in an NV center). 

The vacancies behave quantumly as bosons and can switch position in a quantum manner like a Bose 

Einstein Condensate. It’s a vacancies quantum tunnelling phenomenon. 

This state of matter was predicted in 1969190 and it was first demonstrated, although debated for a 

long time, in 2004 with 4He at a pressure of about 60 bar and below 170 mK191. The related funda-

mental research is going on in various places in the world like in the USA, Innsbruck192, Pisa193, 

Stuttgart, Warsaw, Geneva, and Paris. It is now possible to create supersolids with ultracold dipolar 

quantum gases of highly magnetic lanthanide atoms like erbium and dysprosium. The supersolidity 

effect can be controlled by a magnetic field. 

There are no known practical applications of this phenomenon to date although it could lead to new 

forms of quantum simulation systems like the ones using cold atoms. 

Polaritons 

Polaritons is a field of quantum physics that is rarely mentioned in the context of quantum technolo-

gies. It mostly belongs to fundamental research but could be of interest in various fields such as 

quantum computing and quantum sensing. 

Polaritons are quantum quasi-particles in the domain of strong coupling between light and matter. 

They result from the coupling between photons and an electrical polarization wave. 

These waves occur in particular in plasmons (oscillations of free electrons in metals), phonons (os-

cillations of atoms, especially in crystal structures) and excitons (pairs of electron holes generated by 

photons in semiconductors194). The materials can be atoms gas, massive classical semiconductors, 

thin films inserted in optical cavities or superconducting Josephson junctions. 

Excitation photons have a wavelength corresponding to the resonance frequency of the associated 

medium, often in the visible light or infrared ranges. Polaritons have mixed properties of photons 

dressed by electronic excitations. 

They behave like bosons (having an integer spin) that can occupy the same quantum state and operate 

in groups, such as superconducting currents forms with paired electrons named Cooper pairs or Bose-

Einstein condensates (BEC). 

 

190 By David J. Thouless (1934-2019, British, 2016 Nobel prize in physics) and, independently, by Alexander Andreev (1939, Russian) 

and Ilya Mikhailovich Lifshitz (1917-1982, Russian). See The flow of a dense superfluid by David J. Thouless, 1969 (25 pages) and 

Quantum theory of defects in crystals by Alexander Andreev and Ilya Mikhailovich Lifshitz, 1969 (7 pages). 

191 See Probable observation of a supersolid helium phase by E Kim and M H W Chan, 2004, The enigma of supersolidity by Sébastien 

Balibar, Nature, 2010 (7 pages) and the review paper Saga of Superfluid Solids by Vyacheslav I. Yukalov, 2020 (26 pages). 

192 Research in Austria is led by Francesca Ferlaino from the University of Innsbruck, IQOQI. 

193 See The supersolid phase of matter by Giovanni Modugno, 2020 (37 slides). 

194 The name of polariton was created by Joseph John Hopfield (1933, American) in 1958 and at that time concerned polariton excitons. 

See Theory of the Contribution of Excitons to the Complex Dielectric Constant of Crystals by Joseph John Hopfield, 1958 (14 pages). 

Hopfield is also known in the field of neural networks in AI with his "Hopfield networks". 

https://www.sciencedirect.com/science/article/pii/0003491669902863
http://web.archive.org/web/20130228161007/http:/www.jetp.ac.ru/cgi-bin/dn/e_029_06_1107.pdf
https://www.researchgate.net/publication/8918053_Probable_observation_of_a_supersolid_helium_phase
http://www.lps.ens.fr/~balibar/Nature2010.pdf
https://arxiv.org/pdf/2003.13469.pdf
https://www.sif.it/static/SIF/resources/public/files/congr20/ri/Modugno.pdf
https://www.researchgate.net/publication/243698634_Theory_of_the_Contribution_of_Excitons_to_the_Complex_Dielectric_Constant_of_Crystals
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Figure 108: various forms of polaritons. Source: Polaritons in van der Waals materials by D. N. Basov et al, 2016 (9 pages) which 

makes a good inventory of different types of polaritons and their fields of application. 

Depending on the interaction scale, polaritons operate in a semiclassical or quantum regime. In the 

first case, the electromagnetic field interacts with a macroscopic polarization field. The polariton field 

then has the properties of a classical field but its elementary quantum is the result of a dipole-photon 

"wrapping" that can only be described by quantum mechanics. In the second case, the electromagnetic 

field interacts with a single polarization field quantum that has been isolated in one way or another, 

such as a superconducting qubit or an exciton in a quantum box. We are then in the quantum regime 

of strong coupling, known as the "Jaynes-Cummings Hamiltonian", where the energy levels are dis-

crete and each level correlate to a given number of excitation quanta in the system. Cavity-excited 

polaritons are generally in the first regime. 

In polaritons, semiconductor matter receives photons that excite it. It then emits photons to get out of 

its excited state, all of this in a very fast iterative cycle, the photons circulating in a closed circuit in 

the cavity. In practice, electromagnetic and polarization fields co-propagate in the medium in an iden-

tical way, notably in polarization and frequency, and with a fixed phase relation (without phase shift 

or with a 180° phase shift, i.e., π). Polaritons are particularly interesting for generating strong nonlin-

earities which are searched in photonics195. 

Thanks to the degenerate states in which polaritons can be prepared and to the fact that they interact 

with each other, polaritons constitute an out-of-equilibrium quantum fluid called "light quantum 

fluid", often abusively referred to as "liquid light". Polaritons can thus generate surface waves and 

propagation phenomena typical of quantum fluids such as superfluids. Polaritons also interact with 

each other, which is not the case for photons in vacuum196 . We can experimentally control the spatial 

distribution of the density, phase and velocity of these fluids of light197. 

 

195 See also this very dense review paper Quantum Fluids of Light by Iacopo Carusotto and Cristiano Ciuti, 2013 (68 pages). 

196 See the pedagogical presentation Swimming in a sea of light: the adventure of photon hydrodynamics by Iacopo Carusotto, 2010 

(28 slides). Presentation realized with the help of, among others, Elisabeth Giacobino and Alberto Bramati from CNRS. See also the 

very well-illustrated presentation Quantum fluids of light by Jacqueline Bloch, February 2020 (58 slides). 

197 Source: description of the ANR project: Quantum Light Fluids - QFL launched in 2016. 

https://www.science.org/doi/10.1126/science.aag1992
https://arxiv.org/abs/1205.6500
http://www.science.unitn.it/~carusott/perugia.pdf
https://www.universite-paris-saclay.fr/sites/default/files/media/2020-02/bloch-iqups-cours1.pdf
https://anr.fr/Projet-ANR-16-CE30-0021
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There are many variants of polaritons which depend on the nature of the electronic excitation of the 

matter: 

• Phonon-polaritons resulting from the coupling between an infrared photon and an optical pho-

non caused by the mechanical oscillation of two adjacent ions of opposite charge in a crystalline 

structure. This oscillation produces an oscillating electric dipole moment. This phenomenon was 

discovered by Kirill Tolpygo (1916-1994, Russian) in 1950 and, independently, by Kun Huang 

(1919-2005, Chinese) in 1951. One application of phonon polaritons are thermal emitted and im-

agers198. 

• Exciton-polaritons result from the coupling 

of a photon with an exciton in a semiconduc-

tor cavity. An exciton is a quasi-particle con-

sisting of an electron-hole pair connected by 

Coulomb forces, generated by excitation pho-

tons. The notion of exciton was created by 

Yakov Frenkel (1894-1952, Russian) in 

1931. Like all types of polaritons, these have 

two energy bands: the high and low polariton. 

It is a general property of the strong coupling 

regime between electric dipole and electro-

magnetic field. Here, the level is high when 

the photon and the semiconductor are excited 

and in phase, and low when they are in oppo-

site phase199. 

 

Figure 109: exciton-polariton. Source: Polariton: The Krizhanovskii 
Group. University of Sheffield. 

• Researchers are trying to create transistors using polariton-exciton as well as on single quantum 

control200. 

• Surface plasmon polaritons (SPP) result from coupling surface plasmons and photons. A plas-

mon is a quantized oscillation of high-density electron gases. A surface plasmon is a coherent 

electron oscillation occurring at the interface between two different materials, often a metal and a 

dielectric or between metal and air. A surface plasmon polariton is an oscillation caused by an 

incident photon. 

  
Figure 110: surface-plasmon polariton phenomenon. Source: Wikipedia. 

 

198 See Surface phonon polaritons for infrared optoelectronics by Christopher R. Gubbin et al, January 2022 (23 pages). 

199 Source of illustration: Low Dimensional Structures & Devices Group. University of Sheffield, mentioned here. 

200 The "polariton blockade" mechanism allows in principle to manipulate excitonic cavity polaritons at the single quantum scale. See 

Towards polariton blockade of confined exciton-polaritons by Aymeric Delteil, 2019 (4 pages). 

https://ldsd.group.shef.ac.uk/research/polaritons/
https://ldsd.group.shef.ac.uk/research/polaritons/
https://en.wikipedia.org/wiki/Surface_plasmon
https://aip.scitation.org/doi/10.1063/5.0064234
https://55bac62c-a-ab15346e-s-sites.googlegroups.com/a/umich.edu/reu/Light%20and%20Matter%20Interactions%20in%20TMDC%20Systems%20presentation.pdf?attachauth=ANoY7cp13tZZk-Mzyx1uI2tV1UQHtxDkr2kOv8vl5rXwQAQenIhqqNKFZYXDag75IMsFTED_GGKgOEHKsjQUK_wojCVVx5HPUBDsiLhJg7Ds1WrERD_PLzsHqbNe4sqAyQw6bK8-7MZamw9f_9sy-Lkr2uT0OUqjt4Wl5ii-1Bm46NwuEBDiCnL1_nehpYLd1BVHPV3H9Xy1U3N4Urg4BnwyyADtmEuAv1Q9MQ1KIsOtOb2yywSmBeBLPgm1_c7-kix1OJMCt5Tx&attredirects=0
https://www.researchgate.net/publication/331215741_Towards_polariton_blockade_of_confined_exciton-polaritons
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• SPPs are used in optical quantum sensors for temperature and for the detection of the concentra-

tion of different components by refractivity and then spectroscopy, especially in medtechs (detec-

tion of various organic molecules and of interactions between proteins), biological analyses (tox-

ins, drugs, additives) or for the detection of gases201. 

• SPRs (Surface Plasmon Resonance Plasma) can be much more powerful than near-infrared spec-

troscopy sensors such as those from Scio202 . They measure the polarized light reflected from a 

laser diode in terms of intensity, angle, wavelength, phase and polarization. 

 
Figure 111: surface plasmon resonance plasma. Source: Surface Plasmon Resonance (SPR) by Lifeasible. 

• As in many biological analysis systems, it is possible to create 2D matrices (microarrays) inte-

grating many detection molecules and to detect a lot of components in the sample to be analyzed203. 

• SPRs are commonly marketed by companies such as Cytiva (USA), Carterra (USA), Horiba 

(Japan)204, IBIS Technologies (Netherlands), Lifeasible (USA), Polaritons Technologies (Swit-

zerland) and XanTec (Germany). 

• Cavity polaritons are a variant of the polariton excitons where the photon is trapped in a micro-

cavity, and the exciton is confined in a quantum well. They are made of III-V semiconductors like 

indium, arsenic and gallium. 

• Photons trapping is often performed using two Bragg mirrors facing each other to create an optical 

cavity using layers of dielectrics to reflect light very efficiently and of all wavelengths. These 

mirrors are fabricated from molecular beam epitaxy allowing coherent crystal growth on a gallium 

arsenide (GaAs) crystal substrate. The result is monocrystalline and can contain more than a hun-

dred layers of different alloys, with thicknesses ranging from 5 nm to 50 nm, controlled to the 

 

201 The general principle of this instrument is to use a laser diode to illuminate a gold surface at an angle (via a mechanically controllable 

angle) and to capture the reflected beam with a detector. The gold surface is coated with a specific molecule ("biorecognition element" 

in the diagram) that tends to associate itself with a molecule that we want to detect (in the liquid phase "flow of analyte"). The molecules 

detected can be peptides, polypeptides, proteins, enzymes, vitamins, DNA or RNA sequences, or antibodies (in particular for cancers 

diagnosis). The association modifies the reflectivity of gold and allows the detection of the target molecule. 

202 See Recent advances in Surface Plasmon Resonance for bio sensing applications and future prospects by Biplob Mondal and Shuwen 

Zeng, August 2020 (31 pages). The second author is from the Limoges XLIM laboratory in France. 

203 See Surface Enzyme Chemistries for Ultra sensitive Microarray Biosensing with SPR Imaging by Jennifer B. Fasoli et al, 2015 (10 

pages) where the associated illustration comes from. 

204 Horiba’s European research center is located in Palaiseau next to the C2N of the CNRS, Télécom Paris, Thales and the Institut 

d'Optique. Horiba is specialized in spectrometers and various other optical instruments like near-IR photoluminescence characterization 

of InGaAs/GaAs quantum dots. They acquired Yvon Jobin, a French optical instruments manufacturer in 1997. 

https://www.lifeasible.com/custom-solutions/plant/analytical-services/gene-function-analysis/surface-plasmon-resonance-spr/
https://hal-unilim.archives-ouvertes.fr/hal-02915657/document
https://pubs.acs.org/doi/10.1021/la504797z
https://static.horiba.com/fileadmin/Horiba/Application/Health_Care/Life_Sciences/Nanoscience/OSD-109-PL_of_InGaAs-GaAs_Quantum_Dots.pdf
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nearest atomic monolayer205. These microcavity polaritons were discovered in 1992 by Claude 

Weisbuch (France)206. 

• Intersubband-polaritons result from the coupling of an infrared or terahertz photon with an in-

tersubband excitation. They can be used to create infrared detectors. 

• And then Bragg-polaritons (Braggoritons), plexcitons (plasmons + excitons), magnon polari-

tons (magnon, spin waves in ferromagnetic materials + photons) and similaritons (amplified 

photons in optical fibers). 

In short, all these "*-ons" are the result of the interaction between photons and different forms of 

matter, noticeably electrons. What does this have to do with quantum computing? Polaritons are used 

in various optical devices related to photon qubits, including photon transport and single photon de-

tectors. 

They could eventually allow the creation of photon qubits that can interact with each other. This is 

what emerged from an MIT and Harvard publication by Vladan Vuletić and Mikhail Lukin in 2018 

which demonstrated the interaction of three photons in an atom placed in a Rydberg state, constituting 

a "Rydberg polariton"207. Another research project in Singapore uses polariton excitons to create pho-

ton qubits with the particularity of being able to operate at room temperature, using single-qubit gates 

and √SWAP two-qubits gates208. 

Microcavities polaritons can be used to create quantum simulators209. They are implanted in III-V 

semiconductor structures as 2D arrays. One field of application is the simulation of gravitational 

structures such as a Hawking radiation on the horizon of a black hole. And why not, to simulate the 

operation of a dilution refrigerator associating helium 3 and 4 at very low temperature. 

Polaritons are also the field of topological behaviors of matter and are perhaps an alternative way to 

the Majorana fermions to create error corrected qubits. These are longer term pathways than the qubit 

technologies studied in this book, but worthy of interest. 

Other applications, already mentioned, target the very diverse field of quantum sensing, including 

optomechanical systems210. 

In France, polaritons are the specialty of Cristiano Ciuti (UPC MPQ), Elisabeth Giacobino (CNRS 

LKB), Jacqueline Bloch (CNRS C2N211), Alberto Bramati (ENS LKB), Alberto Amo (PhLAM 

CNRS Lille), Le Si Dang and Maxime Richard (CNRS Institut Néel Grenoble). 

 

205  See Cavity polaritons for new photonic devices by Esther Wertz, Jacqueline Bloch, Pascale Senellart et al, 2010 (12 

.pages)

 

206 See Observation of the coupled exciton-photon mode splitting in a semiconductor quantum microcavity by Claude Weisbuch et al, 

1992 (4 pages). 

207 See Physicists create new form of light by Jennifer Chu, 2018 referencing Observation of three-photon bound states in a quantum 

non linear medium by Qi-Yu Liang et al, 2018 (5 pages). 

208 We will define this type of quantum gate in a dedicated section of this book. See Quantum computing with exciton- polariton 

condensates by Sanjib Ghosh and Timothy C. H. Liew, October 2019 (6 pages). Tim Liew is a researcher at the joint MajuLab laboratory 

between CNRS and the National University of Singapore. 

209 See Microcavity Polaritons for Quantum simulation by Thomas Boulier, Alberto Bramati, Elisabeth Giacobino, Jacqueline Bloch et 

al, May 2020 (21 pages) as well as Polaritonic XY-Ising machine by Kirill P. Kalinin, Alberto Amo, Jacqueline Bloch and Natalia G. 

Berloff, 2020 (12 pages). 

210 See Enhanced Cavity Optomechanics with Quantum-well Exciton Polaritons by Nicola Carlon Zambon, Zakari Denis, Romain De 

Oliveira, Sylvain Ravets, Cristiano Ciuti, Ivan Favero and Jacqueline Bloch, February-September 2022 (22 pages). 

211 The clean room of the C2N in Palaiseau, France, allows the prototyping of a whole bunch of nanostructures. The semiconductors 

used to manage polaritons are moreover manufactured with techniques similar to the single photon sources of Pascale Senellart's team, 

also from the C2N, and the associated startup, Quandela. 

https://www.researchgate.net/publication/253151703_Cavity_polaritons_for_new_photonic_devices
https://www.researchgate.net/publication/13243082_Observation_of_the_coupled_exciton-photon_mode_splitting_in_a_semiconductor_quantum_microcavity
https://news.mit.edu/2018/physicists-create-new-form-light-0215
https://science.sciencemag.org/content/359/6377/783/tab-pdf
https://science.sciencemag.org/content/359/6377/783/tab-pdf
https://www.nature.com/articles/s41534-020-0244-x
https://www.nature.com/articles/s41534-020-0244-x
https://arxiv.org/abs/2005.12569
https://www.degruyter.com/view/journals/nanoph/ahead-of-print/article-10.1515-nanoph-2020-0162/article-10.1515-nanoph-2020-0162.xml
https://arxiv.org/abs/2202.12094
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Magnons 

Quantum matter also includes magnons, a category of quasi-particles that take the form of quantized 

spin waves in magnetic materials, usually crystalline lattices. Magnons were conceptualized by Felix 

Bloch in 1930 and experimentally detected in 1957 by Bertram Brockhouse (1918-2003, Canadian). 

These objects which behave as bosons could be used in quantum information systems. 

Current physics experiments are done at the control low-level like with controlling these magnons 

with microwaves212 or measured with superconducting qubits213. Magnons can also be used at low 

temperature to create some topological materials214 and even for some species of SiC-based spin qubit 

control215. 

Skyrmions 

Order is not restricted to the periodic atomic array of a crystal and can also be associated with mag-

netic order in a solid where spins align parallel to each other in ferromagnets and antiparallel in anti-

ferromagnets. More complex magnetic nanostructures are skyrmions that form mesoscopic magnetic 

vortex with particle-like properties216. 

Then, how do you distinguish between magnons and skyrmions which are both magnetic quasiparti-

cles? Magnons are quantized dynamic magnetic excitations that travel through magnetic materials 

while skyrmions are static. 

The skyrmion naming comes from 

Tony Hilton Royle Skyrme (1922-

1987) who in 1961 formulated a nonlin-

ear field theory of massless pions in 

which particles can be represented by 

topological solitons. Skyrmions exist-

ence in magnetic materials was pre-

dicted in 1989 by Bogdanov et al217. In 

2008, Sebastian Mühlbauer discov-

ered skyrmions in MnSi crystals at the 

Munich reactor using neutrons218. 

 
Figure 112:visualizing a skyrmion. Source: Real-space observation of a two-

dimensional skyrmion crystal by X. Z. Yu et al, 2010, Nature (5 pages). 

Then, Japanese and Korean researchers implement real-space imaging of a two-dimensional hexago-

nally arranged skyrmion lattices spaced by 90 nm in a thin film of Fe0.5Co0.5Si and exposed to a 

magnetic field of 50–70mT, using Lorentz transmission electron microscopy219. This helicoidal struc-

ture can also be 3D and create superposition of various magnetic skyrmion states. 

 

212 See Floquet Cavity Electromagnonics by Jing Xu et al, Argonne Lab and University of Chicago, October 2020 (9 pages). 

213 See Dissipation-Based Quantum Sensing of Magnons with a Superconducting Qubit by S. P. Wolsk et al, University of Tokyo, 

September 2020 (6 pages). 

214 See Topological Magnons: A Review by Paul McClarty, 2021 (21 pages). 

215 See Nonlinear magnon control of atomic spin defects in scalable quantum devices by Mauricio Bejarano et al, August 2022 (17 

pages). 

216 I found these insights on skyrmions in the presentation Introduction to Contemporary Quantum Matter Physics Lecture 11: Skyrmi-

ons I by Marc Janoschek and Johan Chang, 2021 (26 slides) and Part II (24 slides). See also the review paper The 2020 skyrmionics 

roadmap by C Back et al, 2020 (38 pages). 

217 See Thermodynamically stable "vortices" in magnetically ordered crystals. The mixed state of magnets by A. N. Bogdanov and D. 

A. Yablonskii, 1989 (3 pages). 

218 See Skyrmion Lattice in a Chiral Magnet by S. Mühlbauer et al, Science, 2009 (44 pages) which also mentions hedgehogs or 

instantons, composed of two merons. An endless story. These skyrmions are observed at a critical temperature of 29.5K. And Instantons: 

thick-wall approximation by V. F. Mukhanov and A.S. Sorin, June 2022 (12 pages). 

219 See Real-space observation of a two-dimensional skyrmion crystal by X. Z. Yu et al, 2010, Nature (5 pages). 

https://www.researchgate.net/publication/44684055_Real-space_observation_of_a_two-dimensional_skyrmion_crystal
https://www.researchgate.net/publication/44684055_Real-space_observation_of_a_two-dimensional_skyrmion_crystal
https://arxiv.org/pdf/2010.14727.pdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.117701
https://arxiv.org/pdf/2106.01430.pdf
https://arxiv.org/abs/2208.09036
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file:///C:/Travail/Introduction%20to%20Contemporary%20Quantum%20Matter%20Physics%20Lecture%2011:%20Skyrmions%20I%20by%20Marc%20Jano-schek
https://www.physik.uzh.ch/dam/jcr:e2eb5228-cbf8-48d8-bd43-bfa882188ec6/Lecture12_Skyrmions2.pdf
https://arxiv.org/abs/2001.00026
https://arxiv.org/abs/2001.00026
http://www.jetp.ras.ru/cgi-bin/dn/e_068_01_0101.pdf
https://arxiv.org/pdf/0902.1968.pdf
https://arxiv.org/abs/2206.13994
https://arxiv.org/abs/2206.13994
https://www.researchgate.net/publication/44684055_Real-space_observation_of_a_two-dimensional_skyrmion_crystal
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This could lead to the creation of new ultra-high-density memories220 particularly with the room-

temperature Néel skyrmions that can be made with thin-film systems221, to in-memory processing 

architectures222, to create QRNGs223, in low-power spintronic applications224 and in a new breed of 

qubits with skyrmions in magnetic nano disks bounded by electrical contacts, where static electric 

and magnetic fields control the skyrmions quantized energy levels corresponding to their helicity. 

You may probably then need to find a way to entangle them225! 

Topological matter 

The very concept of topological quantum states leading to topological matter was discovered with a 

specific insulating phenomenon that can be explained by the quantum Hall effect, with electrons 

moving through a strong magnetic field and accumulating in some parts of the material depending on 

its shape. This electron conductivity is quantized, as discovered in 1980 by Klaus von Klitzing (Ger-

many) who was awarded the Nobel Prize in Physics in 1985. This “integer” quantum Hall effect was 

later completed by the discovery of the fractional quantum Hall effect by Tsui et al. in 1982 in two-

dimensional electron systems in semiconductor devices, followed by the theoretical discovery of the 

entangled gapped quantum spin-liquid state of integer-spin “quantum spin chains” by Frederick 

Duncan and Michael Haldane in 1981, who was awarded the Nobel prize in physics in 2016 along 

with David J. Thouless and J. Michael Kosterlitz226. 

In 2005, Eugene Mele and Charles Kane predicted that topological insulation could happen in gra-

phene sheet submitted to strong spin-orbit coupling creating the quantum Hall effect without any 

applied magnetic field227. This phenomenon is named the “quantum spin Hall effect” and relates to 

the Kane-Mele invariant228. It was demonstrated to occur in wafers of mercury telluride. It was ex-

perimented by Shou-Cheng Zhang et al from Stanford University in 2007229. The same year, the first 

3D topological insulator was discovered by Zahid Hasan from Princeton230. 

 

220 See for example Skyrmion-Electronics: Writing, Deleting, Reading and Processing Magnetic Skyrmions Toward Spintronic Appli-

cations by Xichao Zhang et al, 2019 (80 pages). 

221 See Mobile Néel skyrmions at room temperature: status and future by Wanjun Jiang et al, 2016 (15 pages) and Observation of 

Robust Néel Skyrmions in Metallic PtMnGa by Abhay K. Srivastava et al, Advanced Materials, December 2019 (5 pages). 

222 See Skyrmion Logic-In-Memory Architecture for Maximum/Minimum Search by Luca Gnoli et al, January 2021 (15 pages) and 

Robust and programmable logic-in-memory devices exploiting skyrmion confinement and channeling using local energy barriers by 

Naveen Sisodia et al, May 2022, UGA, CNRS and CEA (11 pages). 

223 See Single skyrmion true random number generator using local dynamics and interaction between skyrmions by Kang Wang et al, 

Nature Communications, 2022 (8 pages). 

224 See The skyrmion switch: turning magnetic skyrmion bubbles on and off with an electric field by Marine Schott et al, CNRS Institut 

Néel, UGA and CEA IRIG, 2016 (31 pages). 

225 See Skyrmion qubits: A new class of quantum logic elements based on nanoscale magnetization by Christina Psaroudaki and Chris-

tos Panagopoulos, Caltech and NTU Singapore, PRL, August 2021 (11 pages) and also Universal quantum computation based on 

nanoscale skyrmion helicity qubits in frustrated magnets by Jing Xia et al, April 2022 (7 pages). 

226 See Topological Quantum Matter by F. Duncan M. Haldane, Nobel Lecture, December 2016 (23 pages). 

227 See Quantum spin Hall effect in graphene by Charles Kane and Eugene Mele, University of Pennsylvania, 2005 (4 pages). 

228 See Topological Insulators and the Kane-Mele Invariant: Obstruction and Localisation Theory by Severin Bunk and Richard J. 

Szabo, 2019 (81 pages) and Quantum spin Hall effect: a brief introduction (34 slides). 

229 See Quantum Spin Hall Insulator State in HgTe Quantum Wells by Markus Koenig, Shou-Cheng Zhang  et al, October 2007 (16 

pages). 

230 See A topological Dirac insulator in a quantum spin Hall phase (experimental realization of a 3D Topological Insulator) by D. Hsieh, 

Zahid Hasan et al, Princeton University, 2009 (12 pages). 
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https://onlinelibrary.wiley.com/doi/full/10.1002/adma.201904327
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https://www.researchgate.net/publication/348425822_Skyrmion_Logic-In-Memory_Architecture_for_MaximumMinimum_Search
https://arxiv.org/abs/2205.08200
https://www.nature.com/articles/s41467-022-28334-4.pdf
https://www.researchgate.net/publication/309729766_The_Skyrmion_Switch_Turning_Magnetic_Skyrmion_Bubbles_on_and_off_with_an_Electric_Field
https://arxiv.org/abs/2108.02219
https://arxiv.org/abs/2204.04589
https://arxiv.org/abs/2204.04589
https://www.nobelprize.org/uploads/2018/06/haldane-lecture.pdf
https://arxiv.org/abs/cond-mat/0411737
https://arxiv.org/abs/1712.02991
http://physics.gu.se/~tfkhj/QSH.pdf
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Since then, over 20 topological insulators materials were discovered and there are probably hundreds 

of them231. A French American research team devised in 2020 a machine learning model to detect 

such topological insulators out of an initial database of 4009 candidates232. Again, spintronics are a 

potential use case of topological insulators to create power-saving electronics where the on/off of a 

bit would be an electron spin instead of the on/off path of an electron stream. 

In topology, an invariant can be described by a single winding number which describes the type of 

structure with its domain walls, vortices and vector order. It related to the Chern number. This num-

ber changes over quantum phase transitions. These are other various physics concepts to consider, 

way beyond what I can do at this point in my quantum journey233. 

It is interesting to note that some materials can showcase 3D topological behavior at ambient temper-

ature, like bismuth-selenide (Bi2Se3). It is a semiconductor and a thermoelectric material that has a 

topological insulator ground-state. It could be used in targeted cancer treatments and X-ray to mam-

mography234. You can also potentially build magnetic monopoles quasiparticles, breaking the con-

vention that magnetism always shows up with dipoles235. 

 
Figure 113: a classification of topological matter. Source: Research Lines - Theory of Topological Matter by Adolfo Grushin, CNRS. 

Like me, you’re certainly willing to “visualize” the different types of topological materials identified. 

I found this nice and highly detailed table showing their great diversity in a review paper, below in 

Figure 114. 

Topological matter can have several applications related to light-matter interactions in the Terahertz 

regime. It can help create waveguides, optical isolators and diodes who are more resistant to their 

environment perturbations in the recent field of topological photonics which is related to polari-

tons236. 

 

231 See Topological phases of amorphous matter by Adolfo G. Grushin, January 2021 (45 pages) which describes the physics of topo-

logical phases and Introduction to topological Phases in Condensed Matter by Adolfo G. Grushin (28 pages) which provides some 

background information on the way to classify topological matter. 

232 See Detection of Topological Materials with Machine Learning by Nikolas Claussen et al, ENS Paris, Princeton, June 2020 (15 

pages). 

233 See Topological Materials : Some Basic Concepts by Ion Garate, 2016 (35 slides), Core Concept: Topological insulators promise 

computing advances, insights into matter itself  by Stephen Ornes, 2016 and Topological phases by Nicholas Read, Physics Today, 

2012 (6 pages). 

234 See Topological insulator bismuth selenide as a theranostic platform for simultaneous cancer imaging and therapy by Juan Li and 

al, 2013 (7 pages). 

235 See Emergent magnetic monopoles isolated using quantum-annealing computer by Los Alamos National Laboratory, Physorg, July 

2021, which refers to Qubit spin ice by Andrew D. King, Science, July 2021 (18 pages) which simulates a new topological material 

with a D-Wave quantum annealer. 

236 See Roadmap on Topological Photonics by Hannah Price et al, Journal of Physics, 2022 (63 pages), the well illustrated presentation 

Introduction to Topological Photonics by Mikael C. Rechtsman, Penn State, AMOLF Nanophotonics Summer School, June 2019 (42 

slides), Topological photonic crystals: a review by Hongfei Wang et al, 2020 (23 pages) and Topological photonic crystals: physics, 

designs and applications by Guo-Jing Tang et al, January 2022 (60 pages). 

https://grushingroup.cnrs.fr/research/
https://arxiv.org/pdf/2010.02851.pdf
https://grushingroup.cnrs.fr/wp-content/uploads/2021/06/intro_to_topo-5-1.pdf
https://arxiv.org/abs/1910.10161
https://pitp.phas.ubc.ca/confs/sherbrooke2016/archives/garate_jouvence.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5027448/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5027448/
https://physicstoday.scitation.org/doi/10.1063/PT.3.1641
https://www.nature.com/articles/srep01998
https://phys.org/news/2021-07-emergent-magnetic-monopoles-isolated-quantum-annealing.html
https://arxiv.org/abs/2007.10555
https://arxiv.org/ftp/arxiv/papers/2201/2201.06315.pdf
https://amolf.nl/wp-content/uploads/2019/06/12-Introduction-to-topological-photonics-Prof.-Mikael-Rechtsman-Pennsylvania-State-University-small.pdf
https://journal.hep.com.cn/foe/EN/article/downloadArticleFile.do?attachType=PDF&id=25898
https://arxiv.org/abs/2201.06294
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Figure 114: a table with a classification of various topological materials in 2D and 3D, and indicating time reversal and operating 
temperature. Source: Topological Quantum Matter to Topological Phase Conversion: Fundamentals, Materials, Physical Systems 

for Phase Conversions, and Device Applications by Md Mobarak Hossain Polash et al, February 2021 (83 pages). 

We even have topological lasers237, which can for example consolidate multiple sources in a coherent 

way, leading to even more powerful lasers, using a topological insulator vertical-cavity surface-emit-

ting array (VCSEL)238. 

Then of course, one key application of topological matter is topological qubits, often associated with 

Majorana fermions sought after by Microsoft. But topological qubits are way more diverse with many 

competing definitions and architectures. For example, you also can count with Fibonacci anyons239. 

Time crystals 

Time crystals is a beast we hear a lot about since mid-2021, when Google announced it had created 

such thing in its Sycamore processor240. It shed some light on this weird phenomenon that was devised 

in a 2012 paper by Frank Wilczek from the MIT (and 2004 Nobel prize in physics) and by another 

paper by him and Alfred Shapere from the University of Kentucky241. 

 

237 See Topological lasing, PhLAM Laboratory, Lille France. 

238 See Topological-cavity surface-emitting laser by Lechen Yang et al, Nature Photonics, 2021 (6 pages) and Topological insulator 

vertical-cavity laser array by Alex Dikopoltsev et al, Science, 2021 (5 pages). 

239 See Fibonacci Anyons Versus Majorana Fermions: A Monte Carlo Approach to the Compilation of Braid Circuits in  SU(2)k Anyon 

Models by Emil Génetay Johansen and Tapio Simula, 2021 (23 pages). 

240 See Eternal Change for No Energy: A Time Crystal Finally Made Real by Natalie Wolchover, July 2021 referring to Observation of 

Time-Crystalline Eigenstate Order on a Quantum Processor by Xiao Mi et al, Google, July 2021 (24 pages) and Realizing topologically 

ordered states on a quantum processor by K. J. Satzinger et al, Google AI, April 2021 (6 pages). 

241 See Quantum Time Crystals by Frank Wilczek, MIT, 2012 (6 pages) and Classical Time Crystals by Alfred Shapere and Frank 

Wilczek, PRL, 2012 (5 pages). 

https://www.researchgate.net/publication/349225995_Topological_Quantum_Matter_to_Topological_Phase_Conversion_Fundamentals_Materials_Physical_Systems_for_Phase_Conversions_and_Device_Applications
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http://honeypol.eu/topological-lasing/
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https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.010334
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.010334
https://www.quantamagazine.org/first-time-crystal-built-using-googles-quantum-computer-20210730/
https://arxiv.org/abs/2107.13571
https://arxiv.org/abs/2107.13571
https://arxiv.org/abs/2104.01180
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This thing is somewhat linked to the history of the search for a perpetuum mobility, an isolated object 

supposed to keep in motion indefinitely. It was dismissed by the French Academy of Science in 1775 

due to the limits of friction and, later, to the second law of thermodynamics242. 

In classical crystals, the atoms are periodically arranged in space structured according to one of the 

230 structured already described. In time crystals, these atoms are periodically arranged in both space 

and time. It simply means that their structure is in a permanent oscillating mode with a given period, 

for so-called discrete time crystals243. 

But the scientific description of the phenomenon is the less explicit “spontaneous time symmetry 

breaking”. Then, you quickly lose grounds with common wisdom244. 

Time crystals do not lose energy to the environment. 

They are the stage of motion without energy. It is a 

type or phase of non-equilibrium matter. But they 

are still initially driven, sometimes even out of their 

equilibrium level. Some real time crystals were first 

observed in lab experiments, starting in 2017 with 

some constantly rotating ring of charged ions spin 

(which by the way, shows some signal damping, in 

Figure 115)245. It can also happen with some contin-

uous change of spin for some particles, when the 

change periods is up to 100 times longer than the 

system drive period. It was tested in 2021 by a 

QuTech team in The Netherlands using controllable 
13C nuclear spins in diamond structures246. 

 
Figure 115: time crystal oscillations over time. Source: 

Observation of a Discrete Time Crystal by J. Zhang, Christopher 
Monroe et al, September 2016 (9 pages). 

So why all this fuss around time crystals and how could they become useful? Some think they may 

be useful to create some form of quantum memory. 

Things get complicated when you learn that time crystals have also been experimented with super-

conducting qubits like with the Google 2021 experiments and other subsequent ones with a continu-

ous line of 57 qubits in a 65 qubits IBM QPU247. How could a series of connected superconducting 

qubits become a “crystal” per se? 

They may behave as a continuously oscillating system but are not a single crystal since they are a 

complex assembly of Josephson junctions, capacitances, resonators and microwave drives mixing 

various elements (aluminum, aluminum-oxide, niobium, titanium…). 

Quantum batteries 

Quantum matter research is leading some labs to investigate the possibility of creating innovative 

batteries for energy storage relying on some quantum phenomenon including entanglement. 

 

242 See A Decade of Time Crystals: Quo Vadis? by Peter Hannaford and Krzysztof Sacha, April 2022 (8 pages) and A Brief History of 

Time Crystals by Vedika Khemani et al, Harvard, October 2019 (79 pages). 

243 There are also continuous time crystals that were observed first in 2022 in Germany. See Observation of a continuous time crystal 

by Phatthamon Kongkhambut et al, February-August 2022 (13 pages). 

244 There’s even an acronym for this, TTSB which means time translation symmetry breaking. 

245 See Observation of a Discrete Time Crystal by J. Zhang, Christopher Monroe et al, September 2016 (9 pages). 

246 See Many-body–localized discrete time crystal with a programmable spin-based quantum simulator by J. Randall et al, Qutech, 

Science, November 2021 (7 pages). 

247 See Realization of a discrete time crystal on 57 qubits of a quantum computer by Philipp Frey and Stephan Rachel, January 2022 

(12 pages). 
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Work in this field started around 2012 with some fundamental research by Robert Alicki and Mark 

Fannes from Poland and Belgium on how much work could be stored and extracted from quantum 

batteries248. Quantum batteries could store energy in high energy states of quantum objects and ex-

tracted efficiently. Some of these batteries rely on various quantum principles, some of them being 

not far from classical quantum photonics. This is a different field than classical batteries whose design 

could be improved with using quantum computers, as covered page 717 in this book. 

All the papers I’ve found in that field are very theoretical and quite far from practical batteries. The 

main benefit of these quantum batteries seems to be fast charging, with the caveat of fast discharging, 

which is quite inconvenient249. I have not found yet any quantum battery that would improve energy 

density in a real documented manner with a full-stack product packaging, one of the main showstop-

pers for various use cases like for long distance electric vehicles or aerial vehicles. So, you’re far 

from buying your next Tesla equipped with a 1000-mile range quantum battery250. 

So, what do we have in-store here? Mainly scientific work with very low TRLs. 

Scientists from Australia and Italy are working on an organic battery with fast charging using a 

process called superextensive scaling of absorption, meaning that the larger the system is, the faster 

it absorbs energy251. It’s based on of a thin active layer of a low-mass molecular semiconductor named 

LFO (Lumogen F-orange) that is dispersed into a polymer matrix that is sandwiched between two 

dielectrics made of 8 and 10 pairs of Brag mirrors, creating a microcavity. The battery cell is then 

controlled by a laser in the 500 nm red-light range, a noncollinear optical parametric amplifier, beam 

splitters and delay lines and a detector. In a word, we could say it’s a “light” battery, absorbing energy 

as light, and rendering it as light, in a different wavelength. Like in many other papers of this kind, 

it’s quite difficult to infer the practicality of these quantum batteries. 

If researchers are not overselling it, the news media are doing it, touting “batteries with one million 

miles autonomy”252. 

 
Figure 116: source: Superabsorption in an organic microcavity: Toward a quantum battery by James Q. Quach et al, Heriot-Watt 

University, 2022 (9 pages). 

 

248 See Extractable work from ensembles of quantum batteries. Entanglement helps by Robert Alicki and Mark Fannes, Physical Review 

E, November 2012 (4 pages). 

249 See Sizing Up the Potential of Quantum Batteries by Sourav Bhattacharjee, Indian Institute of Technology, April 2022. 

250 Despite what you can read in Quantum technology could make charging electric cars as fast as pumping gas by Institute for Basic 

Science, March 2022 that is linked to Quantum charging advantage cannot be extensive without global operations by J.-Y. Gyhm et al, 

PRL, April 2022 (13 pages). 

251 See Superabsorption in an organic microcavity: Toward a quantum battery by James Q. Quach et al, Heriot-Watt University, 2022 

(9 pages). 

252 See How quantum batteries could lead to EVs that go a million miles between charges, The Next Web, June 2022. 
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This comes from another paper, authored by Canadian scientists and an engineer from Tesla which 

proposes an improved Li-Ion battery that could last 1.5 million miles over its lifespan but, of course, 

not with a single recharge253. And it’s even not a quantum battery. 

In another approach, other scientists from Australia are looking at ways to store energy in light-in-

duced spin state trapping in spin crossover materials254. And a team from Italy and Korea wants to 

use micromasers to store energy255. 

Another paper from a Korean American German Singaporean team describes quantum batteries as 

isolated quantum systems undergoing unitary charging protocols (unitary in the mathematical 

sense)256. With ensembles of such batteries, some collective effects enhance work extraction or boost 

the charging power thanks to entanglement between the component quantum batteries. The described 

system is based on an Otto engine which can serve as an engine and as a refrigerator. 

In another work from US and Japa-

nese researchers, we are closer to 

classical battery designs. It’s about 

using lithium-dopped samarium 

nickelate, a quantum crystalline 

material with strongly correlated 

electron systems257. 

Lithium ions are usually the main 

compound of batteries electrolytes.  

 
Figure 117: lithium-dopped samarium nickelate quantum battery. Source: Strongly 

correlated perovskite lithium ion shuttles by Yifei Sun et al, 2018 (6 pages). 

The quantum crystal structure improves the conduction of these ions that could also be sodium ions. 

It could enable better electrolytes but another effect of the structure where additional electron modi-

fies the material conductivity could be used in neuromorphic synapses for storing neural networks 

connections weights. 

Other research work deal with microscopic batteries which don’t seem to be useful for energy stor-

age258. They can help better understand the thermodynamics of qubits manipulation and provide in-

novative insights on how to fight decoherence and noise259. 

Higher TRLs can be found with rather classical batteries that would use topological semi-metallic 

porous carbon materials as potential more efficient anodes for Li-Ion, sodium-ion and potassium-ion 

batteries. Other topological materials could be useful for supercapacitors. 

 

253 See A Wide Range of Testing Results on an Excellent Lithium-Ion Cell Chemistry to be used as Benchmarks for New Battery 

Technologies by Jessie E. Harlow, J.R. Dahn et al, 2019 (15 pages). 

254 See UQ discovery paves the way for faster computers, longer-lasting batteries, June 2022 referring to Toward High-Temperature 

Light-Induced Spin-State Trapping in Spin-Crossover Materials: The Interplay of Collective and Molecular Effects by M. Nadeem, 

Jace Cruddas, Gian Ruzzi and Benjamin J. Powell, May 2022 (55 pages). A similar spin-based approach is described in Quantum 

advantage in charging cavity and spin batteries by repeated interactions by Raffaele Salvia et al, April 2022 (14 pages). 

255 See Micromasers as Quantum Batteries by Vahid Shaghaghi et al, April 2022 (6 pages). 

256 See Charging Quantum Batteries via Otto machines: The influence of monitoring by Jeongrak Son et al, May 2022 (16 pages). Hard 

to understand what are the characteristics of this kind of battery and how it performs compared to classical Li-ion batteries! 

257 See Quantum material is promising 'ion conductor' for research, new technologies by Emil Venere, Physorg, 2018. Pointing to 

Strongly correlated perovskite lithium ion shuttles by Yifei Sun et al, 2018 (6 pages). 

258 Like with IBM Quantum Platforms: A Quantum Battery Perspective by Giulia Gemme et al, April 2022 (13 pages) which is using 

an IBM superconducting processor to store energy in qubits. It’s actually using the Armonk processor which has exactly one qubit.  A 

similar experiment done in China is described in Optimal charging of a superconducting quantum battery by Chang-Kang Hu et al, 

August 2021 (4 pages). 

259 Like with Coherence-powered work exchanges between a solid-state qubit and light fields by Ilse Maillette De Buy Wenniger, Maria 

Maffei, Niccolo Somaschi, Alexia Auffèves, Pascale Senellart et al, April 2022 (17 pages). 

https://www.pnas.org/doi/full/10.1073/pnas.1805029115
https://www.pnas.org/doi/full/10.1073/pnas.1805029115
https://iopscience.iop.org/article/10.1149/2.0981913jes/pdf
https://iopscience.iop.org/article/10.1149/2.0981913jes/pdf
https://www.uq.edu.au/news/node/132121
https://chemrxiv.org/engage/chemrxiv/article-details/62385ad85c8dae44cdf12c80
https://chemrxiv.org/engage/chemrxiv/article-details/62385ad85c8dae44cdf12c80
https://arxiv.org/abs/2205.00026
https://arxiv.org/abs/2205.00026
https://arxiv.org/abs/2204.09995
https://arxiv.org/abs/2205.07440
https://phys.org/news/2018-08-quantum-material-ion-conductor-technologies.html
https://www.pnas.org/doi/full/10.1073/pnas.1805029115
https://arxiv.org/abs/2204.10786
https://arxiv.org/abs/2108.04298
https://arxiv.org/abs/2202.01109
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Topological materials could also be useful to create more efficient catalyzers for water electrolysis, 

with the production of hydrogen in sight coming from renewable originated electricity260. 

Extreme quantum 

Beyond the basics of quantum physics, many other branches of quantum physics deserve to be exam-

ined in this book. They can have various impacts on quantum technologies, noticeably on quantum 

sensing. They are also used in cosmology. Finally, they are unfortunately used by many false sciences 

and scams that we will discuss in the section dedicated to quantum hoaxes, starting page 1029. 

Quantum field theory 

Quantum Field Theory (QFT261) is a branch of quantum physics that deals with the physics of ele-

mentary particles in the relativistic realm, including their creation or disappearance during various 

interactions, such as electron and positron pairs. These phenomena are generally reproduced in parti-

cle accelerators262. 

QFT also covers the mechanisms of condensed matter such as Bose-Einstein condensates or super-

fluid helium and more generally, the behavior of quasiparticles, complex collective behaviors such as 

Cooper's (electron) pairs in superconducting materials. 

QFT combines elements of quantum mechanics, special relativity, and classical notions of electro-

magnetic fields. It is based on a mathematical formalism that is even more difficult to assimilate than 

the one of non-relativistic quantum physics. 

It exploits the notion of Lagrangian and Lagrangian integrals over time describing the evolution of 

fields and the interactions between the fields of several particles. 

QFT is used to explain or modelize the fine structure of the hydrogen atom (corresponding to close 

spectral lines not explainable by classical quantum energy jumps), the existence of particle spin 

(which explains these spectral lines), the spontaneous emission of photons by atoms during their re-

turn to their fundamental state and the mechanisms of radioactivity. 

The foundations of QFT were created by many scientists starting in 1928: Paul Dirac, Wolfgang 

Pauli, Vladimir Fock (1898-1974, Russian), Shin'ichirō Tomonaga (1906-1979, Japanese), Julian 

Schwinger (1918-1994, American), Richard Feynman and Freeman John Dyson (1923-2020, 

American263). Shin'ichirō Tomonaga, Julian Schwinger and Richard Feynman received the 1965 No-

bel Prize in Physics for their work on quantum electrodynamics which is part of QFT. 

In the early 1950s, they solved the problem of infinite energy values generated by the initial QFT 

models by using an adjustment technique called renormalization. 

Physicists are still struggling to integrate the theory of general relativity into the QFT, preventing it 

from becoming a "theory of the whole" or unified theory explaining all known physical phenomena 

in the Universe. 

QFT operates in three main areas: 

• In the physics of high-energy particles explored in particle accelerators such as the CERN LHC. 

It has been supplemented on this point by the standard model that we will see below. 

 

260 See Topological quantum materials for energy conversion and storage by Huixia Luo, Peifeng Yu, Guowei Li and Kai Yan, Nature 

Review Physics, July 2022 (14 pages). 

261 Later on, we’ll use the QFT acronym with another meaning, Quantum Fourier Transform! 

262 See The History of QFT, a Stanford site, which summarizes the history of QFT. 

263 It also gave rise to the notion of the Dyson sphere, which dimensions the level of technological control of energy sources by extra-

terrestrial civilizations, with a sphere capturing the totality of a star's energy. 

https://www.nature.com/articles/s42254-022-00477-9
https://plato.stanford.edu/entries/quantum-field-theory/qft-history.html
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• In the physics of condensed matter with superconductivity, superfluidity and the quantum Hall 

effect. This is the framework of QED (quantum electrodynamics), launched by Paul Dirac in 1928, 

which studies in particular the production of positrons and positron/electron interactions (attrac-

tion, annihilation, pair creation, Compton effect). The CQED (cavity QED) sub-branch studies 

the relations between matter and photons in optical cavities. It is used by condensed matter phys-

icists working on superconducting qubits. 

• In cosmology to contribute to modeling the origin and evolution of the Universe as well as certain 

mechanisms of interaction between black holes and quantum fields. 

Quantum vacuum fluctuation 

One of the consequences of QFT is the notion of quantum vacuum fluctuation, also called vacuum 

energy. Based on Heisenberg's principle of indeterminacy that quantum fields are in perpetual fluctu-

ation, QFT models zero-point fluctuations or vacuum energy, which is the minimum energy level of 

quantum systems. 

In this framework, Heisenberg's principle can be considered as a generalized predicate. According to 

these models, total vacuum cannot exist. Elementary fluctuations lead to spontaneous electromagnetic 

waves creation, given all fields are fluctuating. 

One scenario devised by Paul Dirac is the creation of pairs of virtual electron and positron particles, 

which rapidly annihilate each other, generating photons in the process. But this is not the only solution 

to his equations. It can come from electromagnetic fields moving at the speed of light. 

Under the influence of a surrounding electromagnetic field, this leads to a polarization of the vacuum. 

The latter even leads to make the vacuum birefringent, its refractive index depending on the polari-

zation of the light that gets through it. The phenomenon is however potentially observable only with 

some very intense electromagnetic field. 

Theoretical models initially indicated that this vacuum energy would be infinite on the scale of the 

Universe. They were then corrected using the renormalization method, already mentioned above. 

These elementary vacuum fluctuations would explain the spontaneous emission of radiation by the 

electrons in the atoms as well as the spontaneous radioactivity264. 

The concept of vacuum energy originated with Max Planck in 1911 when he published an article 

containing an energy equation for a medium containing a fixed constant, a kind of energy floor for 

this medium, without being able to interpret it. It was not until 1916 that the chemist Walther Nernst 

(1864-1941, German265) interpreted this constant as the energy level of the vacuum in the absence of 

any radiation. It happens when you cool down a black body to a very low temperature, below a couple 

millikelvins (mK). 

According to the QFT, the Universe is a vast soup containing constantly fluctuating fields, both fer-

mions (leptons and quarks) and bosons (force fields like gluons mediate the strong force that stick 

together the quarks that are the elementary constituents of protons and protons, and photons, and the 

cohesion between nucleons is coming from a residual force from strong interactions). This notion of 

minimum energy level is a modern version of the notion of ether - a not completely empty void - 

which dominated 19th century physics, notably for James Clerk Maxwell. The electromagnetic bath 

in which the vacuum is immersed, supplemented by the energy of the vacuum, would give vacuum 

some viscosity properties. 

 

264 In addition to these elementary fluctuations, vacuum is constantly traversed, even in the remotest regions of space, by electromag-

netic waves, not to mention the effects of gravitation. The Universe is thus filled with radiations including the cosmological background 

noise which is a remnant of the big bang, having a temperature of 2.7K. It is the same in a vacuum-packed box because all matter emits 

radiation. 

265 Walther Nernst played a key role in launching the Solvay Congresses from 1911 onwards. 
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Still, these theories are less complete than classical quantum mechanics. One of the solutions is to 

assume that fermions have a negative vacuum energy and bosons have a positive vacuum energy, both 

balancing each other. But this has not been demonstrated experimentally, particularly with non-rela-

tivistic energy particles. 

Some link could be found between vacuum energy and the dark energy of the Universe as well as 

gravity266. This is very speculative. It could help explain the 73% of the energy contained in the 

Universe, sometimes called dark energy. Its density is very low, at 10-13 Joules/cm2. 

There are different ways to verify the existence of quantum vacuum fluctuations. The best-known is 

related to the Casimir effect that we will study in the next part. Recently, French and German scientists 

have also managed to interact with this quantum vacuum fluctuation in a semiconductor267. 

Casimir effect 

The physicist Hendrik Casimir (1909-2000, Dutch) predicted in 1948 the existence of an attractive 

force between two parallel electrically conductive and uncharged plates268. He obtained his PhD in 

1931 at the University of Leiden in the Netherlands. He also visited Niels Bohr in Copenhagen and 

was a research assistant to Wolfgang Pauli in 1938. The Casimir effect is interpreted as being related 

to the existence of quantum vacuum energy. The experiment imagined by Casimir uses parallel mir-

rored metal surfaces that are as perfectly flat as possible. They create a Fabry-Perot cavity similar to 

the one that used in lasers. 

The Casimir effect is commonly attributed to quantum fluctuations in vacuum. Temporary changes 

in the energy level at points in the space between the two mirrors would spontaneously generate pairs 

of very short-lived particles and antiparticles and photons associated with their annihilation. These 

vacuum fluctuations take place in and out of the volume of the cavity. 

 
Figure 118: vacuum fluctuations measurement. Sources: The Lamb Shift and The Casimir Effect by Kyle Kingsbury, 2014 (82 slides). 

 

266 See Casimir cosmology by Ulf Leonhardt, February 2022 (41 pages). 

267 See Understanding vacuum fluctuations in space, August 2020 and Electric field correlation measurements on the electromagnetic 

vacuum state by Ileana-Cristina Benea-Chelmus, Jérôme Faist et al, 2018/2020. 

268 See On the attraction between two perfectly conducting plates by Hendrik Casimir, 1948 (3 pages) and Electromagnetic vacuum 

fluctuations, Casimir and Van der Waals forces by Cyriaque Genet, Astrid Lambrecht et al, 2004 (18 pages). 
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http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/lamb.html
https://aphyr.com/media/pwl-2014-casimir.pdf
https://arxiv.org/abs/2202.03862
https://phys.org/news/2020-08-vacuum-fluctuations-space.html
https://arxiv.org/abs/1809.01785
https://arxiv.org/abs/1809.01785
https://www.dwc.knaw.nl/DL/publications/PU00018547.pdf
http://aflb.ensmp.fr/AFLB-291/aflb291p331.pdf
http://aflb.ensmp.fr/AFLB-291/aflb291p331.pdf
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Because of the interference effect induced by the cavity, fluctuations at certain frequencies are re-

duced. The density of electromagnetic energy in the cavity is thus lower than the density of energy 

outside the cavity as shown above in Figure 118 269. These are spontaneous quantum fluctuations. 

The effect cannot be explained by the simple pressure that is higher on the outside than the pressure 

between the two plates. In detail, the wavelengths of the photons generated by the vacuum outside 

the plates can be of any size and especially long while inside the plates, these wavelengths are con-

strained by the distance between the plates and can only be 1/n of this distance. 

The spontaneous electromagnetic spectrum of the vacuum is therefore wider outside the plates than 

inside, creating a stronger pressure inside than inside, which therefore tends to make the plates move 

closer together, but very slightly. 

For two parallel mirrors of surface A and a distance L between the two mir-

rors, the force of attraction between the two mirrors follows the formula on 

the right. In practice, L is between 0.2 µm and 5 µm and is usually 1 µm. 

This is a "macroscopic" scale. 

𝐹  𝑠
=

ℏ𝑐 2 

   𝐿4
 

According to Heisenberg's principle, which is used to explain the effect, en-

ergy and time can be linked by the formula on the right. It shows indirectly 

that during a very short time, a small amount of energy can be created. 

∆𝐸. ∆𝑡 ≥
ℏ

2
  

The macroscopic accumulation of these operations is annihilated, making it possible to avoid a vio-

lation of the energy conservation principle. So, be uber-skeptic when hearing anyone claiming they 

can harvest energy from vacuum to produce free electricity. 

The experiments are not necessarily 100% conclusive and the data generated do not fit perfectly with 

the models unlike many classical quantum mechanics experiments. The reason for this is that it is 

difficult to obtain perfect surfaces. 

The first experiments validating the Casimir effect were carried out almost 50 years after the defini-

tion of this effect270. The first one is that of Steve Lamoreaux (American) in 1996, using parallel 

plates. 

His measurement gave a result that was 5% off the predictions. The precision instruments used then 

detected a force of one billionth of a Newton. The model was improved in other experiments carried 

out in 1998 and again in 2012 using an electrode geometry combining a plane and a polystyrene 

sphere with a diameter of 200 µm and covered with gold (diagrams below)271. The differences be-

tween the models and the measurements decreased to 1%, which remains significant in physics. 

The Casimir effect could explain several other commonly observed physical phenomena such as the 

electron's abnormal magnetic moment and the Lamb shift. The first phenomenon describes a drift of 

this magnetic moment with respect to Dirac's equations. 

The second comes from Willis Eugene Lamb (1913-2008, American), Nobel Prize in Physics in 

1955, who had done his thesis under the supervision of Robert Oppenheimer. Lamb shift is an energy 

gap observed between two levels of fine structure of the hydrogen atom, two very close energy levels. 

 

269 See a good panorama of the Casimir effect with The Casimir effect and the physical vacuum by G. Takács, 2014 (111 slides). See 

also The Casimir Effect by Kyle Kingsbury, 2014 (82 slides) which describes well the experimental devices for the evaluation of the 

Casimir effect and evokes some cases of use in MEMS. And then Zero-Point Energy and Casimir Effect by Gerold Gründler, 2013 (47 

pages), which casts the history of the Casimir effect, going back to Planck's work in 1911. 

270 The experimental difficulty consists in cancelling out all the other forces between the two plates and they are all much larger than 

the Casimir effect, particularly electrostatic and van der Waals forces. 

271 See Physicists solve Casimir conundrum by Hamish Johnston, 2012 which refers to Casimir Force and In Situ Surface Potential 

Measurements on Nanomembranes by Steve Lamoreaux et al, 2012 (6 pages). 

http://hector.elte.hu/budapest14/slides/casimir.pdf
https://aphyr.com/media/pwl-2014-casimir.pdf
https://www.astrophys-neunhof.de/mtlg/se08011.pdf
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
https://physicsworld.com/a/physicists-solve-casimir-conundrum/
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
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The effect is explained with the perturbations coming from vacuum fluctuations and affecting the 

electron in these two neighboring energy levels, creating the spontaneous generation of photons that 

are rapidly absorbed by the electron. 

The effect was discovered in 1947 by Willis Eugene Lamb and interpreted the same year by Hans 

Bethe (1906-2005, German) for the hydrogen spectrum using the idea of mass renormalization. It 

was used in the development of post-war quantum electrodynamics. 

            
Figure 119: vacuum source measurement with a dynamic Casimir effect. Sources: The Casimir Effect by Kyle Kingsbury, 2014 (82 

slides) and Casimir Force and In Situ Surface Potential Measurements on Nanomembranes by Steve Lamoreaux et al, 2012 (6 
pages). 

The polarization of vacuum explains part of this shift at 27 MHz for a total of 1057 MHz272. The 

calculation uses the fine-structure constant α (about 1/137) which describes the contribution of vac-

uum energy to the electron's anomalous magnetic moment. The α constant is also used to quantify the 

strength of the electromagnetic interaction between elementary charged particles. 

There is also a Dynamic Casimir Effect (DCE), discovered by Gerald Moore in 1969. It generates 

pairs of particles by the movement of the mirrors used in the Casimir experiment273. 

As with the Casimir Effect, the energy observed is infinitesimal. For the energy to be significant, the 

mirrors would have to move at relativistic velocities, which is not very practical. And there is no 

problem with energy conservation, the necessary energy being provided by the mirror movement. The 

vacuum simply serves as a nonlinear medium! 

The interpretation of the Casimir effect is still debated. Some physicists explain it by other mecha-

nisms than vacuum energy. 

They rely on the van der Waals (1837-1923, another Dutch) forces, where atoms attract or repel each 

other depending on their distances274. However, this infinitesimal force works at a microscopic scale, 

where the Casimir effect operates at a macroscopic scale. 

 

272 This phenomenon of vacuum polarization in the Lamb effect is described in The Vacuum Polarisation Contribution to the Lamb 

Shift Using Non-Relativistic Quantum Electrodynamics by Jonas Frafjord, 2016 (61 pages). 

273 See Electro-mechanical Casimir effect by Mikel Sanz, Enrique Solano et al, 2018 (10 pages). 

274 See The origin of Casimir effect: Vacuum energy or van der Waals force? by Hrvoje Nikolic, 2018 (41 slides) and the even more 

skeptic The Casimir-Effect: No Manifestation of Zero-Point Energy by Gerold Gründler, 2013 (15 pages) and All wrong with the 

Casimir effect by Astrid Karnassnigg, 2014 (3 pages). Then, The Casimir effect: a force from nothing by Astrid Lambrecht, 2007 (5 

pages). 

https://aphyr.com/media/pwl-2014-casimir.pdf
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
https://pdfs.semanticscholar.org/1aad/ee1b8080b609051a9aa579c1bcec84204e02.pdf
https://pdfs.semanticscholar.org/1aad/ee1b8080b609051a9aa579c1bcec84204e02.pdf
https://quantum-journal.org/papers/q-2018-09-03-91/pdf/
http://thphys.irb.hr/wiki/main/images/2/2c/Casimir.pdf
https://arxiv.org/pdf/1303.3790.pdf
https://physik.uni-graz.at/~uxh/teaching/presentations14/publication/karnassnigg.pdf
https://physik.uni-graz.at/~uxh/teaching/presentations14/publication/karnassnigg.pdf
http://casimir-network.org/IMG/pdf/Casimir_20effect.pdf


Understanding Quantum Technologies 2022 - Quantum physics 101 / Extreme quantum - 138 

French physicists are quite active in the field, and, in particular Astrid Lambrecht, formerly director 

of the INP of the CNRS, the Institute of Physics which oversees the physics laboratories of the 

CNRS275. 

The Casimir effect could be of interest in quantum metrology to create sensors and in particular 

NEMS/MEMS. 

These theories on quantum vacuum fluctuation and the Casimir effect are also fraudulently exploited 

by the creators of so-called machines capable of capturing vacuum energy, which collect nothing at 

all in practice. The fluctuation-dissipation theorem ensures that quantum vacuum fluctuations does 

not violate the second principle of thermodynamics. No energy can be recovered thanks to these fluc-

tuations! Forget it. 

    
Figure 120: Anderson Institute claims about using the Casimir effect. 

For example, you have a certain David Lewis Anderson, who started the Anderson Institute in 1990, 

who claims to be able to use the Casimir effect to travel back in time and create a "free" electricity 

generator276. 

In other cases, the Casimir effect is exploited in a scientific but borderline way to imagine science 

fiction scenarios like ways to cross wormholes277. 

The NASA even explored the idea to use sails and vacuum fluctuation to propel a space vessel be-

tween 1996 and 2002, to no avail. It was one of the ideas explored as part of the fancy Breakthrough 

Propulsion Physics Program, which was awarded a tiny budget of $1.2M and later cancelled. 

 

275 See The Casimir effect theories and experiments by Romain Guérout, Astrid Lambrecht and Serge Reynaud, LKB, 2010 (28 slides) 

and Casimir effect and short-range gravity tests, LKB, 2013 (15 slides). Astrid Lambrecht chaired the Casimir RNP group, which 

brought together researchers from around the world working on the Casimir effect. The group was active between 2009 and 2014. 

276 Its website seems to be inactive since 2012. See this radio interview from 2019 with the guy who defies the laws of bullshit in his 

talk. It shows how an interviewer lacking some scientific background can be fooled by a good talker. In See Is Time Travel Real? 2019 

and the Anderson Institute website. 

277 See One Theory Beyond the Standard Model Could Allow Wormholes that You Could Actually Fly Through - Universe Today by 

Matt Williams, August 2020, mentioning Humanly traversable wormholes by Juan Maldacena and Alexey Milekhin, August 2020. 

http://www.iap.fr/vie_scientifique/seminaires/Seminaire_GReCO/2010/presentations/guerout.pdf
http://gram.oca.eu/Ressources_doc/2-Microscope-Colloquium-2013/08.S.Reynaud.Casimir.pdf
http://www.casimir-network.org/
http://viralawesome.com/2019/02/18/is-time-travel-real/
https://www.andersoninstitute.com/casimir-effect.html
https://www.universetoday.com/147549/one-theory-beyond-the-standard-model-could-allow-wormholes-that-you-could-actually-fly-through/
https://arxiv.org/pdf/2008.06618.pdf
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Unifying theories 

The quest of a unified theory has occupied many physicists for nearly a century. Its goal would be 

to consolidate all the physics theories and in particular, quantum physics, relativity and gravity into a 

single formalism. In addition to the QFT, a very large number of explanatory and unifying theories 

of physics have been developed. 

No such theory is considered today as being complete. Here’s a rough map showing how these dif-

ferent theories are related. 

 
Figure 121: vague classification of quantum physics theories and unification theories. (cc) Olivier Ezratty, 2020. 

Quantum chromodynamics provides a description of the strong interactions binding quarks together 

via gluons to form particles called hadrons, namely, protons and neutrons. Murray Gell-Mann (1929-

2019, American, Nobel Prize in Physics in 1969) and Georges Zweig (1935, Russian then American, 

former PhD student of Richard Feynman) each proposed the existence of quarks in 1963. Quantum 

chromodynamics is an extension of the quantum field theory developed in 1972 by Murray Gell-

Mann and Harald Fritzsch. 

Standard model describes the architecture of known elementary particles and their interactions. It 

models the fundamental weak and strong electromagnetic forces. It only lacks gravity to be complete. 

This model predicted the existence of quarks, these massive particles forming neutrons and protons, 

in addition to other elementary particles such as the famous Higgs boson whose existence was proven 

at CERN's LHC in 2012. The expression “standard model” was created in 1975. It relies on a gauge 

theory because of its mathematical symmetries. 

It is not the first of its kind because Maxwell's electromagnetism is also a gauge theory, between 

magnetic and electric fields. The standard model particles do not cover the famous dark matter whose 

nature is not yet known. 

String theory combines general relativity and quantum physics to propose a quantum explanation of 

gravity, using a new massless particle, the graviton. According to this theory, elementary particles are 

tiny strings, open or closed, with vibration types defining the nature of the particle. Their size is of 

the order of magnitude of 10-35 m, the Planck length. According to this theory, the Universe would be 

a set of vibrating strings. 
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The graviton would join the three other forces of nature intermediated by particles without mass: 

electromagnetic waves mediated by photons, strong interactions mediated by gluons that link quarks 

together in protons and neutrons and weak interactions mediated by W and Z bosons that govern 

atomic nuclei and in particular radioactivity278 . String theory essentially covers bosons of all kinds. 

Superstring theory is an extension of the string theory that adds fermions to the code theory model 

that focused on bosons. It tries to consolidate the description of all forces in a single unified theory. 

It quantifies gravity and ties it to other forces. It is based on the notion of supersymmetry which 

extends the standard model by making each type of boson correspond to a type of fermion. The theory 

took shape in 1943 with Werner Heisenberg in the form of the S-matrix theory, and then was reborn 

in 1984. It uses 10 dimensions to describe physics, far beyond the four classical dimensions (three for 

position and one for time). It also uses the notion of "branes" which describes point particles in these 

multidimensional spaces. However, this theory is not unique since there are five variants, which some 

people try to unify in the M-theory, which is based on 11 dimensions. A never-ending story! 

Loop quantum gravity theory is another tentative to explain gravity with a quantum model. It dis-

cretizes the effects of gravity by presenting space as a meshed structure with quantized areas and 

volumes of space, and gravitational field quanta connected to each other by links characterized by a 

spin (that has nothing to do with usual particles spin)279. For this theory created in the 1980s, the 

Universe would be a gigantic spin foam. Its main promoters are Carlo Rovelli (Center for Theoretical 

Physics in Marseille) and Lee Smolin (Perimeter Institute for Theoretical Physics in Waterloo280). 

The seeds of the theory date back to 1952, with many intermediate stages as described in Figure 122. 

It is, above all, a mathematical and topological model. It does not seem to formulate an experimental 

validation method even though it is used to model that the big bang was coming after a big bounce in 

a cyclical phenomenon with contractions and expansions. It may be possible to detect some fossil 

signature of these phenomenon. 

 
Figure 122: history of quantum gravity. Source: The philosophy behind loop quantum gravity by Marc Geiller, 2001 (65 slides). 

 

278 A proton has two up quarks and one down quark. A neutron has two down quarks and one up quark. An up quark can desintegrate 

in a down quark, a positron and a neutrino via a W boson and a down quark can disintegrate in an up quark, one electron, one antineu-

trino and a W boson. A quark has a size close to that of an electron, about 10-16 cm. Radioactivity emits alpha rays via strong forces, 

particles comprising two protons and two neutrons (helium 4 atom without electron), beta rays generated by weak forces which are 

electrons or positrons and finally gamma rays which are photons of very high energy level. 

279 It is reminiscent of the recent theory of the whole built by Stephen Wolfram and published in 2020. 

280 See Lee Smolin Public Lecture Special: Einstein's Unfinished Revolution, 2019 (1h13mn) where he describes the shortcomings of 

quantum mechanics. 

http://www.rehseis.cnrs.fr/IMG/pdf/Marc_Geiller.pdf
https://www.youtube.com/watch?v=r-L690pQhuo
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These are only a few of the many theories being devised. Some amateurs also try to create their own 

theory of the whole, without usually obtaining any feedback from the scientific community281. 

 

281 See, for example, the Unified Theory Research Team website, which announced the publication in September 2020 of a theory 

model of the whole called MME for Model of Material and Energy. The site claims that its model, which is presented as an algorithmic 

approach, can explain everything, from the functioning of all particles to the bricks of life. The team behind this project includes two 

Pierre and Frédéric Lepeltier from France. The first has been the CEO of the Unified Theory Research Team for 32 years. 

Quantum physics 101 key takeaways 

▪ Quantum physics is based on a set of postulates and a strong linear algebra mathematical formalism. Surprisingly, 

there are many variations of these postulates. There is not a single bible or reference for these, illustrating the 

diversity of pedagogies and opinions in quantum physics. But although deemed incomplete, the theory has been 

validated by an incredible number of experiments. 

▪ Quantum physics describe the behavior of matter and light at nanoscopic levels. It deals not only with atoms, 

electrons and photons which are used in quantum information technologies but also with all elementary particles 

from the standard model (quarks, ...). 

▪ Quantumness comes from the quantification of many properties of light and matter that can take only discrete 

values, from the wave-particle duality of massive (atoms, electrons) and non-massive (photons) particles, and from 

wave-particle duality and its consequences like superposition and entanglement. By the way, a cat can’t be both 

alive and dead since it’s not a nanoscopic quantum object. Forget the cat and instead, learn Schrodinger’s equation! 

▪ Indetermination principle states it’s impossible to measure with an infinite precision quantum objects properties 

that are complementary like speed and position. You can use this principle to improve measurement precision in 

one dimension at the expense of the other. It is used in photons squeezing, itself applied in the LIGO giant gravi-

tational waves interferometer. 

▪ Quantum matter and fluids are showing up with composite elements associating light and matter, or with superflu-

idity and superconductivity where boson quantum objects can behave like a single quantum object. You find there 

a wealth of strange phenomenon such as skyrmions, magnons, topological insulators and quantum batteries. They 

could lead to a new chapter in the second quantum revolution. 

▪ Quantum physics also explains weird effects like vacuum quantum fluctuation, although it doesn’t violate the sec-

ond principle of thermodynamics, nor can it lead to the creation of some free energy sources. 

▪ Most of quantum physics phenomena as described in this section have or will have some use cases in quantum 

information science and technologies. 

https://unified-theory-research-team.blogspot.com/
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Gate-based quantum computing 

As a computer scientist, you may have skipped all the previous parts to get here right away. One can 

indeed understand how quantum computers operate without delving too deeply into quantum physics 

beyond grasping its basic mechanisms. Some mathematical knowledge is however required on trigo-

nometry and linear algebra, including vectors, matrices and complex numbers282. 

The first basic element of a quantum computer is its inevitable qubit. You've probably already heard 

about this mysterious object having “simultaneously” the values 0 and 1. As a result, you’ve been 

told that a set of N qubits create an exponential 2N superposed state that explains the power of quan-

tum computing. Unfortunately, most explanations usually stop there and you then end up wondering 

how it actually works to make some calculation. What comes in and out of a quantum computer? 

How is it programmed? How do you feed it with data and code? Where is it useful? This book is there 

to provide you with some educated answers to all these critical questions. 

We will cover here the logical and mathematical aspects of qubits, qubit registers, quantum gates and 

measurement283. Each and every time, when possible, we’ll draw parallels with traditional computing. 

In the following part, we’ll look at quantum computer engineering and hardware and even describe 

the complete architecture of a superconducting qubits quantum computer. 

In a nutshell 

Before digging into qubits, qubit registers and the likes, here’s a tentative to summarize the key ele-

ments of gate-based quantum computing that we’ll cover in detail afterwards. It shows how physics 

and mathematics are intertwined. 

 
Figure 123: a single schematic to describe quantum physics and quantum computing. (cc) Olivier Ezratty, 2021. 

 

282 Complex numbers were created by the polymath Girolamo Cardano (1501-1576, Italian) and the Algerian mathematician Raffaele 

Bombelli (1526-1572, Italian) between 1545 and 1569. They were used to solve polynomial equations associating cubes and squares 

that kept Italian mathematicians busy since the end of the fifteenth century. See A Short History of Complex Numbers by Orlando 

Merino, 2006 (5 pages). 

283 The name qubit, for ‘quantum’ and ‘bit’, appeared in 1995 in Quantum coding by Benjamin Schumacher, April 1995 (34 pages). 
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Figure 124: the key concepts behind gate-based quantum computing in one page. (cc) Olivier Ezratty, 2021-2022. 

Wave function
mother equation of quantum
physics, created by Erwin
Schrödinger. It describes
particles properties proba-
bilities in space and time with
a complex number. This
equation is specific to non-
relativistic massive particles
like electrons. We also use
photons in quantum
computing, whose properties
are defined by Maxwell’s
electromagnetic equations
and the second quantization
equations (Glauber states,
Wigner function, Fock states,
etc.).

(cc) Olivier Ezratty, 2021-2022

Quantization
properties of quantum
objects, having discrete, not
continuous and exclusive
values. It enables the creation
of qubit physical and logical
objects having two levels.

Superposition
qubits are quantized quantum
objects having two basis
computational states |0⟩ and
|1⟩. These can be combined
linearly, thanks to the
linearity over space of
Schrödinger’s wave equation.
Solutions of this equation can
be linearly combined with
complex numbers. Thus, a
wave adding two solution
waves is still a solution. This
doesn’t mean the qubit is
really simultaneously in two
states.

Entanglement
often presented as a situation
where several quantum
objects have properties that
are correlated. Actually,
entanglement is the conse-
quence of superposition of
multiple qubit states. This is
the phenomenon that
provides both a real theore-
tical exponential acceleration
to quantum computing but
also enables conditional
relations between qubits.
Without it, qubits would be
independent and no useful
computing could be done.

Qubits
mathematical objects with
two levels 0 and 1. It’s
described by two complex
number amplitudes. But due
to normalization and getting
rid of their global phase (we’ll
explain all of that), they are
described by two real
numbers for their amplitude
and phase. Physical qubits are
based on massive (electron,
controlled atoms, super-
conducting currents) or non
massive quantum objects
(photons) and one of their
quantum properties or
observables (spin, energy
level, current direction of
phase, polarity).

Registers
physical and logical
assemblies of several qubits.
With N qubits, they can
handle computing on a space
2N computational basis states
together represented by
complex number amplitudes.
Each basis state is one of the
possible combinations of N 0s
and 1s. Computing power
comes from entanglement.

Quantum gates
logical operations exerted on
qubits. We have single qubit
gates which are changing
single qubit states and several
qubit gates conditionally
changing one or two qubits
based on the state of a
control qubit, and leveraging
entanglement. Gates are the
only mechanism used to feed
a quantum register with data
and instructions. These are
not separated as in classical
computing based on a Von
Neumann / Turing machine
model.

Measurement
the way to extract
information from qubits.
Unfortunately, you can’t read
the two real numbers
describing the qubit state nor
the combination of qubit
registers computational basis
states. You get just classical
0s and 1s for each qubit.
Quantum algorithms toy with
the wealth of superposition
and entanglement during
computing to recover a
simple result at the end.
Measurement is also used
during quantum error
corrections. Since qubit
measurement output is
probabilistic, you generate a
deterministic output with
running your algorithm
several times (up to several
thousand times) and
computing an average of the
obtained results.

Output
for a register of N qubits, you
get N 0s and 1s. But these are
probabilistic results. You
usually need to run your
algorithm several times and
compute an average of the
results to get a deterministic
result. Noise and deco-
herence are additional
reasons why you need to do
this several times.

Programming paradigms
quantum programming is

based on very different
paradigms than classical
programming. In a nutshell,
it’s analog-based. We play
with interferences, states
amplification, quantum
Fourier transforms and the
concept of oracles.

Benefit
an acceleration of computing
time com-pared to the best
classical computers. Accele-
rations can be from poly-
nomial to exponential. The
benefit can also be economic
like with the energetic cost of
quantum computing that
many expect to be fairly low
compared to classical
computing.

Use cases
quantum computing will not
replace most use cases of
classical computing. It brings
value for complex
combinatorial problems,
optimization problems,
quantum physics simulation,
some machine learning
problems and at last, fast
integer factoring.

Decoherence
the enemy with quantum
computing. This is when qubit
states is degraded, both for
superposition and entangle-
ment. It results from the
interactions between the
qubits and their environment
despite of all the care
implemented to isolate it.

Errors
result of decoherence and
other perturbations affecting
the qubits. Other sources of
errors are the imprecision of
the control electronics driving
qubit gates. Qubit phase and
amplitude is degraded over
time. Existing error rates are
many order of magnitude
higher that with classical
computing. These are the
reasons why we don’t have
yet quantum computers with
a very high number of
functional qubits.

Error corrections
set of techniques used to
correct these errors. It
requires assembling so-called
logical qubits made of a great
number of physical qubits.
The needed ratio at this point
is ranging from 30 to 10,000
physical qubits to create a
logical qubit. The ratio
depends on the qubit quality
and technology but also on
the target logical qubit fidelity
(from 10-8 to 10-15 error
rates).

Scalability challenges
assembling these huge logical
qubit is the mother of the
challenges with quantum
computing. It’s not easy to
assemble that many qubits
and keeping them stable,
limit their decoherence and
the likes. On top of that,
assembling a great number of
qubits creates huge
engineering challenges with
cryogenics cooling power,
thermal dissipation, cabling
and control electronics. These
are the reason why quantum
computers don’t scale yet to
bring their expected benefits.
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Linear algebra 

Quantum physics and computing require some understanding of a whole bunch of concepts of linear 

algebra that we will quickly scan here. They are associated with a mathematical formalism describing 

quantum phenomena. This mathematical formalism is also the cornerstone of quantum physics pos-

tulates, already covered in an earlier section, page 86. It is also essential to create quantum algorithms. 

I will try to explain some of these concepts and mathematical conventions that are used with quantum 

computing. This will mainly allow you to find your way through some of the scientific publications 

I mention in this book. 

Linearity 

Linear algebra is the branch of mathematics using vector spaces, matrices and linear transformations. 

In the case of quantum physics and computing, it also deals with complex numbers. 

A phenomenon is linear if its effects are 

proportional to its causes. This translates 

into the verification of two simple equa-

tions pertaining to homogeneity and addi-

tivity as shown in Figure 125. 

 homogeneity  𝑓    =  𝑓    𝑓𝑜  𝑎    ∈ ℝ 

 additivity  𝑓   𝑦 = 𝑓    𝑓 𝑦  𝑓𝑜  𝑎     𝑦 ∈ ℝ 

Figure 125: homogeneity and additivity in linear algebra. 

ℝ being a vector space, λ a real number, x being a vector of the vector space ℝ and f(x) a function 

applying to this vector. In a one-dimensional space, a classic example of a linear function is f(x) = ax. 

A polynomial function of the type 𝑓   = 𝑎 2    is obviously not linear because it evolves non-

proportionally to x. Even 𝑓   = 𝑎    is not linear, and for the same reason. 

As already defined, an observable is a mathematical operator, a Hermitian matrix, used to measure 

(mathematically) a property of a physical system. It’s frequently assimilated to the measured property. 

For a qubit, it corresponds to some measurable value by a sensor on a quantum object outputting a 

classical 0 or 1. The measurement causes the qubit quantum object wave function to collapse on one 

of the basis states. If the state of a quantum or qubit is measured twice, the measurement will yield 

the same result. With qubits, observables are usually based on projections on a two-level properties 

system, mathematically materialized by a | ⟩ or |1⟩  aka qubit computational basis states. But, if the 

physics permits it, other computational basis can be used. It’s the case with photons and polarization 

measurement where their angle can be easily made different in different parts of an experiment. 

Hilbert spaces and orthonormal basis 

A quantum state of a single or several quantum objects can be described by a vector in a Hilbert space. 

A qubit state is represented in a two-dimensional orthonormal space formed with the basis states 

vectors | ⟩ and |1⟩. It is a vector of complex numbers in a two-dimensional Hilbert space allowing 

lengths and angles measurements. A complex number is defined as a+ib where a and b are real and 

𝑖2=-1. 

Complex numbers are very 

useful in quantum physics. 

It relates to the wave-parti-

cle duality of all quantum 

objects and to the need to 

handle their amplitude 

(complex number norm, 

vector length or modulus) 

and phase (the complex 

number angle when using 

polar coordinates). 

 
Figure 126: complex number explained by geometry and trigonometry. 
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With qubits, it is represented with the complex numbers α and β associated with the states | ⟩ and |1⟩ 
and whose sum of squares makes 1. This linear combination of the states | ⟩ and |1⟩ describes the 

phenomenon of superposition within a qubit. 

This two-dimensional space replaces the infinite-dimensional space that characterizes a Schrödinger 

wave function 𝑓   , where x can take any value in space. It is thus a simplified representation of the 

quantum state of a qubit. By manipulating these symbols, the vectors and matrices, we forget a little 

the wave-like nature of the manipulated quanta, even though it is still present in the phase information 

embedded in the imaginary part of α and β for one qubit. It also can deal with photons which do not 

obey to Schrödinger’s equation but to Maxwell’s electromagnetic equations. 

An orthonormal basis of a vector space consists of base vectors which are all mathematically orthog-

onal with each other and whose length is 1. In the representation of a qubit state, the most common 

orthonormal basis is made of the states | ⟩ and |1⟩. 

Other orthonormal reference basis can be used for measurement, particularly with photons, and po-

larization references different from the starting reference (0°/90° then 45°/135°, obtained with rotat-

ing a simple polarizer). 

Another example of an orthonormal basis is the 

states located on the Bloch sphere on the x-axis 

and represented with | ⟩  n  |−⟩. These  re of‐
ten c lle  Schro inger c ts.  

| ⟩ =
| ⟩  | ⟩

√ 
        |−⟩ =

| ⟩ − | ⟩

√ 
 

Figure 127: another orthonormal basis. 

Dirac Notation 

In Dirac notation, a quantum object state is repre-

sented by |Ψ⟩, the ket of quantum state Ψ. The bra 

of the same state vector, represented by ⟨Ψ| is the 

conjugate (or transconjugate, or adjoint) transpose 

of the "ket". It is the "horizontal" vector [ ̅  ̅ ] 

where  ̅ and  ̅ are the conjugates of α and β, in-

verting the sign of the imaginary part of the num-

ber (-i instead of +i, or the opposite). 

 
Figure 128: introduction to Dirac vector notation. 

The scalar product of two qubits ⟨Ψ1|Ψ2⟩ is the 

mathematical projection of the state vector Ψ2 

onto the vector Ψ1. This yields a complex number. 

When the vectors are orthogonal, the scalar prod-

uct is equal to 0. When the two vectors are identi-

cal, ⟨Ψ|Ψ⟩ is Ψ’s norm and is always equal to 1. A 

scalar product is also named an inner product.  

 

 
Figure 129: inner scalar product. 

An inner product is a generalization of a dot vec-

tor product applied to complex number vectors, 

according to the sigma in Figure 130. 
 

Figure 130: dot product. 

The outer product of two vectors representing a qubit, one in bra and the other in ket, gives an 

operator or density matrix which is a 2x2 matrix. 

When the bra corresponds to the transconjugate of 

the ket, it is a density operator of a pure state. This 

notion of density operator will then be extended to 

a combination of qubits. 

 
Figure 131: outer product. 
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What are the use cases of this Dirac notation? It is particularly helpful for manipulating quantum 

states, to simplify tensor products representations and with measurement, which we’ll cover later 

starting page 184. 

Eigenstuff 

We also need to define the notions of eigenvector, eigenvalue, eigenstate and eigenspace which are 

often used in quantum mechanics and quantum computing as well as in machine learning, particularly 

in dimension reduction algorithms such as PCA (Principal Components Analysis). These notions al-

low to define the structure of certain square matrices284. 

For a square matrix A, an eigenvector x or eigenvector of A is a vector that verifies the equation Ax 

= λx, λ being a complex number called eigenvalue. 

These eigenvectors have the particularity of not changing direction once multiplied by the matrix A. 

For an eigenvalue λ, the associated eigenspace, or eigenspace, is the set of vectors x that satisfy Ax = 

λx. These eigenvalues are evaluated by calculating the determinant of the matrix A - λI, where I is the 

identity matrix (1 in the diagonal boxes and 0 elsewhere). We then find the values of which solves 0 

= A - λI. It is a polynomial equation having a degree less than or equal to the size of the square 

matrix285. 

The reference eigenvectors of a matrix A allow to reconstitute an orthonormal space linked to the 

matrix. For example, a projection matrix in a 3D plane will have as main eigenvectors two orthogonal 

vectors located in the plane and one vector orthogonal to the plane. This multiplication gives λx with 

λ being non-zero if the eigenvector is in the plane in question and 0 if the vector is orthogonal to the 

plane 286. A matrix A can be that of a quantum gate. An eigenvector of a quantum gate is therefore a 

ket whose value is not modified by the quantum gate. 

This is easy to imagine for the S gate, phase change, which we will see later. The | ⟩ and |1⟩ kets 

being in the rotation axis, they are not modified by it. 

They are thus eigenvectors of the S gate and the corresponding eigenvalues are 1 and -1. This is 

always the case for quantum gate matrices since the vectors representing the quantum states, the kets, 

always have a length of 1. These eigenvalues are the only ones enabling this! 

The search for the eigenvectors and eigenvalues of a matrix A is like diagonalizing it. For this it must 

be diagonalizable (“non-defective”). Hermitian and unitary matrices commonly used in quantum 

physics are all non-defective and diagonalizable. The diagonalization of a square matrix consists in 

finding the matrix which will multiply it to transform it into a matrix filled only in its diagonal. A 

matrix A is diagonalizable if we can find a matrix P and a diagonal matrix D such that P-1AP = D (P-

1 being the inverse matrix of P, such that P-1P= PP-1=I, I being the matrix identity with 1's in the 

diagonal and 0's elsewhere). A square matrix of dimension n is diagonalizable if it has n mutually 

independent eigenvectors. The diagonalized matrix diagonal contains the eigenvalues    of the origin 

matrix, with i=1 to N being the size of the matrix. 

A diagonalized quantum state of a quantum object can look like  = ∑   |𝑖⟩⟨𝑖| . This decomposition 

of a pure state vector in a Hilbert space in eigenstates |𝑖⟩ and eigenvalues    is also named a spectral 

decomposition. It’s linked to the wave-duality aspect of all quantum objects. 

 

284 See a good quick review of linear algebra in Linear Algebra Review and Reference by Zico Kolter and Chuong Don 2015 (26 pages). 

285 See this nice visual explanation of eigenvectors and eigenvalues: Eigenvectors and eigenvalues | Chapter 14, Essence of linear 

algebra, 2016 (17 minutes). 

286 This is well explained in Gilbert Strang's lecture at MIT, 2011 (51 minutes). 

https://docs.microsoft.com/en-us/azure/quantum/concepts-dirac-notation
https://docs.microsoft.com/en-us/azure/quantum/concepts-dirac-notation
http://cs229.stanford.edu/section/cs229-linalg.pdf
https://www.youtube.com/watch?v=PFDu9oVAE-g
https://www.youtube.com/watch?v=PFDu9oVAE-g
https://ocw.mit.edu/courses/mathematics/18-06sc-linear-algebra-fall-2011/least-squares-determinants-and-eigenvalues/eigenvalues-and-eigenvectors/


Understanding Quantum Technologies 2022 - Gate-based quantum computing / Linear algebra - 147 

A quantum object is indeed decomposed into a coherent superposition 

of elementary waves. In the case of photons, it’s easy to grasp with sev-

eral photons of different frequencies being superposed and forming a 

gaussian wave packet. It constitutes a coherent superposition of the elec-

tromagnetic field. These wave packets are commonly generated by 

femtosecond pulse lasers287. 

 
Figure 132: a photon gaussian 

wave packet. 

And the eigenstates? This is another name given to eigenvectors, but by physicists! 

Tensor products 

The tensor product of two vectors of dimension m and n gives a vector of dimension m*n while the 

tensor product of a matrix of dimension m*n by a matrix of dimension k*l will give a matrix of 

dimension mk*nl. Tensor products use the sign ⊗. 

 
Figure 133: tensor products construction. (cc) Olivier Ezratty, 2020. 

Tensor products are used to compute “manually” the state of quantum registers containing several 

unentangled qubits. The state of a register of N non-entangled qubits is the tensor product of these N 

qubits represented by their vertical ket vector. 

This gives a ket, a vertical vector that has 2N different values, each representing the complex number 

weight of different combinations of 0s and 1s. A quantum register is a superposition of these 2N dif-

ferent states complex amplitudes. The sum of these squared amplitudes gives 1 per the Born rule. By 

the way, the tensor product of qubits is represented by a vector, after vectorization of the tensor prod-

uct matrix of 2N dimensions. 

Entanglement 

Quantum states are separable when they are mathematically the result of the tensor product of each 

of the pure states that compose it. But these values can be assembled linearly to create another quan-

tum state, modulo a normalization rule. This combines several vectors resulting from tensor products. 

These combinations can become inseparable. 

 

287 And when the carrier frequency is growing or decreasing through the pulse, it’s named a chirp pulse. 

tensor product of two vectors

n qubits register pure state | ⟩
of N qubits | ⟩

is a point in a Hilbert space with a 
basis of 2N orthogonal vectors 

|  ⟩, these being combinations of 
N |0⟩ and |1⟩, dimensionality of 

2N+1- 1 real numbers

a qubit register pure state 
| ⟩ representation with its 
computational basis state 

vectors amplitudes

|  ⟩ =          

  2  =  111 111 

qubits register state before 
any entanglement is a tensor 

product of each qubit 2 
dimention vector

dimensionality of 2N real 
numbers (N qubits x 2)

these states  
can be linearly 

combined

|𝑖⟩ =       1 =
  

  



Understanding Quantum Technologies 2022 - Gate-based quantum computing / Linear algebra - 148 

That’s when entanglement comes into play. An entangled state of two or more qubits occurs when it 

cannot be factorized as the tensor product of two pure states. In other words, it cannot be the combi-

nation of independent qubits. The qubits become dependent. 

This is demonstrated mathematically 

for the states |  ⟩ and |11⟩ of a regis-

ter of two qubits. In these pairs, the 

measurement of the value of one of the 

qubits determines that of the other, 

here identical. The creation of such en-

tangled pairs of qubits requires prepa-

ration operations like using a combina-

tion of Hadamard and CNOT gates. 

Two qubits placed side by side are not 

magically entangled! The pair used in 

the example can be generated by two 

quantum gates, an H gate (Hadamard) 

and a CNOT gate, as shown just below. 

 
Figure 134: non separability of two entangled qubits. 

We will define this CNOT gate later on, after page 171. This is described as both qubits having cor-

related values. But these values are... random since being a perfect superposition of 0 and 1! 

Only multi-qubit quantum gates generate entangled 

qubits in a qubit register, besides the SWAP gate 

which doesn’t. Here with an example of creating a 

Bell pair associating the states |  ⟩  n  |11⟩ with a 

mix of Hadamard and CNOT gates. 

 
Figure 135: a Bell pair. 

A so-called GHZ state (for Greenberger-Horne-

Zeilinger, distinguishable from GHz frequencies 

with a capital Z) with three entangled qubits is su-

perposing the states |   ⟩ and |111⟩. It is a general-

ization of the 2-qubit Bell state  |  ⟩  |11⟩ /√  . 
A GHZ is usually prepared with a Hadamard gate 

and two consecutive CNOTs. 

 
Figure 136: a GHZ state. 

These pairs of Bell and GHZ states are used in error correction codes as well as in telecommunications, 

among other things. 

Another typical entangled state is the W state, created in 2000, that has the property of being maxi-

mally entangled and robust against particle loss. It is a generalized version of another of the four 

possible Bell states,  | 1⟩  |1 ⟩ /√    288: 

|𝑊⟩ =  
 

√3
(|  1⟩  | 1 ⟩  |1  ⟩) 

Figure 137: a W state. 

At last, the level of entanglement of a qubit register depends on the Hamming distance between the 

basis states involved in the linear superposition of basis states.The far apart they are, with the greater 

number of non-identical 0s and 1s, the greatest the entanglement is. 

 

288 See Three qubits can be entangled in two inequivalent ways by Wolfgang Dür (which explains the W in W states), G. Vidal, and J. 

Ignacio Cirac, 2000 (12 pages) and the thesis Symmetry and Classification of Multipartite Entangled States by Adam Burchardt, Sep-

tember 2021 (126 pages). 
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https://journals.aps.org/pra/abstract/10.1103/PhysRevA.62.062314
https://arxiv.org/abs/2204.13441
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Matrices 

Various matrix transformations must be understood here: 

• Matrix conjugate when all complex number see their complex part negated, or 𝑎 𝑗 = 𝑎 𝑗
 . 

• Matrix transpose when all matrix 𝑎 𝑗 values are transformed into 𝑎𝑗 value, with i=line and j=col-

umn indices of matrix “cells”. 

• Matrix transconjugate which is a conjugate of the transpose or vice-versa, also named adjoint. 

It’s notated as  †, for A « dagger ». 

• Matrix traces are the sum of their diagonal values, usually normalized to 1, like with density 

matrices. It is also the sum of their eigenvalues. 

We also have three important classes of matrices: 

• Hermitian matrices are equal to their transconjugate, meaning that 𝑎 𝑗 = 𝑎𝑗 
  

. 

• Projectors are matrix op-

erators using a Hermitian 

matrix that is equal to its 

square. A diagonalized 

projector contains only ze-

ros and a single 1. A pro-

jector is a non-unitary op-

eration. It relates with the 

irreversibility of quantum 

measurement. 

• If |𝜓⟩  is a unit vector, the 

outer product |𝜓⟩⟨𝜓|  is a 

projector that can project 

any vector |𝜙⟩ on |𝜓⟩. 

 
Figure 138: linear algebra key rules. Source: Quantum Computation and Quantum Information 

by Nielsen and Chuang, 2010 (10th edition, 704 pages). 

• Indeed, (|𝜓⟩⟨𝜓| |𝜙⟩ = |𝜓⟩ ⟨𝜓||𝜙⟩ =  ⟨𝜓|𝜙⟩ |𝜓⟩, given ⟨𝜓|𝜙⟩ is a real number being the inner 

product of both vectors. Some of these elements are summarized in Figure 138. 

• Unitary matrices are square matrices whose inverse equals their transconjugate   † =   . A uni-

tary matrix has several properties, one of which is to have orthogonal eigenvectors and to be 

diagonalizable. Unitary matrices define the reversible gates applied to qubits or sets of qubits. 

 
Figure 139: unitary matrices. (cc) Olivier Ezratty, 2021. 

• A unitary operation is the application of a unitary matrix to a computational state vector that we’ll 

later see. Quantum computing reversibility comes from this unitary property. A unitary matrix 𝑈 

can also be expressed as 𝑈 =   𝐻, with H being a Hermitian matrix, but finding 𝐻 given 𝑈 is a 

complicated calculation problem. 

transposed matrix hermitian matrix
transconjugate = identity

𝑈| ⟩ = |𝑦⟩

| ⟩ = 𝑈†|𝑦⟩

unitary reversibility

http://mmrc.amss.cas.cn/tlb/201702/W020170224608149940643.pdf
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Figure 140: difference between unitary matrices and Hermitian matrices. (cc) Olivier Ezratty, 2021. 

Pure and mixed states 

Let’s now explain what the three main states of quantum objects are, basis, pure and mixed. We’ll 

apply it to the case of qubits, given these notions are valid with any quantum system. We are dealing 

with mathematical models that describe quantum objects states289. 

 

Figure 141: differences between basis states, pure states and mixed states. (cc) Olivier Ezratty, 2021. 

Basis states correspond to given combinations of 0 and 1 values in a qubit register. For a single qubit, 

these are the states | ⟩ and |1⟩. For a register of N qubits, it is one of the 2N different basis states 

combinations of 0s and 1s, or a tensor product of N single qubit basis states. It constitutes the com-

putational basis in a complex numbers Hilbert space of dimension 2N. 

 

289 See The Many Inconsistencies of the Purity-Mixture Distinction in Standard Quantum Mechanics by Christian de Ronde and César 

Massri, August 2022 (19 pages) that provides an interesting historical perspective on the pure and mixed states nuances and shortcom-

ings. 
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The vectors of this basis are all mathematically orthogonal. A basis state is also named a computa-

tional basis state. When measuring individual qubits in these states, you get a deterministic result, at 

least with theoretically perfect qubits. 

Pure states describe the state of an isolated quantum system of one or several objects as a linear 

superposition of the states from its computational basis. It’s a vector in a Hilbert space. That’s when 

superposition and entanglement come in. With massive particles, basis and pure states are solutions 

to Schrödinger’s equation. It’s applicable to one or several quantum objects or qubits. During com-

putation, a qubit register is theoretically in a pure state, but quantum decoherence will gradually turn 

it into a mixed state. A pure state is also presented as a quantum state where we have exact information 

about the quantum system. This information corresponds to the famous 𝜓 vector in the Hilbert space. 

When preparing a quantum state, we indeed know the parameters of the vector 𝜓 even though actual 

property measurements will generate random results if the quantum state is not measured along with 

one of its eigenstates. The information we have about measurement potential results is their probabil-

istic distribution. 

Mixed states are weird beasts. Literally, these are “statistical ensembles of classical probabilistic 

combinations of pure states”, these being usually computational basis states, but they can also be 

expressed as real number linear combinations of any pure states. Basis states and pure states describe 

the information available for a single quantum object or qubit, or a group of such objects. A mixed 

state describes a large number of such systems, prepared in a similar manner, and the states they could 

be in when repeating an experiment followed by some measurement. 

However, a pure state measurement generating random results most of the time, we still also experi-

mentally prepare and measure it on a repeated basis to have an idea of its state probability distribution. 

In the end, both pure states and mixed states describe the information we can extract from a system 

after doing repeated experiments and measurements. Their difference lies with the origin of measure-

ment randomness. Its origin is entirely quantum for pure states and both quantum and classical (or 

“non-quantum”) for mixed states. Got it? If not, we have a couple practical examples below to figure 

out what it looks like in the real world! 

Typically, mixed states provide the available information describing two sorts of systems: 

Random quantum objects like photons coming from an unpolarized photons source, or, when pho-

tons with different polarities are merged like in the below illustration on the right. The photon polar-

ization at this point is a statistical mixture of horizontal and vertical polarization photons. Let’s say 

this is the case where quantum objects that are prepared differently and are then mixed together. The 

two sources are not “coherently” prepared. In the example in the left, a 45° polarizing beam splitter 

applied to horizontalized prepared photons produces superposed H and V photons in a pure state. On 

the right, the polarizing beam splitter creates 50% vertically and 50% horizontally polarized photons 

that can be merged by a 45° non-polarizing beam splitter. They are statistically merged, but not su-

perposed, thus creating a mixed state. 

 
Figure 142: how to generate mixed states with photons. (cc) Olivier Ezratty, 2021. 
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In this other example, two lasers are preparing coherent light that is polarized respectively horizon-

tally and vertically and then merged by a beam combiner. The resulting photons represent a totally 

mixed state with uncorrelated and incoherent photons. Their statistical distribution is entirely classical 

with a density matrix void of any off-diagonal values. 

 
Figure 143: another method to generate a mixed state with photons. (cc) Olivier Ezratty, 2021. 

Subsystems of an inseparable entangled system of several quantum objects. It helps understand what 

we are measuring at the end of computing when the resulting qubits are still entangled. One particular 

case is a set of qubits affected by decoherence coming from interactions with the environment. It 

helps understand the effect of decoherence on the state of a qubits register during computing and how 

error correction codes are mitigating it. Decoherence comes from the entanglement between a system 

and its environment, thus, the observed system is not yet isolated and becomes a subsystem of a larger 

entangled system. Thus, it becomes a mixed state. Want to grasp it clearly? You need to toy with 

density matrices representations of these pure and mixed states. 

Note that these concepts are applicable to both a single qubit and a register of N qubits. 

 
Figure 144: mixed states and pure states when using qubits. (cc) Olivier Ezratty, 2021. 

Density matrices 

Density matrices, also named density operators, were introduced in 1927 by John von Neumann and 

Lev Landau and later expanded by Felix Bloch. Von Neumann created this formalism to develop his 

theory of quantum measurements. 

A density matrix is a mathematical tool used to describe quantum systems in pure or mixed states. 

Compared to the state vector that we saw earlier, a density matrix is the only way to mathematically 

describe a mixed state. It consolidates all the physically significant information that could be retrieved 

from a set of quantum objects given what we know about them. Quantum and classical probabilities 

are boiled in the density matrix. 
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Usually represented by the sign ρ (rho), a density matrix is a square matrix of complex numbers used 

to describe a quantum system, like a register of several qubits. Its size is 2Nx2N where N is the number 

of qubits in the register. 

The density matrix of a quantum register in pure state is the outer product of its computational basis 

state vector | ⟩⟨ | as described below, with an example using a Bell pair of two qubits. There is no 

more information in the density matrix than in the basis state vector at this stage. 

A density matrix for a mixed state adds several pure states matrices with real probability coefficients 

pi. The | i⟩ pure states that are combined to form a mixed state can be themselves states from the 

computational basis (combination of 0s and 1s) but not necessarily. They can be any vector in the 2N 

Hilbert space and made of (normalized) linear superpositions of these basis states. Mathematically 

speaking, a pure state density matrix is a special case of mixed state density matrix where only one pi 

is not zero. 

We’ll repeat here what was said with pure and mixed states: a mixed state density matrix consolidates 

both quantum uncertainties (that persists even when the system state if well known) and classical 

uncertainties (due to a lack of knowledge of individual quantum sources and preparation conditions) 

when a pure state density matrix contains only information pertaining to quantum uncertainties. 

 

Figure 145: how a pure state matrix is constructed. (cc) Olivier Ezratty, 2021. 

A density matrix has several mathematical properties as described below and detailed afterwards with 

some differences between pure and mixed states density matrices. 

 
Figure 146: the various mathematical properties of pure and mixed states density matrices. 
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Hermicity. A density matrix is Hermitian, meaning that it’s equal to its transconjugate matrix. As a 

consequence, the density matrix can be diagonalized in a different basis, with positive real number 

eigenvalues. Hermicity comes from the density matrix construction: it’s real number linear sum of 

Hermitian matrices resulting from the Hermitian inner product of pure states vectors. One conse-

quence is that it removes any global phase from the quantum system it describes. You can easily 

understand it by evaluating on your own a density matrix of a given qubit and its global phase. 

Positivity. A density matrix M is positive semi-definite, meaning that ⟨ |𝑀| ⟩ ≥   for all x vectors. 

It’s also defined as a symmetric matrix with non-negative eigenvalues (meaning... positive or zero). 

These eigenvalues being the values in the diagonal after matrix diagonalization. But even before di-

agonalization, all density matrices diagonal values are positive due to hermicity and the way they are 

constructed as positive probabilities combinations of outer products of pure states whose diagonal are 

always containing positive values. 

Normalization. A density matrix trace equals 1 for both pure and mixed states. A density operator is 

said to be “normalized to unit trace”. That’s the sum of its diagonal values which are all positive real 

numbers. It comes from two rules: Born’s rule applied to a pure state (∑   
2

 = 1) and classical prob-

abilities rules applied to the mixed state (∑ 𝑝  = 1). As a result, a density matrix diagonal value at 

position j = ∑ 𝑝    𝑗
2 ,   𝑗  being the weight  𝑗 from the pure state i composing the mixed state. The 

diagonal is also referred to as a statistical mixture or as a population. 

There are some differences between pure and mixed states density matrices. 

Projector. A pure state density matrix is a projector, i.e. equal to its square and the trace of its square 

density matrix ρ2 is equal to 1. Being a projector means that its eigenvalues are all zeros except a 

single one that is 1. The eigenvector associated with the eigenvalue one is the state vector of the 

system. Being a projector means the density matrix can be used as the way to measure a quantum 

state using this vector as a basis reference. In a single qubit system and the Bloch sphere, it would be 

any vector in the sphere and the related measurement observable, a geometrical projection of the 

evaluated qubit on this vector. In the case of a mixed state, the density matrix trace is inferior to 1 and 

its minimum is 1/N, when the state is maximally mixed with equal probabilities for all basis values. 

The average value obtained with applying an observable A to a pure state quantum system state vector 

𝜓 is evaluated with the formula ⟨𝜓| |𝜓⟩, also named an expectation value. In other words, it’s the 

dot vector product of 𝜓 and the vector obtained by applying matrix A to vector 𝜓. The expectation 

value of a mixed state represented by a density matrix 𝜌 is 𝑡  𝜌  , a trace of the density matrix mul-

tiplied by the observable A matrix. 

Off-diagonal elements can have a time-dependent phase that will describe the evolution of coherent 

superpositions. These elements are also named “coherences”. As decoherence starts due to interac-

tions with the environment, any pure state will progressively turn into a mixed state and the off-

diagonal values will be affected. This evolution follows the Liouville–von Neumann equation. 

| ⟩⟨ |  |1⟩⟨1|

 
=  

| ⟩⟨ |  |−⟩⟨−|

 
= [

1/  
 1/ 

] =
1

 
𝕀 

Mixedness defines how much “mixed” is a quantum state defined by its density matrix. It’s computed 

with 𝑡  𝜌2  and is equal to 1 for a pure state and 1/N for a mixed state with N quantum objects. As a 

result, any time-dependent unitary transformation U applied to this quantum state won’t affect the 

mixedness. Indeed, the density matrix over time is 𝜌 𝑡 = 𝑈 𝑡 𝑡0 𝜌 𝑡0 𝑈
† 𝑡 𝑡0 . Its mixeness is 

𝑡  𝜌2 𝑡  = 𝑡  𝑈 𝑡 𝑡0 𝜌 𝑡0 𝑈
† 𝑡 𝑡0 𝑈 𝑡 𝑡0 𝜌 𝑡0 𝑈

† 𝑡 𝑡0   which equals 𝑡  𝜌2 𝑡0  . 
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Combinations. A mixed state can be the result of an infinite number of combinations of pure states, 

the most common example being, for two qubits, the half-identity mixed state being an equally mixed 

state of both | ⟩ and |1⟩ or | ⟩ and |−⟩. Given a density matrix, you can’t compute the pure states 

that were combined to create it. Said otherwise, quantum states with the same density matrix can’t be 

distinguished operationally (i.e. by a set of measurements). Also, when a unitary operation 𝑈 (defined 

later, sorry) is applied to a mixed state defined by its density matrix ρ, the resulting state density 

matrix is 𝑈ρ𝑈†. 

For the fun of a better understanding, I’ve added below in Figure 147 a graphical segmentation of all 

the various matrix types we’ve been mentioning in the previous pages and how they are related with 

each other. 

We forgot to define a non-defective matrix, which is a diagonalizable matrix. And a normal matrix 

A verifies   † =  † . A trivial matrix is both Hermitian and unitary and have orthonormal eigen-

vectors with eigenvalues being +1 or -1. 

 
Figure 147: a Russian dolls map of matrices. (cc) Olivier Ezratty, 2021. 

Single qubit mixed states can be represented by a point inside the Bloch sphere as shown below in 

a “Death Star” representation, with a statistical mixture of two pure qubit states. The mixed state is a 

convex sum of pure states inner products, ‘convex’ meaning it’s a sum using positive real coefficients 

that sum up to 1. The geometric representation is a good way to figure out why a given mixed state 

can result from an infinite number of combinations of two pure states. We can combine more than 

two pure states to create a mixed state. By the way, the Bloch sphere becomes a Bloch ball. 

Density matrix dimensionality. Although it contains 22N complex values, due to normalization, the 

dimensionality of a density matrix is 22N-1 real numbers. The explanation is reconstructed below. For 

a starter, we have 22N complex values which is the square or 2N, the number of lines and columns in 

the density matrix. We separate the matrix diagonal from the off-diagonal values. The diagonal values 

are real numbers because they are the positive probability sums of the diagonal values of pure states 

density matrices, themselves being positive as |  |
2. 
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Figure 148: representation of a single qubit mixed state in the Bloch sphere. (cc) Olivier Ezratty, 2021. 

The matrix trace equals 1, removing another useful dimension. The off-diagonal values are redundant 

since the matrix is equal to its transadjoint. So, we divide by two their dimensionality. Since these are 

complex numbers, we multiply it by two to get a number of real numbers. When summing this up, 

we find 22N -1 different real numbers. This dimensionality is usually presented as 22N-1 complex num-

bers or 22N real numbers, avoiding the minus 1 which is quickly negligible as N grows. 

 
Figure 149: computing the dimensionality of a density matrix. (cc) Olivier Ezratty, 2021. 

However, this dimensionality does not correspond to some useful computing resource in standard 

gate-based programming models although some work has been done to exploit it, but with no addi-

tional computing acceleration290. 

 

290 See Quantum Circuits with Mixed States by Dorit Aharonov, Alexis Kitaev and Noam Nissam, 1998 (20 pages). It describes a model 

using not only unitary matrix operator-based quantum gates. It enables the usage of subroutines in programming. But this programming 

model doesn’t seem adopted so far except for quantum error correction codes which implement measurement during computing. Mixed 

states based programming is implemented in the qGCL extension of the language pGCL as described in Quantum programming with 

mixed states by Paolo Zuliani, 2005 (14 pages). 
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A theoretical perfect gate-based quantum computer is using qubits registers that are in a pure state 

until measurement, representing thus a dimensionality of 2N+1-1 real numbers, the -1 standing for the 

normalization constraint of the computational basis vector291. So why do we care about these density 

matrices for mixed states? These are mostly used to understand the effects of decoherence and meas-

urement and with qubits registers tomography which helps determine their fidelities. 

The sequence of quantum gates in a quantum circuit can also be represented by a large unitary matrix 

of dimension 2N*2N=22N complex numbers. So, with a dimensionality close to a density matrix. But 

this is not an actual computing resource. It deals more with the extensive computing resources re-

quired to emulate in-memory an entire unitary algorithm in a classical computer instead of just exe-

cuting gates one by one on the computational state vector. 

 
Figure 150: dimensionality of a qubit register. (cc) Olivier Ezratty, 2022. 

There are many other subtleties with density matrices that we can’t detail in the book. For example: 

Diagonalization is possible for any mixed state density matrix. It will decompose the state into clas-

sical probabilistic combination of pure states eigenvectors forming an orthonormal basis. 

Reduced density matrices are the density matrices of subsystems of composite systems. The reduced 

density matrix for an entangled pure state is a mixed state or mixed ensemble. 

Mixed state purification consists, inversely, in integrating a mixed state in a larger system to create 

or reconstruct a pure state. It is used in some error-correcting codes. 

Bipartite pure states are tensor products of two systems that are not entangled. A pure state system 

is entangled if and only if some of its reduced states are mixed rather than pure. If all were pure, it 

would mean that the pure state density matrix ρ would be separable into several pure states, one for 

each qubit in the case of a qubits register. 

Schmidt decompositions are used to decompose bipartite systems and evaluate their level of entan-

glement. This level of entanglement can be determined with the Schmidt coefficients coming from 

the Schmidt decomposition. 

 

291 Thus, wrong is the statement that “A calculation using n number of qubits on a quantum computer would need 2n classical bits on 

a standard computer” as seen in Simulating subatomic physics on a quantum computer by Sarah Charley, October 2020. Why? Because 

one of the 2N quantum amplitudes in a N qubit register cannot be stored or emulated on a single bit! 
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Matrix rank. A matrix rank is the number of non-zero values in its diagonalized version. The rank 

of a density matrix gives an indication of the purity of the state it represents. A pure state density 

matrix has a rank 1, since it can be diagonalized into a matrix where only one value in the diagonal 

is non-zero. A maximally mixed state has a rank of 2N, i.e. the number or lines and columns in the 

density matrix representing N qubits. 

Schmidt rank is an indication of the level of entanglement in a density matrix. Not to be confused 

with the matrix rank which deals with its purity level. 

Quantum Channels are transformations of a quantum state resulting from any kind of interaction 

with a quantum environment. They are modelized with an operator, called a superoperator, transform-

ing a density matrix into another density matrix. Technically speaking, a superoperator is a completely 

positive (we’ve defined that already) and trace-preserving operator (self-explainable), or CPTP. Its 

form is a linear map from one Hilbert space to another Hilbert space. Its dimension is a square matrix 

with 22N columns and as many rows, so with 24N (or 16N) complex numbers, before normalization, N 

being the number of qubits. It is useful to modelize quantum subsystems (which are in mixed state), 

decoherence, quantum error correction and qubits noise292. It is even possible to build a tomography 

with a superoperator, aka a quantum process tomography (QPT). One for example can build a QPT 

of a quantum gate to detect its imperfections. A QPT can also be done for a more complex operation, 

or unitary applied to a set of qubits, like a Quantum Fourier Transform293. 

Grad, curls and divs 

In the equations of Maxwell, Schrödinger, Dirac and others that we have seen are used notations good 

to remember here around the symbol nabla: 𝜵, sometimes used with an arrow �⃗⃗� . 

Nabla generally designates the gradient of a scalar or vector function, i.e. its first derivative. A scalar 

function applies to a vector, often of three dimensions x, y and z of a Euclidean space. It returns a 

number. A vector function returns a vector! This leads to the notions of gradient and Laplacian which 

apply to a scalar function and correspond to first and second derivatives in space, and to divergence 

and rotational (or curl) which apply to a vector function. A Laplacian can also be applied to a vector 

function. We won't go far in this book with respect to these functions. 

 

 

Figure 151: del, nabla, gradient, di vergence, rotational, curl, Laplacian. You won’t need them in the rest of this book, sort of. This is 
just informative. 

 

292 See Quantum Channels by Stéphane Attal (65 pages). 

293 See Quantum Process Tomography of the Quantum Fourier Transform by Yaakov S. Weinstein, Seth Lloyd et al, 2004 (45 pages). 
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http://math.univ-lyon1.fr/~attal/Quantum_Channels.pdf
https://arxiv.org/abs/quant-ph/0406239
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Permanent and determinant 

This inventory would not be complete without describing an even 

stranger mathematical object: the permanent of a square matrix 

n*n, invented by Louis Cauchy in 1812. The formula in Figure 

152 describes its content. 

per   = ∑ ∏𝑎  𝜎   

𝑛

 = 𝜎∈𝔊

 

Figure 152: a permanent. 

The П denotes a multiplication of values from the index matrix i and σ(i). σ is a permutation function 

of integers between 1 and n, the dimension of the matrix (number of columns and rows). The sigma 

relates to the set of σ functions of the permutation group Sn (also called symmetrical group) which has 

a size of n! (factorial of n). The values ai,σ(i) are the cells of the coordinate matrix i and σ(i). 

Here is what it gives with n=2 and n=3 knowing that beyond that, it becomes less readable: 

perm(
𝑎  
𝑐 𝑑

) = 𝑎𝑑   𝑐           perm(
𝑎  𝑐
𝑑  𝑓
𝑔 ℎ 𝑖

) = 𝑎 𝑖   𝑓𝑔  𝑐𝑑ℎ  𝑐 𝑔   𝑑𝑖  𝑎𝑓ℎ 

Figure 153: computing the permanent of 2x2 and 3x3 matrices. 

The permanent is therefore a real number resulting from n! (factorial of n) additions of multiplications 

of n values of the matrix. The permanents are notably used to evaluate matrices that represent graphs. 

They are also used in the classical numerical simulation of boson sampling that we will describe in 

the section dedicated to photon qubits, page 445294. Contrary to the calculation of the determinant, in 

Figure 154, which can be simplified, that of the permanent remains a classical intractable problem. 

The determinant of a matrix is a variant of its permanent. 

sgn(σ) is the sign of permutations, which is +1 if the number 

of permutations needed to create the permutation is even and 

-1 if it is odd. Olé! 

 et   = ∑ (sgn 𝜎 ∏𝑎  𝜎   

𝑛

 = 

)

𝜎∈𝑆𝑛

 

Figure 154: a determinant. 

And this is what it gives for n=3. Note 

that the group of permutations includes 

the permutation that does not change 

the order of the elements. 

 et (
𝑎  𝑐
𝑑  𝑓
𝑔 ℎ 𝑖

) = 𝑎 𝑖   𝑓𝑔  𝑐𝑑ℎ − 𝑐 𝑔 −  𝑑𝑖 − 𝑎𝑓ℎ 

Figure 155: computing the determinant of a 3x3 matrix. 

Determinants have particular properties such as det(AB)=det(A).det(B)=det(B).det(A)=det(BA) 

which can facilitate the calculation of the determinant of a matrix if it can be factorized into several 

matrices. Also, the determinant of a matrix is the product of its eigenvalues. 

So much for the definition of the basics of the linear algebra of quantum computing. I've skipped a 

lot of other definitions and rules of computation. It was a question of clarifying certain notions that 

are frequently used in the scientific literature on quantum computing and in many of the reference 

works cited in this book. What we have just seen may be useful for you to compare some of the 

scientific literature on quantum computing. 

If you like maths, linear algebra and complexity, you can have some fun exploring type III factors 

algebra that describes the observables in relativistic quantum fields theory295 ! Classical quantum 

physics and computing is based on a simplistic type I factors algebra. Simpler, but still complicated. 

 

294 The calculation time of a permanent increases faster than an exponential of a fixed value (Mn) as soon as n becomes very large 

compared to M. So, for example, with M=2, 2n is much smaller than n! as soon as n is greater than 4. As the numerical simulation of 

the boson requires a determinant that depends on the size of the simulation, it is even more cumbersome to compute than an exponential 

problem. 

295 See The Role of Type III Factors in Quantum Field Theory by Jakob Yngvason, 2004 (15 pages). 

https://arxiv.org/pdf/math-ph/0411058.pdf
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Fourier transforms 

Since quantum physics deals a lot with wave-particle duality and particularly with waves, waves sig-

nals decomposition is a key mathematical tool. That’s the role of a Fourier transform that we men-

tioned already when dealing with Heisenberg’s indeterminacy principle. It’s about maths but not lin-

ear algebra. 

The Fourier Transform implements a mathematical decomposition of a function 𝑓    into a function 

𝑓 𝜉  returning a complex number containing an amplitude and phase for single frequencies 𝜉. It’s a 

more generic version of Fourier series which work with periodic signals. Fourier transform are Fou-

rier series where the signal period can approach infinite. 

It can be used for example to decompose a wave packet pulse 

signal that is concentrated in time. A Fourier transform usu-

ally operates in the time domain with   being a time in sec-

ond and 𝜉 a frequency in Hertz. 

𝑓 𝜉 = ∫ 𝑓    −2𝜋 𝑥𝜉𝑑 
∞

−∞

 

Figure 156: a Fourier transform in the time 
domain. 

It can be decomposed using Euler’s formula in its real and complex parts separating the amplitude 

and phase of the Fourier transformed signal: 

𝑓 𝜉 = ∫ 𝑓   cos   𝑖 𝜉 𝑑 
∞

−∞

−  𝑖 ∫ 𝑓    sin   𝑖 𝜉 𝑑 
∞

−∞

 

Figure 157: Fourier transform decomposed in real and complex part. 

The inverse Fourier transforms that frequency decomposi-

tion function 𝑓 𝜉  back into its original compound time do-

main signal 𝑓   . 

𝑓   = ∫ 𝑓 𝜉  2𝜋 𝑥𝜉𝑑𝜉
∞

−∞

 

Figure 158: inverse Fourier transform. 

All of this is easier to understand with examples like in the schema below decomposing a time domain 

signal into five frequencies constituents with their respective magnitude and (equal) phases. 

Computing Fourier series and transforms is done in many ways: 

Discrete-time Fourier Transform (DTFT) is a form of Fourier analysis that is applicable to a se-

quence of values. It is often used to analyze samples of a continuous function. The term discrete-time 

refers to the fact that the transform operates on discrete data, often samples whose interval has some 

units of time. 

Discrete Fourier Transform (DFT) converts a finite sequence of equally-spaced samples of the 

function into a same-length sequence of equally-spaced samples of the Discrete-Time Fourier trans-

form (DTFT). The samples are complex numbers coming from a DTFT. 

Fast Fourier Transform (FFT) computes the discrete Fourier transform (DFT) of a sequence, or its 

inverse (IDFT). It’s an efficient variation of the DFT. 

Quantum Fourier Transform (QFT) is a linear transformation applied on qubits. It is the quantum 

analogue of the DFT and reverse DFT. A QFT is a Discrete Fourier Transform applied to the data 

stored in the 2n computational basis states of a n qubits register. The Quantum Fourier Transform, 

implements a DFT on the complex amplitudes of a quantum state. We cover it later page 595. 

Fourier series were created by Joseph Fourier (1768-1830, French) as part of his work in the book 

“The Analytical Theory of Heat” published in 1822. Beforehand, he accompanied Napoleon Bona-

parte in his 1798-1801 Egyptian expedition as a scientific advisor. He then became a Prefect for the 

Isère department, based in Grenoble. Afterwards, he also drove the young Jean-François Champollion 

to get interested in deciphering the Rosetta Stone. 
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Figure 159: Fourier transform and inverse Fourier transform and signal decomposition. Source: 

https://www.tomasboril.cz/files/myprograms/screenshots/fourierseries3d.png, comments (cc) by Olivier Ezratty, 2021. 

Nonlinearities 

We often hear about nonlinearities with quantum physics, particularly with the difficulty to implement 

it with qubits. It’s also used in neural networks activation functions in classical computing. But their 

meaning is not the same in these different scenarios. 

Superconducting qubits exploit the Josephson effect and an anharmonic oscillator to prevent the en-

ergy states of the superconducting loop oscillating current from being separated by the same energy 

level. This is a nonlinear effect linked to the way harmonic oscillators work when dampened in a 

certain way. It enables microwaves controls for changing qubits state between | ⟩  and |1⟩  with a 

larger frequency than the one that would allow a switch from the |1⟩ state to the | ⟩ state, which is 

what we are trying to avoid. 

Nonlinearities are also sought after in photonics, especially to create quality two-photon quantum 

gates. Nonlinearities occur when solid media modify the characteristics of photons such as their po-

larization P and in a nonlinear way with respect to the electric field applied to the solid. The dominant 

chi 𝜒    of a nonlinear medium defines its order. A 𝜒 3  is a third order nonlinear medium. 

𝑃 =  0 𝜒
   𝐸   𝜒 2 𝐸2  𝜒 3 𝐸3  ⋯  with  0 being the vacuum permittivity. 

This phenomenon happens in the Kerr effect which sees some materials refractive index changing in 

a nonlinear (quadratic, second order 𝜒 2  medium) manner as a function of the electric field applied 

to them. Conversely, the Pockels effect used in optical modulators sees the refraction changed in a 

linear manner as a function of the electric field applied. This nonlinearity in optics also occurs in 

many devices such as power lasers. 

Finally, nonlinearities are classically used in neural networks activation functions. These are, for ex-

ample, sigmoid based on exponential fractions. 

So how can such activation functions be performed in quantum computation that relies only on linear 

algebra? One of the first imagined solutions consists in using a nonlinear, non-reversible and dissipa-

tive quantum gate called D 296. Others consists in handling the nonlinearity part of algorithms in their 

classical parts before feeding a quantum algorithm. That’s what can be done in algorithms solving 

Navier-Stokes fluid mechanics equations. 

 

296 Method proposed by Sanjay Gupta in Quantum Neural Networks, 2001 (30 pages) and Quantum Algorithms for Deep Convolutional 

Neural Network, by Iordanis Kerenidis et al, 2020 (36 pages). 
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𝑓 𝜉 = ∫ 𝑓    −2𝜋 𝑥𝜉𝑑 
∞

−∞

𝑓  = ∫ 𝑓 𝜉    𝑖 𝜉𝑑𝜉
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inverse Fourier transform

Fourier transform

https://www.tomasboril.cz/files/myprograms/screenshots/fourierseries3d.png
https://arxiv.org/pdf/quant-ph/0201144.pdf
https://arxiv.org/pdf/quant-ph/0201144.pdf
https://openreview.net/pdf?id=Hygab1rKDS
https://openreview.net/pdf?id=Hygab1rKDS
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Qubits 

Qubits are the basic elements of data manipulation in quantum computers. They are the quantum 

equivalents of classical computing bits. With them, we move from a deterministic to a probabilistic 

world but with the capability to handle more information during computing. 

In conventional computing, bits used in processing units like microprocessors correspond to circulat-

ing electrical charges that reflect the passage or absence of an electrical current. A classical bit has a 

value of 1 if the current is flowing or 0 if the current is not flowing. The logic is transistors based. A 

bit readout gives 1 or 0 and deterministically, i.e. if the read operation is repeated several times, or 

the read operation is repeated after a re-edition of the calculation, it will yield the same result. This is 

true for data storage of information, for its transport and processing. This is valid modulo the errors 

that can occur during this journey. These most often occur in storage and memory and are corrected 

via error correction systems using some data redundancy, usually with some parity bits for each stored 

byte, so with a rather low data overhead. In data storage, complicated redundancy systems are used 

like RAID disks organization mixing and matching several disks and parity error codes to consider 

the physical errors coming from storage. 

In a qubit, everything is different! While qubits are usually initialized at | ⟩, operations on them called 

quantum gates create a mathematical linear superposition between states | ⟩ and |1⟩. These two states 

correspond to two different discrete possible values of a physical property of a quantum object like 

an electron spin (up or down in a given direction), a photon polarization or an atom energy level. 

Qubits are represented mathematically by a vector in a two-dimension Hilbert space which describes 

its amplitude and phase, reminding us of the “wave” nature of quantum objects. 

We’ll see later how we use the Bloch sphere geometrical representation to understand how amplitude 

and phase are visualized. And it gets more complicated when we conditionally connect qubits together 

using multi-qubits quantum gates implementing quantum entanglement. 

At the end of computing, we read the value of a qubit. Like all quantum object measurement, it results 

in a wave packet collapse onto one of the two qubit basis states. So, we get a | ⟩ or a |1⟩ and the 

result is probabistic, not deterministic. The wealth of information handled by a qubit during compu-

ting is lost at the end of calculation. 

 
Figure 160: detailed comparison between classical bits and qubits with separating the mathematical logic, the physical 

implementation and error correction techniques. (cc) Olivier Ezratty, 2021. 
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(cc) Olivier Ezratty, September 2021
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The role of a quantum algorithm is to leverage this wealth of information during computing so that a 

simple result is generated at the end. We turn this probabilistic outcome in a deterministic one with 

executing the algorithm a great number of times, up to thousand times, and averaging the obtained 

results. It’s also dependent on the structure of quantum algorithms which are designed to generate a 

result with qubits being as close as possible to their so-called “computational basis states”, namely, 
| ⟩ and |1⟩. 

To sort things out, it’s still useful to differentiate three levels of ‘qubit objects’ used in computing as 

described in Figure 160: 

Mathematically. Bits and qubits are idealized mathematical objects that implement a pure mathe-

matical formalism with no errors. What is named a “qubit” is above all a mathematical object. Its 

dimensionality is different than with a bit. It’s represented by two complex numbers, the amplitudes 

α and β from the qubit quantum state description α| ⟩ β|1⟩. Due to normalization (α  β =1  and 

getting rid of the qubit global phase, its dimensionality becomes two real numbers, usually repre-

sented by two angles in the Bloch sphere. Bits and qubit measurement are both mathematical and 

physical operations. With qubits, it’s mathematically based on a projective measurement on the com-

putational basis comprised of | ⟩ and |1⟩, using a Hermitian matrix. Physically, it’s using a measure-

ment apparatus operating on the qubit quantum object. 

Physically. Bits and qubits are implemented with different sorts of physical devices. With bits, we 

use to say they correspond to currents circulating or not circulating in transistor-based devices. While 

this is true with processing, this is different with memory and storage297. Qubits are implemented with 

quantum systems comprised of a single quantum object (atom, electron, photon) or several quantum 

objects (particularly with superconducting qubits and topological matter qubits like Majorana fermi-

ons). The | ⟩ or a |1⟩ states correspond to two exclusive states for one given property of a quantum 

object or system, that is clearly separable at measurement, like a photon polarization that is detected 

with a polarizer and a photon detector or an electron spin that can be detected with some magnetic 

sensor and a technique called electron spin resonance (ESR). These are also called two-level systems 

(TLS). 

Physical qubits processing is using physical operations: amplitude and phase changes implemented 

by single-qubit gates and provoking superposition and entanglement which conditionally connects 

qubits together with two or more qubits gates, interferences resulting from the previous operations 

and are at the core of most quantum algorithms, and quantum measurement yielding | ⟩ or |1⟩ for 

each qubit when computing has ended or when executing quantum error correction codes. Both bits 

and qubit physical objects are prone to physical errors. While error rates are very small with classical 

bits, it’s currently quite high with qubits. One simple operation like a two qubits quantum gate can 

generate over 0,4% error rates, which is unacceptable for most algorithms. 

Qubits errors, namely decoherence, come from the various interactions between the qubit quantum 

objects and their environment like thermal noise, electro-magnetic noise, cosmic rays and gravity298. 

These errors require quantum error correction codes, which, as we’ll later see, require a significant 

overhead of physical qubits. 

 

297 These rely on electronic systems storing information like some magnetic encoding in hard disks drives or with two states transistor-

based objects in SRAM (used in processors), DRAM (used around processors) or Flash memory (used in SSD and your usual USB 

memory key). 

298 It explains why many qubit types requires some sort of isolation: vacuum and low temperature to avoid thermal and electro-magnetic 

noise and multi-layered shielding to avoid other sources of electromagnetic noise. But we’ll see later that for superconducting and 

electron spin qubits, the required low temperature is also linked to the microwaves used to control qubits. 
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Logically. Error correction is thus required to create usable computing devices. In classical compu-

ting and telecommunications, “bits” are corrected with different techniques including using parity 

bits299. Bits are processed, stored and transmitted with a very low-level of errors. 

Qubits must be assembled in groups called logical qubits, which are physical assemblies of a much 

great number of physical qubits, up to 10 000’s300. Redundancy overhead becomes much bigger than 

with parity bits used in classical computing. In logical qubits, physical qubits are processed with 

quantum error correcting codes. The number of physical qubits assembled into logical qubits depends 

on their physical error rate and on the logical qubit error rate that is expected to enable practical 

quantum computing. For example, the famous integer factoring Shor algorithm is very demanding 

since using very precise small angles phase rotation gates. 

While qubits are everywhere in quantum computing, these are not the only quantum objects available 

to manage quantum information. 

Quantum computers can also theoretically be built with qutrits (with three possible quantum states), 

ququarts (with four possible states) and more generically, with qudits (d being the number of possi-

ble quantum states of the qubit underlying quantum system) 301. 

It can deliver some computing power with a smaller number of quantum objects than with qubits. 

These are still mostly research labs tools. For example, researchers at Berkeley are investigating su-

perconducting qudits with more than two levels302. 

The most common qudits are implemented 

with photons by managing several of their 

properties. 

Using qudits would have an impact on quan-

tum algorithms design and programming. 

Most of quantum algorithms are designed for 

quantum computers using qubit-based gates. 

However, compilers could probably automati-

cally transform classical quantum gates into 

qudits-based gates. 

The record so far is about creating quvigints, 

qudits with 20 different exclusive values for 

photons, that are efficiently measured with 

state tomography303. 

 
Figure 161: qubits, qutrits and ququarts. Source: Quantum Simulations 

with Superconducting Qubits by Irfan Siddiqi, 2019 (66 slides). 

 

 

299 ECC (error correcting codes) are used in memories. Some systems are used in processors like the Intel MCA (Machine Check 

Architecture) which detects and reports errors in microprocessor. Other systems correct errors in storage like RAID redundancy for 

hard-disk drives and SSDs. We also have error correction codes used in classical telecoms. 

300 As of 2021, there are no commercial computers using real logical qubits. The reason is simple: the number of available physical 

qubits in gate-based processing units, topping at 127 with IBM’s last generation of superconducting qubits, is still under the number of 

physical qubits required to build just one logical qubit! 

301 See for example Ultracold polar molecules as qudits by JM Hutson et al, 2020 which deals with qudits using fluorine-calcium and 

rubidium-cesium diatomic molecules allowing four quantum levels per molecule. This reduces the number of necessary qubits of 

log2(d), d being the number of state levels of the qubits. 

302 See Quantum Simulations with Superconducting Qubits by Irfan Siddiqi, 2019 (66 slides). 

303 See Finding quvigints in a quantum treasure map by University of Queensland, March 2021 and Robust and Efficient High-Dimen-

sional Quantum State Tomography by Markus Rambach et al, March 2021 (6 pages). 

https://groups.oist.jp/sites/default/files/imce/u36/CQD/CQD2019/Lectureslides/OIST_3_Siddiqi_Q_Simulation_final.pdf
https://groups.oist.jp/sites/default/files/imce/u36/CQD/CQD2019/Lectureslides/OIST_3_Siddiqi_Q_Simulation_final.pdf
http://scholar.google.com/scholar_url?url=https://ora.ox.ac.uk/objects/uuid:a2f930a0-a8fd-42d6-acad-fbca508bce79/download_file%3Fsafe_filename%3DSawant_2020_New_J._Phys._22_013027.pdf%26type_of_work%3DJournal%2Barticle&hl=en&sa=X&d=6756945401814987722&scisig=AAGBfm10lf0mOsPw1kX29KZKnWhixdD3Fw&nossl=1&oi=scholaralrt&hist=x1s8ZccAAAAJ:9078311828407294955:AAGBfm1zKDSpgrkB26Wf0C7mb92u0w3AVw
https://groups.oist.jp/sites/default/files/imce/u36/CQD/CQD2019/Lectureslides/OIST_3_Siddiqi_Q_Simulation_final.pdf
https://groups.oist.jp/sites/default/files/imce/u36/CQD/CQD2019/Lectureslides/OIST_3_Siddiqi_Q_Simulation_final.pdf
https://www.uq.edu.au/news/article/2021/03/finding-quvigints-quantum-treasure-map
https://arxiv.org/abs/2010.00632
https://arxiv.org/abs/2010.00632
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Bloch sphere 

Let’s first dig into the mathematical models of qubit representation. These models do not depend on 

the qubits underlying quantum object types. Physical qubit types have an impact on their error level 

and types as well as on the low-level quantum gates operations available to control qubits. 

In a classical probabilistic model, a probabilistic pbit would have a probability p of having the value 

0 and 1-p of having the value 1304. It would be a linear probabilistic model. We cover the niche market 

of probabilistic computers in a dedicated section, page 790. 

Well, with qubits, these probabilistic laws are quite different! 

A qubit vector state is defined by two 

complex numbers   n  β according to 

the formula describing the qubit quan-

tum object state | ⟩ as α| ⟩ β|1⟩. 
Quantumly speaking, | ⟩ is a linear 

superposition of basis states | ⟩  and 
|1⟩ with coefficients α and β, aka am-

plitudes. α is a complex number whose 

square describes the probability of 

having the state | ⟩ and β is a complex 

number whose square describes the 

probability of having the state |1⟩. 
 

Figure 162: bits, probabilistic bits and qubits. 

The sum of the probabilities of the two basis states must give 1. It is indeed not α+β but α2+β2 that 

give 1. It comes from the generic probabilistic model developed by Max Born in 1926 and from one 

of the postulates of quantum physics. It gives to the square of the modulus of the wave function of a 

quantum the meaning of a probability density of the presence of an elementary particle in space 

(mostly, for electrons). 

The mathematical representation model of the state of a qubit is based on complex numbers and on 

the geometrical metaphor of the famous Bloch sphere. This model is linked to the representation of 

the state of a qubit or any two-state quantum by a two-dimensional vector whose length, called "norm", 

is always 1. 

Angles. The qubit state | ⟩ is a length 1 vector going from the center of the sphere to the North pole 

of the sphere and the state |1⟩ is a vector going from the center of the sphere to its South pole. An 

arbitrary qubit state | ⟩ is represented by a vector with an angle θ (0 to  , latitude) with respect to 

the vertical z-axis and an angle φ (0 to 2 , longitude) with respect to the x-axis located from the 

center of the sphere to its equator and around the z-axis. θ corresponds to the qubit amplitude and φ 

to its phase. 

Orthogonality. The basis states | ⟩ and |1⟩ are opposite in the Bloch sphere and are mathematically 

orthogonal. This is highly counter-intuitive and linked to the angle θ that is divided by two in the 

formulae. When θ  equals   , corresponding to a half turn in the sphere, moving from | ⟩  to |1⟩ , 
cos(θ/2) = cos(90°) = 0 illustrating the fact that | ⟩ and |1⟩ are indeed mathematically orthogonal 

states. This is true for any opposing states within the sphere as with the | ⟩ and | ′⟩ examples below 

in Figure 163. 

 

304 Linear probabilistic models are used in the probabilistic processors discussed in a small dedicated chapter of this book. 
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These opposite states are antiparallel or antipodal, meaning parallel but in opposite directions. It ex-

plains why angle θ is halved in the equations describing a quantum state in Bloch sphere in the sine 

and cosine calculations of the formulas giving α and β 305! 

So, we divide θ by 2 to link the geometric representation in the sphere with the mathematical repre-

sentation of the qubit state, and to allow a spreading of all the states of a qubit over the whole sphere. 

The whole sphere occupation of qubits representations makes it easier to describe how single qubit 

gates work as we’ll show later in a graphical way. 

By the way, sin(θ) is a marker of the qubit coherence or level of superposition. It’s easy to grasp since 

the sinus will be equal to zero when the qubit is in the | ⟩ and |1⟩ states. It will be maximal, at 1, 

when the qubit vector will sit on the equator in the Bloch sphere with an even superposition of | ⟩ 
and |1⟩. 

 
Figure 163: a thorough explanation of the Bloch sphere representation of qubits. (cc) Olivier Ezratty, 2021. 

Global phase. A qubit representation is usually independent of its global phase. It can be removed 

from the equation to turn α into a real number. Still, a qubit is sometimes represented with a global 

phase of 
− 𝜑

2
 as shown in Figure 163. When removing the global phase from α, the complex part of β 

integrates the phase difference between the amplitudes α and β. In that case, β is a complex number 

when the qubit is not in the plane crossing the x-axis (θ = 0) and the z-axis (φ = 0) of the Bloch sphere, 

meaning it has a non-zero phase. This complex number associates a real part for the direction z and a 

complex part for the dimensions x and y which are orthogonal to z. Applying a rotation around the z-

axis will generally reintroduce a complex number in the α of the transformed qubit, which we do not 

necessarily factorize to remove the global phase of the qubit when doing hand calculations. 

Information. The paradox to be understood is the following: since there is an infinite number of 

positions in Bloch's sphere, a single qubit could theoretically store a large amount of information, at 

least much more than a bit. Let’s say it could be two floating point numbers, like the two angles θ 

and φ in the Bloch sphere. 

 

305 This is deciphered in Ian Glendinning's The Bloch Sphere, 2005 (33 slides) which explains this by the mathematical orthogonality 

of the two states |0⟩ and |1⟩ which are nevertheless opposed in the Bloch sphere. It is even better explained in Why is theta/2 used for 

a Bloch sphere instead of theta? which definitely clears up this mystery. 
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Unfortunately, we can only obtain a classical 0 or 1 after measurement because of that damn Holevo 

theorem306! We could theoretically retrieve some floating-point number with averaging the results of 

a large number of runs of the algorithm. Their precision will depend on several factors: the number 

or runs or “shots”, the qubit error rates and the efficiency of quantum error correction codes. Given 

the overhead of all of this, forget about using qubits as a high-precision floating-point number storage 

device! 

When the state vector of the qubit is 

horizontal in the Bloch sphere, i.e. it 

sits in its equator, and we have an even 

superposition of | ⟩  and |1⟩ , but with 

a variable relative phase between the 
| ⟩  and |1⟩  amplitudes which is re-

lated to the horizontal angle of the vec-

tor φ with respect to the z axis as in the 

diagram on the right. Two usually su-

perposed states are | ⟩ and |−⟩. 

These are orthogonal states. These 

equatorial states share the same α 

component of 1/√  but opposite β val-

ues. This qubit-rich information is then 

modified by phase rotation quantum 

gates. If all qubits in the equator share 

the same 50%/50% amplitude proba-

bilities, they have a different phase. 

 
Figure 164: Bloch sphere equator and superposed states (cc) Olivier Ezratty, 2021. 

A significant part of the quantum computing power comes with playing with the qubit phase that 

generates interferences between qubits. We’ll see that later with algorithms such as phase amplitude 

and phase kickback. 

As a general rule, most quantum gates do not generate all vector positions in the Bloch sphere. They 

are often half or quarter turns. The points of the sphere most often used are the cardinal points: the 
| ⟩  |1⟩, then the four points corresponding to the superposition of | ⟩ and |1⟩ on the equator. 

To obtain all the quantum computing power, we need to make smaller turns than quarter turns, with 

the variable-phase R gates, usually composed with T gates, which we will see later and is outside the 

so-called Clifford gates group. Only these gates are supposed to enable some exponential speedup 

with gate-based quantum computing. Another way to look at this is that quantum advantage comes 

from using the full power of “analog” qubits. 

Origins. We owe this Bloch sphere to three scientists: Erwin Schrödinger for his wave function of 

1926, Max Born for his associated probabilistic model, created the same year, and to Felix Bloch 

(1903-1983, Switzerland) who represented the state of a two-level quantum on the sphere in 1946. 

 

306 To learn more and with a better scientific accuracy, you can consult the Wikipedia sheet of the wave function and amplitude proba-

bility. Other explanations can be found in the example of the electron orbit levels in the hydrogen atom in Quantum Mechanics and the 

hydrogen atom (19 slides). The physical interpretation of Max Born's statistical rule remains in any case open, as explained in Arkady 

Bolotin's June 2018 paper, Quantum probabilities and the Born rule in the intuitionistic interpretation of quantum mechanics (14 pages). 
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Bloch’s sphere is frequently assimilated to Poincaré’s sphere, named after Henri Poincaré (1854-

1912, France) and created in 1892307. It is used to describe the polarization of light. The sphere polar 

coordinates represent the various types of light polarization: linear polarization (on the sphere equa-

tor), left elliptical polarization (upper hemisphere), right elliptical polarization (lower hemisphere) 

then left and right circular polarization (North and South poles). 

The vertical axis (circular polarization) and one of the horizontal axis (linear polarization) represent 

two observables for a photon. All other states can be described as linear superpositions of these cou-

ples of basis states. And contrarily to massive particle-based quantum objects whose quantum proba-

bilities are described by Schrödinger’s equation, light equations used here are just Maxwell’s electro-

magnetic waves equations. 

 
Figure 165: the Poincaré photon sphere which inspired the Bloch sphere creation and another, Euclidian, representation of a qubit. 

The Bloch sphere representation is also used for representing an electron spin measured along three 

orthogonal axis (X, Y, Z), showing how superposition works with spins. 

Sometimes, a system of polar coordinates is used on one circle, positioning the computational basis 

states of | ⟩ and |1⟩ as geometrically orthogonal vectors. It somewhat duplicates values since of −| ⟩ 
and −|1⟩ are similar to | ⟩ and |1⟩, with just a different global phase. Only the right half of the circle 

is useful. 

Many other fancy qubits representations have been created with projection of the Bloch sphere onto 

a plane, representations of several qubit states with many Bloch spheres, even some representation of 

quantum entanglement with three Bloch spheres for two qubits308 or with tetrahedrons309. None of 

these have been standardized and have a practical value for most quantum developers. 

 

307 Here are some sources of information associated with this section: Lectures on Quantum Computing by Dan C. Marinescu and 

Gabriela M. Marinescu, 2003 (274 pages), The Bloch Sphere by Ian Glendinning, 2005 (33 slides), The statistical interpretation of 

quantum mechanics, Max Born's 1954 Nobel Prize acceptance speech in physics (12 pages) and the excellent book The mathematics 

of quantum mechanics by Martin Laforest, 2015 (111 pages), which describes the mathematical basics of quantum computing with 

complex numbers, vectors, matrices and everything. 

308 See Two-Qubit Bloch Sphere by Chu-Ryang Wie, 2020 (14 pages). 

309 See Geometry of Qubits - A picture book by Yosi Avron and Oded Kenneth, 2018 (20 slides). 
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Registers 

In a quantum computer, qubits are organized in registers: a bit like the 32- or 64-bit registers of today's 

classical processors. One key difference is for now, a quantum computer has only one register and 

not many as with current classical microprocessors. 

The main difference between an n-qubit register and a traditional n-bit register is the amount of in-

formation that can be manipulated simultaneously. In conventional computers, 32- or 64-bit registers 

store integers or floating-point numbers on which elementary mathematical operations are performed. 

A register of n qubits is a vector in a 2n dimensional space of complex numbers. Its dimensionality is 

exponentially larger than a n-bits register. Let’s take for instance a register of 3 bits and 3 qubits. The 

first one will store one value at a time as 101 (5 in base 2) while the register of three qubits will 

contain complex numbers attached to each of the possible values of this register, 2 to the power of 3, 

i.e. 8, aka computational state basis. These complex numbers are the amplitude of each computational 

state. The total of their squares equals 1 since these are probabilities. 

 
Figure 166: key differences between a classical bit register and a qubit register. (cc) Olivier Ezratty, 2021. 

However, these 2n states amplitudes do not really constitute some information storage capacity. Quan-

tum algorithm’s main goal is to amplify the computational basis state amplitude that is the sought 

result, while reducing all the other amplitudes to near zero. Logically, it is like testing many hypoth-

eses in parallel to bring out the best one. 

The output information is a set of n classical bits. The 2n amplitudes handled during computation are 

not some useful information that we exploit outside the register. We’ll always end with one compu-

tational state and its related classical bits. So, in the end, you don’t really process "big data" with 

quantum computing or at least, you don’t output any big data. You may still use some sort of big data 

to prepare the state of the register before or during calculation310. 

But it’s not to the advantage of quantum computing since feeding a quantum register with classical 

data is quite slow311. 

 

310 However, exceptions are beginning to appear with hybrid methods for accelerating database access combining traditional computer-

based and quantum algorithms. See Quantum computers tackle big data with machine learning by Sarah Olson, Purdue University, 

October 2018. 

311 It’s well explained in the excellent overview Quantum Computing: Progress and Prospects from the US Academy of Sciences, 2019 

(272 pages) : "Large data inputs cannot be loaded into a QC efficiently. While a quantum computer can use a small number of qubits 

to represent an exponentially larger amount of data, there is not currently a method to rapidly convert a large amount of classical data 

to a quantum state (this does not apply if the data can be generated algorithmically). For problems that require large inputs, the amount 

of time needed to create the input quantum state would typically dominate the computation time, and greatly reduce the quantum 

advantage.”. 
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The graphic representation below in Figure 167 was built using the Quirk open source simulator. It is 

a sample of a quantum Fourier transform algorithm run on 4 qubits. The column numbers vector is 

showing the computational base probabilities. In the beginning we have a 100% |    ⟩. 

After applying an X gate on the first qubit, we get a 100% amplitude for a |1   ⟩. After applying 

Hadamard gates to all qubits, we get even amplitudes of 6,3% for all computational basis states. Then 

the QFT finds out the result, |1  1⟩ which shows up on the last column312. 

 
Figure 167: manipulating a 4-qubit register vector state with Quirk. (cc) Olivier Ezratty, 2021. 

Another way of presenting things is a little simpler and more graphical: all the register states are on 

the left, the calculation generates interference between these states to make one of the states on the 

right come out which is the answer to the problem posed313. The example is based on the use of only 

two qubits that give four different "binary" states of the qubits. 

So, we do not recover 2n values in practice, but n bits. The operation can be repeated several times to 

obtain an average in the form of floating numbers. But it depends on the algorithms. For the majority 

of them, a binary output is sufficient, as for Peter Shor's integer factorization algorithm. 

We are anyway constrained by Holevo's theorem of 1973 which proves that with n qubits, we cannot 

recover more than n bits of information after a quantum calculation! 

At the current stage of qubit development, one and two-qubit gates error rate is between 0,1% and 

0.5% and ideally it should be less than 0.0001%. This error rate can be evaluated for each isolated 

qubit. 

 

312 In A quantum computer only needs one universe by Andrew Steane, 2003 (10 pages), the latter insists on the key role of entanglement. 

He considers that entanglement does not so much explain the gain in quantum computing power. 

313 See Introduction to Quantum Computing by William Oliver from MIT, December 2019 (21 slides). 
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Figure 168: representing qubits manipulations with interferences. Source: Introduction to Quantum Computing by William Oliver 

from MIT, December 2019 (21 slides). 

By the way, don’t believe the nonsense that is the comparison of the exponential size of the qubit 

registers computational basis state with the number of particles in the Universe. These are not equiv-

alent dimensions. A number of objects combination is not homothetic with a number of objects! With 

a given number of objects, combinations of these objects will always represent a number that is much 

higher than the number of objects taken as a reference. And… exponentially! 

On the other hand, besides this exponential combination sizing, qubits have a lot of drawbacks in total 

opposition with classical bits. One can neither copy classically nor erase the value of qubits individ-

ually. Their measurement modifies their values. These are probabilistic objects that are difficult to 

manipulate. 

Ancilla qubits. Universal gate quantum computing uses ancilla qubits or control qubits that can be 

combined with the computing qubits. The value of these qubits is not read at the end of the processing. 

It is a kind of trash can of qubits used during computations. They are used in various algorithms as 

well as to implement the error correction codes (QEC) explained later. We still always use a single 

qubit register. It can be just logically partitioned between computation qubits and ancilla qubits, these 

last playing more or less the role of classical registers in a microprocessor. Their content may be 

scrapped at the end of some parts of computing. It’s sometimes done using the “uncompute trick” 

which reverses part of the processing affecting these ancilla without erasing the other qubits contain-

ing the intermediate computing result. 

Gates 

In classical computing, logic gates execute Boolean algebra using bit-dependent decision tables as an 

input. Several types of logic gates with one and two inputs are used, including the NAND gate which 

is interesting because it is universal and uses only two transistors. The other one- and two-bit Boolean 

gates can theoretically be created with NAND gates. In general, however, logic gates are mixed in the 

circuits. 

An Intel Core i5/7 processor with over 10 billion transistors contains several billion logic gates. A 

processor is obviously very complex, with gates managing access to a cache memory and registers, 

and instruction pipeline executing the code defining the gates to be used in calculations. These oper-

ations are generated at the processor's clock frequency, most often expressed in GHz. 

https://q2b.qcware.com/2019-conference/videos-by-day/
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The classic two-bit logic gates (NAND, NOR, XOR, AND, OR) are irreversible because they destroy 

information during their execution. 

Qubits undergo operations via quantum gates that can be applied to one or more qubits. 

Single-qubit gates apply a 2x2 unitary matrices of complex numbers to the qubit state vector con-

taining the famous α and β complex amplitudes. These always generate some rotation of the qubit 

vector in the Bloch sphere. The norm of the vector remains stable at 1 at least, before any decoherence 

happens. And quantum gates modify qubits information without reading it. A single qubit gate on a 

register of N qubits is a unitary operator, a large square matrix of 2N lines and columns which results 

from the tensor product of the gate matrix applied to a qubit and the identity operator acting on all the 

other qubits, in the qubits order. 

Two qubit gates apply 4x4 unitary matrices to the computational basis state vector containing 4 en-

tries (22). 

Three qubit gates apply a 8x8 matrix to a state vector containing 8=23 entries. 

 
Figure 169: comparison between classical logic gates and qubit gates. (cc) Olivier Ezratty, 2021. 

We’ll now look at the various quantum gates made available to quantum developers314. The variations 

come from the rotation axis in the Bloch sphere (usually, X, Y or Z) and the angle of the rotation (1/2 

turn, 1/4 turn, 1/8 turn or arbitrary rotation angle)315. 

• X gate (or NOT) performs an inversion or bit flip. A | ⟩ becomes |1⟩ and vice-versa. Mathemat-

ically, it inverts the α and the β of the two-component vector that represents qubit state. It gener-

ates a 180° rotation in the Bloch sphere around the X axis. 

• This gate is often used to initialize to |1⟩ the state of a qubit at the begin-

ning of a process which is by default initialized at | ⟩. 
X = [

 1
1  

] 

• Y gate performs a 180° rotation around the Y-axis in the Bloch sphere. It 

also turns a | ⟩ into |1⟩. 
Y = [

 −𝑖
𝑖  

] 

 

314 Single qubit gates can be classified in XY and Z gates. XY gates are rotations around an axis in Bloch’s sphere equator and can be 

viewed as amplitude change gates while Z gates are rotations around the Z axis and can be described as phase change gates. 

315 The formalism and classification of quantum gates is more sophisticated, as very well explained in the excellent lecture notes Gates, 

States, and Circuits - Notes on the circuit model of quantum computation by Gavin E. Crooks, January 2022 (79 pages). 
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• Z gate applies a sign change to the β component of the qubit vector (phase 

flip), i.e. a phase inversion and a 180° rotation with respect to the Z axis. 

The X, Y and Z gates complemented by the identify I are the Pauli gates. 

Z = [
1  
 −1

] 

• They have several characteristics like ZX=iY and X2=Y2=Z2=I. Their unitary matrices are noted 

𝜎𝑥, 𝜎𝑦 and 𝜎𝑧. Any single qubit unitary transformation can be written as a linear combination of 

Pauli gates with real number coefficients, plus the identity I. 

• S gate generates a phase change, or a quarter turn rotation around the Z-

axis (vertical). This is the equivalent of a half Z-gate. It is also called a 

"phase gate".  

• T gate equivalent to a half S, which generates a phase change of one eighth 

of a turn. With two of these gates, an S gate is generated. This gate that is 

not part of Clifford's group (defined ... later) has the particularity of allow-

ing by approximation the creation of any rotation in Bloch's sphere. 
 

• It’s the key to universal gate-based quantum computing. It is indispensable to run a quantum Fou-

rier transform and all derived algorithms like Shor integer factoring, HHL (linear algebra) and 

most quantum machine learning algorithms. 

• R phase shift gates are variations of Pauli gates, with an arbitrary rotation 

angle  in the Bloch sphere. The Rz gate rotates around the z axis, Rx around 

the x axis and Ry around the y axis316. A Rz(angle) gate is also called a Pangle 

gate (P for phase). 
 

• When the x, y and z axes are not specified, it is z, the vertical axis of the Bloch sphere, as in the 

matrix above. When x, y and z are specified without an angle or m, it is 90° or  / . The rotation 

is carried out on a complete round divided by m. The Rz gates modify the phase of a qubit and not 

its amplitude. Thus, the measurement of its state | ⟩ or |1⟩ is not affected by this gate. It will 

return both | ⟩ or |1⟩ with the same proportions, before and after the use of an Rz gate. Only two 

points of a sphere do not move during a rotation around an axis connecting them. 

• H gate aka Hadamard-Walsh: puts a qubit at | ⟩  or |1⟩  in a superposed 

state "| ⟩ and |1⟩". It is fundamental to generate this superposition in the 

registers. 

H = 
 

√2
[
1 1
1 −1

] 

 
Figure 170: example of application of an Hadamard gate on | ⟩ or |1⟩ qubits. Source: Molecular spin qudits for quantum algorithms by 

Eufemio Moreno-Pineda, Clément Godfrin, Franck Balestro, Wolfgang Wernsdorfer and Mario Ruben, 2017 (13 pages). 

 

316 This is well explained in The Prelude, Microsoft, 2017. 

S = 
1  
 𝑖

T = 
1  

  
  

 

Rm = 
1  

  
   

  

https://www.ruben-group.de/lit/2018_207_Molecular_spin_qudits_for_quantum.pdf
https://docs.microsoft.com/en-us/quantum/user-guide/libraries/standard/prelude
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• It is often used to initialize a quantum register before executing an oracle-based algorithm like 

Grover or Simon algorithms. Here is a representation of the effect of this gate on a qubit initialized 

at | ⟩ or |1⟩. If we apply two Hadamard gates to a qubit, we return to the starting point. In other 

words: HH = I (I = identity operator)317. 

• I gate is the identity gate. It may be used as a pause. In the real physical 

world, a real I gate is not an exact identity due to decoherence! If you “run” 

20 identity gates on a |1⟩ qubit, you’ll end up having some amplitude flip-

ping error transforming progressively the qubit into a | ⟩. 

I = [
1  
 1

] 

• | ⟩ reset gate is sometimes indicated at the beginning of an algorithm to 

indicate that we start with initialized qubits. It is obviously irreversible. 
|0⟩ = [

1  
  

] 

The mathematical formalism applied to a single qubit simply illustrates this. But this works only in 

theory, only if the gate error rate is zero. Since it is not zero, you don't ever a perfect | ⟩ or |1⟩. 

A qubit reset operation may also be used to clean up ancilla qubits after their usage, when we are not 

using the uncompute trick, which is a way to cleanly reset ancilla qubits and remove potential entan-

glements with other qubits. 

Below are representations of the effect of these single qubit gates, also labelled unary gates, on qubits 

initialized in | ⟩ for the gates H, X, Y, Rx and Ry and with | ⟩ for the phase change gates S, T, Z and 

Rz. Indeed, phase shift gates have no effect on | ⟩ as well as on |1⟩. For |1⟩, it may just change the 

qubit global phase, and not its relative phase between the qubit amplitudes   and  , with no material 

impact on most algorithms. In the examples, the R gates use an angle of 90° or  / . 

 

 
Figure 171: Bloch sphere representation of various single-qubit gates. (cc) Olivier Ezratty, 2021. 

 

317 This is also valid with X, Y and Z gates. In the usual notation, an H gate applied to |0⟩ gi es   st te | ⟩  n   n H g te  pplie  to 
|1⟩ gi es   st te |−⟩. 
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We now cover two and three qubit gates. Apart from the SWAP gate, all of these gates are conditional 

gates that apply a transformation of the state of one or two target qubits according to the state of one 

control qubit. These conditional gates create entanglement between the qubits that are in play. The 

entanglement between the involved qubits is persistent after executing these gates. 

• CNOT gate is an inversion of the value of a qubit conditioned by the |1⟩ value of another qubit. 

It is a quantum equivalent of the XOR gate in classical computing. Formerly called Feynman gate 

(C). 

• C2NOT or Toffoli gate is an inversion of the value of a qubit conditioned by the |1⟩ value of two 

other qubits. 

• CZ gate, or Control-Z, is a conditional phase change Z gate. 

• CS gate, or Control-S, allows a phase change of a qubit controlled by the state of a qubit. 

• SWAP gate inverts the quantum values of two qubits. 

It can be generated from the chaining of three consecu-

tive CNOT gates. The SWAP gate is the only two-qubit 

gate that is not creating a new entanglement between 

the two qubits. If they were separable before the gate, 

they will still be separable afterwards. 

 

Figure 172: the two-qubit SWAP gate unitary matrix. 

• The key role of SWAP gates is to connect qubits that are physically distant in the register physical 

layout. A SWAP gate may also displace some entanglement. For example, if qubits A and B are 

entangled, but C is not entangled with A and B, a SWAP between B and C will displace entangle-

ment to A and C and leave B unentangled with A and C. SWAP is usually a costly gate. It is not 

used a lot when the qubit topology enables all to all qubits direct connections like with some 

trapped ions qubits. As a consequence, most SWAP gates are created by compilers. 

 
Figure 173: example of SWAP gate operation. (cc) Olivier Ezratty, 2021. 

• Fredkin gate is a SWAP gate between two qubits that is conditioned by the state of a third qubit. 

So it has three inputs. 

• Generic Control-U gate is a two qubits gate applying a generic one qubit unitary to a qubit based 

on the state of a control qubit. 

 

Figure 174: control-U two-qubit gate unitary matrix. (cc) Olivier Ezratty, 2021. 

SWAP = 

weight of |  ⟩

weight of | 1⟩

weight of |1 ⟩

weight of |11⟩
a 2 qubit register state is a vector containing
the weight of each combination of | ⟩ and |1⟩

the 2 qubits gate unitary matrix for SWAP
is multiplied by the 2 qubits register state

two qubits quantum 
gate unitary matrix *

2 qubits 
register state

resulting state complex number values 

SWAP on = =

U
= 

generic control-Unitary operation, Unitary being any qubit gate
given U

 
= U-1, meaning U’s conjugate transpose = U’s inverse

the first qubit
is unchanged

the unitary is 
applied to the 
second qubit

it changes weights for |1 ⟩ and |11⟩
correlation and creates some entanglement 

between the two qubits
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• Phase-controlled R gates are the equivalent of single-qubit phase-change R gates, conditioned 

by the state of a control qubit. If the algorithm, like a quantum Fourier transform, requires m to 

be large, it is not easy to ensure the reliability of the gate because the required precision becomes 

very large compared to the phase errors generated by the quantum system. However, phase errors 

are difficult to correct! 

• A precision record of such a gate seems to have been reached by Honeywell with its ion trapped 

qubits presented in 2020 which have a rotation precision of 1/500 turn. This reminds us that during 

operations, quantum computing is analog. It is digital only at the level of commands and measured 

results, which become classical bits again318. 

• There are some reasons to get confused with S, T and R phase gates angles. For example, a S gate 

is sometimes branded as a  /  and sometimes as a  / . The same is applied to a T gate that is 

sometimes a  /  and sometimes a  / . The explanation is in the chart below and is related to the 

way a global phase is applied to the gate unitary operator. We can split hairs with using a “rotation” 

for the large one and a “round” for the small one. 

 
Figure 175: solving the ambiguity of phase gates labelling. (cc) Olivier Ezratty, 2021. 

The effect of two-qubit gates is mostly always presented with using | ⟩s and |1⟩s as starting points in 

the control qubit, like with “a CNOT inverts the state of a target qubit when the control qubit is |1⟩ ». 

But the CNOT will always have an effect on the target qubit when the control qubit is not exactly in 

the | ⟩ state. 

You just need to have a non-null   complex amplitude component in the first qubit. So, the only case 

a CNOT will do nothing on the target qubit is when the control qubit is exactly a | ⟩. 

To fully understand the effect of these gates on any qubit state and computational basis vectors for 

several qubits, you have to look at the unitary matrices implementing these gates and their linear 

effects on the qubits and/or register computational basis vectors. 

 

318 Here are a few sources of information on the subject of quantum gates: Gates, States, and Circuits by Gavin E. Crooks, July 2021 

(82 pages), Universality of Quantum Gates by Markus Schmassmann, 2007 (22 slides), An introduction to Quantum Algorithms by 

Emma Strubell, 2011 (35 pages), Equivalent Quantum Circuits by Juan Carlos Garcia-Escartin and Pedro Chamorro-Posada, 2011 (12 

pages),  The Future of Computing Depends on Making It Reversible by Michael P. Frank, 2017. 
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https://threeplusone.com/pubs/on_gates.pdf
https://qudev.phys.ethz.ch/content/courses/QSIT07/presentations/Schmassmann.pdf
https://web.archive.org/web/20141218044517/https:/people.cs.umass.edu/~strubell/doc/quantum_tutorial.pdf
https://arxiv.org/abs/1110.2998
https://spectrum.ieee.org/computing/hardware/the-future-of-computing-depends-on-making-it-reversible
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Figure 176: visualization of a CNOT two-qubit gate effect, generically and with a control qubit at  | ⟩, the only case when it won’t 

generate any qubit entanglement. (cc) Olivier Ezratty, 2021. 

In other words, and as demonstrated in Figure 176, unless the control qubit is | ⟩, a CNOT gate will 

create some new entanglement between the control and target qubit. But one could argue two things: 

first, after a couple of operations, we never have a perfect | ⟩ and are rapidly off-bounds, creating 

tiny entanglements with CNOT gates in that case, and second, most CNOT gates are run after a Hada-

mard gate was applied on the control qubit, getting off the | ⟩ state! 

Let’s add a number of two-qubit gates which play a particular role. These are physical gates imple-

mented at the lowest control level depending on the qubit type. They are not necessarily directly 

useful for developers but are the basis of some specific universal gates sets with some qubit types. 

• √𝐒𝐖𝐀𝐏  gate, or square root SWAP, stops halfway 

through a SWAP. It is a physical level gate used to 

entangle electron spin qubits. 

• 𝐢𝐒𝐖𝐀𝐏 gate is a two-qubit gate that is implemented 

in superconducting qubits like those from IBM. 
 

Figure 177: a √𝑆𝑊 𝑃 unitary matrix. 

• XY gate is a generic two-qubits gate implementing a 

rotation by some angles    and    between the states 

| 1⟩  and |1 ⟩  and iSWAP=XY      . It’s a physical 

gate proposed by Rigetti that can be implemented on 

superconducting qubits to reduce the number of two-

qubits gates required to run many algorithms319. 

 

Figure 178: an  𝑌      two-qubit gate unitary matrix. 

• ZZ gate that is implement with qubits coupling is a technique that can be used with qubit couplers 

to connect two superconducting qubits and implement as a CZ gate320. 

 

319 See Implementation of the XY interaction family with calibration of a single pulse by Deanna M. Abrams et al, 2019 (13 pages). 

320 See Implementation of Conditional Phase Gates Based on Tunable ZZ Interactions by Michele C. Collodo, Andreas Wallraff et al, 

PRL, May 2020 (10 pages). 
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• Rxx, Ryy and Rzz are two-qubit gates that are implemented natively in some trapped ion quantum 

computers as a Mølmer-Sørensen gate. They are called Ising coupling gates. The gate Rxx is im-

plemented natively in IonQ systems. These gates were also created for the first NMR quantum 

computing systems. 

• Mølmer-Sørensen gate, Cirac-Zoller gate (C-NOT), AC Stark shift gate and Bermudez gate 

are various two-qubit gates implemented at the physical level with trapped ions qubits. The 

Mølmer-Sørensen gate is a “mixed-species” entangling gate that can couple different breeds of 

ions. It is also less sensitive to motion temperature. It’s the main entangling gate for IonQ trapped 

ion computers. 

 

Figure 179: examples of physical qubit gates implement by specific qubit types. Consolidation (cc) Olivier Ezratty, 2O21. 

Logical reversibility. Quantum gates have the particularity of being logically reversible. It can easily 

be visualized for a single qubit gate, which is a simple rotation in the Bloch’s sphere and therefore, 

reversible with the inverse rotation. A multi-qubit gate is a rotation in a wider dimensional space, with 

2N dimensions, N being the number of qubits. Likewise, it’s logically reversible with an inverse rota-

tion, but harder to visualize. 

We can rewind some parts of algorithms by applying in reverse order the quantum gates that have just 

been applied to a set of qubits321. One benefit of this process is the so-called uncompute trick used in 

some oracle-based algorithms. It enables resetting the ancilla qubits used in computation without 

doing any reading. It avoids damaging the useful qubits that we need to use for the rest of the algo-

rithm. 

That being said, qubits can undergo other operations. They could be stored, meaning transferred, in 

or from quantum memory. They can also be used to encode two bits instead of one, in what is called 

"superdense coding", which is mainly used in quantum telecommunications322. 

Gates classes. The science of quantum gates has led to the creation of many concepts, theorems about 

groups of quantum gates. They are associated with the notion of universal gate sets, capable of gen-

erating all other quantum gates. 

Figure 180 contains a custom diagram summarizing these classes of quantum gates. In short, SU(2n) 

is the space of unitary transformations applicable on n qubits. It covers all the quantum computations 

that can be performed on n qubits. SU(2) includes all the unitary transformations that can be per-

formed on one qubit (with n=1!). Clifford's group includes gates with one and discrete qubits quarter-

turn rotation plus conditional gates. T (eighth turn) and R as Control-R gates with different angles 

from π and π/2 are not in Clifford's group. They are needed to cover SU(2) and SU(2n) well. In practice, 

the addition of the T gate is enough to create a universal gate set with using approximations. 

 

321 See Synthesis and Optimization of Reversible Circuits - A Survey by Mehdi Saeedi and Igor Markov, 2011 (34 pages), which 

reviews the algorithmic impact of reversibility in both classical and quantum computing. 

322 See From Classical to Quantum Shannon Theory, 2019 (774 pages) which describes the application of Shannon's information theory 

to quantum computing. As well as On superdense coding, August 2018, by Fred Bellaiche, an Econocom engineer who publishes very 

interesting and popularized scientific articles on quantum. 
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The classification of the gates begins with the Pauli gates that apply half-turn rotations around the X, 

Y and Z axes of the Bloch sphere of representation of the qubits. 

Pauli group includes the gates resulting from the combination of these three Pauli gates and the sign 

inversion operations on the α or the β of the qubits (±1 and ±i). On one qubit, the Pauli group includes 

the gates ±I, ±iI, ±X, ±iX, ±Y, ±iY, ±Z, and ±iZ (where I is the identity). 

Clifford group includes single and multiple qubit gates that standardize the Pauli group applicable 

to n qubits, i.e., the U gates of this group combined with the Pauli group gates σ with UσU* generate 

Pauli group gates. A Clifford gate is a quantum gate that can be decomposed into Clifford group gates. 

These include Pauli gates (X, Y, Z) and H, S (90° rotation) and CNOT (also called CX for control-X) 

gates. The Clifford group is very large as soon as n>1. Its size is respectively 24, 11,520 and 

92,897.280 elements for n=1, 2 and 3323. It is usually said that Clifford group gates are digital quantum 

gates while non-Clifford gates are analog. 

 
Figure 180: a visual taxonomy of qubit gates explaining the Pauli gates, the Pauli group, the Clifford group and the role of T and R 

gates to create a universal gate set. (cc) Olivier Ezratty, 2021. 

Gottesman-Knill's theorem demonstrates that algorithms using gates in the Clifford group can be 

simulated in polynomial time on classical computers. It means that they are insufficient to provide an 

exponential speedup compared to classical computing324. Another variant of this theorem from Leslie 

G. Valiant defines conditions for a quantum algorithm to be classically simulable in polynomial time 

on a classical computer325. 

 

323 See Clifford group by Maris Ozols, 2008 (4 pages). Clifford is the name of an English mathematician, William Kingdon Clifford 

(1845-1879) who is not related to the group that bears his name. 

324 See Positive Wigner Functions Render Classical Simulation of Quantum Computation Efficient by A. Mari and J. Eisert, December 

2021 (7 pages) that generalizes the Gottesman-Knill theorem to quantum systems that preserve the positivity of the Wigner function 

(aka, do not use non-Gaussian photon states). It creates additional constraints on how to obtain exponential speedups with photon based 

quantum computers. It is also discussed in Quantum computational advantage implies contextuality by Farid Shahandeh, December 

2021 (6 pages). 

325 See Quantum Computers that can be Simulated Classically in Polynomial Time by Leslie G. Valiant, 2002 (10 pages). 
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So, how can we obtain an exponential acceleration? It is necessary to use gates with more than two 

qubits implementing entanglement to obtain this acceleration like the Toffoli gate326. This can also be 

achieved with using phase-controlled R gates that are not part of Clifford's group, which can be ap-

proximated with adding a T gate. These non-Clifford gates have a particularity: they are difficult to 

correct with quantum error correction codes and to be implemented in a fault-tolerant manner. We’ll 

see that later in page 235. On top of that, a maximally entangled state is required among the used 

qubits which makes sense since separable subsets of the qubit register wouldn’t provide a large Hilbert 

space for computation. To create a universal gate set, you need to use two gates that don’t commute 

or anticommute. T and H gates don't commute whereas all Pauli gates anticommute (XY=-YX, ZX=-

XZ, YZ=-ZY). Geometrically, commuting and anticommuting happens when the related gates rota-

tion axis are respectively parallel (like S and T) and orthogonal in the Bloch sphere (X and Y, or X 

and Z). With T and H, they are neither parallel or orthogonal but separated by a 45° turn 327. 

Continuous gates make it possible to generate rotations of any angle in the Bloch sphere. The latter 

allow to generate all the phase-controlled R gates we have just seen and which are indispensable for 

QFT (Quantum Fourier Transform) based algorithms. Only a few qubits technologies can generate 

these gates at the hardware level, and usually with a poor precision. 

Discrete gates are sets of (Hadamard, Z, S, CNOT) that make at best only half and quarter turns in 

the Bloch sphere. 

Universal gate set is a group of gates that has the property of allowing the creation of all unitary 

operations on a set of qubits. From a practical point of view, also it allows to create all known quantum 

gates for one, two and three qubits. Such a gate-set must be able to create superpositions, entangle-

ment and it must have at least one gate with no-real parameters (i.e. complex numbers instead of real 

numbers). 

Here are some known sets of universal gates: 

• CNOT + all single qubit unitaries can enable the creation of any unitary transformation on any 

number of qubits. This is demonstrated in the Barenco theorem according to which SU(2n) uni-

taries can be built out of SU(2) unitaries and a CNOT two qubit gate328. It also demonstrates that 

any unitary transformation SU(2n) on n qubits can be built with a maximum of 4n elementary 

quantum gates. 

• CNOT + T (eighth of turn) + Hada-

mard, using approximations, linked 

to the Solovay-Kitaev's theorem. It 

proves that a dense and finite set of 

quantum gates in SU(2) space al-

lows can be used to reconstruct any 

gate in this space with a maximum 

error rate ε. 

 

Figure 181: how to create a SWAP gate with three CNOT gates. 

• The number of gates to be chained is a polynomial order of magnitude of log(1/ε). The SU(2) 

space is the Special Unitary group of dimension two. 

• It includes unit matrices (from determinant 

1) with complex coefficients and dimen-

sion 2.  

 

326 See On the role of entanglement in quantum computational speed-up by Richard Jozsa et Noah Linden, 2002 (22 pages). 

327 See Quantum computing 40 years later by John Preskill, June 2021 (49 pages). 

328 See Elementary gates for quantum computation by Adriano Barenco, Charles Bennett, David DiVincenzo, Peter Shor and al, 1995 

(31 pages). 

three CNOT gates one SWAP gate

a set of universal gates can be combined to create all sorts of 
quantum gates. it requires at least one two-qubit gates like a CNOT.

https://arxiv.org/abs/quant-ph/0201143
https://arxiv.org/abs/2106.10522
https://arxiv.org/pdf/quant-ph/9503016.pdf
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This search for a set of discrete quantum gates allowing by approximation to generate a set of contin-

uous gates of arbitrary rotations is important for some algorithms that we will see later, notably the 

discrete Fourier transform that is exploited in Shor's algorithm. You can see below in Figure 182 the 

effect of the sequence of T and H gates which, according to the combinations, allow to cover the 

different positions of Bloch's sphere, validating Solovay-Kitaev's theorem329. Transpilers are the parts 

of quantum code compilers that convert any quantum gate in the underlying universal gate set imple-

mented by the quantum processor and handle related optimizations. 

 
Figure 182: a visual description of Solovay-Kitaev’s theorem. Source: TBD. 

Inputs and outputs 

Traditional microprocessors are composed of fixed logic gates, etched into the silicon, and 'moving' 

bits, which are electrical pulses that propagate through the circuit through the various gates. All this 

at a certain frequency, often in GHz, set by a quartz clock. 

In a quantum computer, the first stage of processing consists of resetting the quantum register into an 

initial state. This is called "preparing the system". The various registers are first physically configured 

in the |0⟩ state. The following initialization consists in using different operators such as the Hadamard 

transformation to create |0⟩+|1⟩ superposition or the X gate to change this value |0⟩ to |1⟩. Sometimes, 

more preparation is required to prepare a denser register state, like with quantum machine learning 

algorithms. Once this initialization is done, computing gates operations are sequentially applied to 

the qubits according to the algorithm to be executed. 

 
Figure 183: time and space differences with classical logic and quantum gates. (cc) Olivier Ezratty, 2021. 

 

329 See Shorter quantum circuits by Vadym Kliuchnikov et al, Microsoft, Facebook and the Universities of Birmingham, Oxford, Bristol 

and Brussels, March 2022 (83 pages) which proposes an efficient method to generate any unitary with fewer gates, and T-count and T-

depth of any multi-qubit unitary by Vlad Gheorghiu, Michele Mosca, Priyanka Mukhopadhyay, October 2021-October 2022 (28 pages) 

which defines lower bounds for these T gate usage. 
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They always include some multi-qubits gates implementing entanglement between qubits. Finally, 

qubits are measured at the end of the processing, which has the effect of modifying their quantum 

state. 

Quantum algorithms diagrams for universal gates computers (below right) are most often time dia-

grams, whereas for classical logic gates it is also a physical diagram. In the right part describing a 

quantum algorithm, there are no physical wires connecting the qubits between an input and an output, 

the gates being in their path. It is a time-based schema! 

A quantum algorithm is the description of a quantum circuit made of a series of sequenced timely 

quantum gates operating on 1, 2 and sometimes 3 qubits. It’s the way to create a large unitary trans-

formation on the initialized qubits. 

Now, let’s toy a little bit with qubits and gates with Quirk, particularly to identify pure and mixed 

states with single or two qubits. It also shows the role of off-diagonal values in density matrices. 

 
Figure 184: on examples of toying with Quirk to see how pure and mixed states look with two qubits. (cc) Olivier Ezratty, 2021. 

Here, we describe a mixed state generated on two qubits after one of them is entangled with a third 

qubit. 

 
Figure 185: three examples of toying with Quirk to see how pure and mixed states look with three qubits. (cc) Olivier Ezratty, 2021. 
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Figure 186: three examples of toying with Quirk to see how pure and mixed states look with two qubits. (cc) Olivier Ezratty, 2021. 

Qubit lifecycle 

One way to understand how a universal gates quantum computer works is to track the life of a qubit 

during processing: 

Initialization. A qubit is always initialized at |0⟩, corresponding to the base state, usually at rest, of 

the qubit. This initialization consumes some energy with all known types of qubits. 

Preparation. It is then programmatically prepared with quantum gates to adjust its values that are 

vectors in the Bloch sphere. The Hadamard gate is one of the most common one and creates a super-

posed state of |0⟩ and |1⟩ Single qubit gates apply a rotation of the qubit vector in the Bloch sphere. 

These rotations are based on unitaries, 2x2 complex number matrix operations applied to the qubit 

vector [α, β]. These unitaries have a trace of 1, maintaining the vector length of 1. For most quantum 

algorithms, qubit preparation is usually simple with a set of X gates to set them and H gates to create 

superposed states. In some cases, like with quantum machine learning, qubit states preparation can 

be more complex, requiring a lot of gates. 

Multiple-qubit gates then conditionally link qubits together. Without these quantum gates, little 

could be done with qubits. 

Data manipulation. The qubits information that is manipulated during computing is "rich" with a 

dimension of two real numbers, the angles θ and ϕ, or the vector [α, β] for each qubit. But a set of N 

qubits holds 2N complex number values, representing the proportion of each of the computational 

basis states made of the various combinations of N 0s and 1s. It creates a dimensionality of 2N+1-1 

real numbers, to take into account the normalization constraint for the computational basis states 

amplitudes. As these gates are operated on the qubits, quantum computing works in an analog way330. 

Measurement. When we measure the value of a qubit, we obtain a classical binary 0 or 1 with a 

probabilistic return depending on the qubit state. So, for each qubit, we have a 0 as input, a 0 or a 1 

as output, and an infinite number of states in between during calculations. 

 

330 This is the position stated in Harnessing the Power of the Second Quantum Revolution by Ivan H. Deutsch, November 2020 (13 

pages). Or more precisely, the author states that gate-based quantum computers are both digital and analog. 
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Figure 187: the effect of measurement on a single qubit. (cc) Olivier Ezratty, 2021. 

All this to say that the mathematical richness of qubit-based quantum computing happens only during 

processing. This is the life cycle of the qubit illustrated in the above diagram in Figure 187. 

 
Figure 188: classical and quantum data flow in gate-based quantum computing. (cc) Olivier Ezratty, 2021. 

Another schematic view of how classical and quantum computing are intertwined and the format of 

data that is handled in provided in Figure 188. What is specific to quantum computing is that the same 

instructions handle data and computing, i.e. quantum gates. The wealth of data in registers exists only 

during computing but not at the end, after measurement, where it is back in classical mode, turning 

the computational basis state vector of dimension 2N+1-1 real numbers to a meager N classical bits. 

Quantum switch is a curious artefact worth mentioning here. It consists in creating a series of qubit 

transformations that can be implemented simultaneously in different orders. Like say, A then B and 

B then A, on a given register state. It defies logic and understanding of time flow, creating an indefi-

nite causal order331. 

 

331 See Comparing the quantum switch and its simulations with energetically-constrained operations by Marco Fellous-Asiani, Raphaël 

Mothe, Léa Bresque, Hippolyte Dourdent, Patrice A. Camati, Alastair Abbott, Alexia Auffèves and Cyril Branciard, August 2022 (20 

pages). 
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It can even be a useful resource for improving reliability of quantum communications332. 

Measurement 

We’ll now look into quantum measurement, a much broader topic than you may think. We have al-

ready explained that quantum measurement is assimilated to a wave function collapse onto basis states, 

in the case of qubits, | ⟩ or |1⟩. We’ve also seen that quantum computing is highly probabilistic, re-

quiring executing several times your calculation and making an average of the obtained results. 

But quantum measurement is way more subtle than that. We’ll see here what can be measured in 

qubits and when, what is a projective measurement, what is a POVM, a CPTP map, what are gentle 

and weak measurements, non-selective and selective measurement, state tomography and the likes. 

Some of these techniques are related to quantum computing, including error corrections and some 

hardware benchmarking tasks and others with quantum telecommunications. 

Projective measurement 

A projective measurement is the most generic form of measurement used in quantum computing. 

We’ll first describe it geometrically and then with some mathematical formalism. Projective meas-

urement is also named a von Neumann measurement since John Von Neumann elaborated its for-

malism in 1932. 

It’s easy to intuitively understand what it looks like with using the Bloch sphere for a qubit. A projec-

tive measurement consists in doing a geometrical vector projection of your qubit pure state on any 

axis in the Bloch sphere. 

The simplest case of all is a projection on the z axis containing the | ⟩ and |1⟩ orthogonal vectors. 

It’s about doing a measurement in the qubit computational basis. It could also be, theoretically, a 

projection on any other axis, like the | ⟩ and |−⟩ states that sit on the Bloch sphere equator along the 

x axis. We’ll see later how to achieve this feat. 

While quantum gates are reversible opera-

tions based on unitary operators, reading the 

state of the qubits is an irreversible operation. 

It is not a rotation in Bloch's sphere but a pro-

jection on an axis, which will yield a binary 

result with a probability depending on the 

qubit state. The projection is using a self-ad-

joint matrix operator, meaning that if exe-

cuted several times, you’ll always get the 

same result. Of course, the measurement of 

the qubit modifies its state unless it’s already 

a perfect | ⟩ or |1⟩. 

 

Figure 189: visual difference between a unitary transformation (gate) and 
a projective measurement. Source: A computationally universal phase of 

quantum matter by Robert Raussendorf (41 slides). 

After a projective measurement on the Z axis, the qubit will irreversibly collapse in the states | ⟩ or 
|1⟩. Qubits measurement is reversible only in the case when they are already perfectly in the compu-

tational basis states | ⟩ or |1⟩. In that case, the measurement along the Z axis is not changing the qubit 

value and is therefore reversible since it’s an identity operation. 

Mathematically, a projective measurement is using Projection-Valued Measures (PVMs) on a closed 

system. On a given qubit, it uses two orthogonal measurement operators, in the form of 2x2 self-

adjoined (Hermitian) matrices. 

 

332 See Improvement in quantum communication using quantum switch by Arindam Mitra, Himanshu Badhani and Sibasish Ghosh, 

September 2022 (14 pages). 

https://www2.yukawa.kyoto-u.ac.jp/~qist2019/slides/3rd/Raussendorf.pdf
https://www2.yukawa.kyoto-u.ac.jp/~qist2019/slides/3rd/Raussendorf.pdf
https://arxiv.org/abs/2108.14001
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When measuring a qubit along the Z axis, also named the observable Z with eigenvalues +1 and −1 

and eigenvectors | ⟩ and |1⟩ (the observable Z is the matrix representation of a Z single qubit quan-

tum gate!), these PVMs operators are respectively: 

𝑀0 = | 〉⟨ ̅| = [
1
 
]  1   =  [

1  
  

]    and     𝑀 = |1〉⟨1| = [
 
1
]   1 = [

  
 1

] 

Given the Z observable operator is Z=𝑀0 − 𝑀 , which returns  1 for | ⟩ and −1 for |1⟩. 

On a general basis, with a quantum object with several distinct states, a measurement operator is a 

matrix 𝑀  and the probability to get the outcome m (with m=0 and 1 in the case of a qubit, or m=0 

to N-1 in the case of a N states quantum object) is 𝑝   = ⟨𝜓 𝑀 
† 𝑀  𝜓⟩ with the completeness 

constraint ∑ 𝑀 
† 𝑀 = 𝐼  (𝐼 being the identity matrix). 

For m=0, it reads as 𝑝   =     [
1  
  

] [
1  
  

] [
 
 ] =     [

 
 
] =  2! Since  2 = 1 −  2 due 

to the Born normalization rule, only one measurement is required to get both  2 and  2, these being 

not individual measurement results but their respective probabilities. 

Any global phase added to |𝜓⟩ will disappear during measurement. If we define |𝜓 ⟩ =     |𝜓⟩ and 

apply a measurement operator Mm on |𝜓 ⟩: 

𝑝′   = ⟨𝜓′ 𝑀 
† 𝑀  𝜓′⟩ = ⟨𝜓′  −  𝑀 

† 𝑀     𝜓′⟩ = ⟨𝜓′ 𝑀 
† 𝑀  𝜓′⟩ = 𝑝    

After the measurement with the operator 𝑀 , the system state |𝜓⟩ becomes the projection of |𝜓⟩ on 

𝑀  divided by the probability of getting state m: 

𝑀 |𝜓⟩

√⟨𝜓|𝑀 
† 𝑀 |𝜓⟩ 

    also often written    
𝑀 |𝜓⟩

√⟨𝜓|𝑀 |𝜓⟩ 
 

since 𝑀 
† = 𝑀  (self-adjoint matrix) and 𝑀 𝑀 = 𝑀  (projector matrix) 

All these measurement equations are part of the meas-

urement postulate (usually the third) from quantum me-

chanics postulates. 

In Figure 190, let’s make a pause to understand the 

⟨ | | ⟩  Dirac notation. You usually read it from the 

right. The ket on the right is a vertical vector that is mul-

tiplied by the middle object that is a square matrix. It 

creates a similar vertical vector. Then, you multiply it 

with the bra on the left which is a horizontal vector. It is 

a dot product of an inner scalar product. The result is a 

complex number and it is a real number when   =  . 

Now, let’s be a bit practical. 

 
Figure 190: understanding the ⟨ | | ⟩ Dirac notation. 

How can we change the measurement basis with qubits, for implementing a measurement along an-

other axis than Z? At least two options are available: 

• It may be possible to physically implement a measurement on a different basis than the computa-

tional basis. This is, for example, the case with polarization-based photon qubits where the polar-

izer angle can be dynamically and programmatically modified with some electrically controlled 

optical settings. It looks more difficult to implement for other types of qubits. 

 
 

𝑎  
𝑐 𝑑

vectorvector matrix

 𝛿   
 ′
 ′ dot product

complex number

.

average value in 
  of the 

observable 
represented by 

operator A
when  = 𝜙

in that case, the 
outcome is a 
real number



Understanding Quantum Technologies 2022 - Gate-based quantum computing / Measurement - 187 

• When the only supported measurement is a projective measurement in the computational basis 
| ⟩ and |1⟩, any another projective measurement can be implemented with first applying a unitary 

transformation to the qubit that creates a rotation in the Bloch sphere equivalent to moving the 

measurement axis to the Z axis (| ⟩ and |1⟩). When we say we do an “X” or “Y measurement”, it 

means that we first apply a H or HS†
 single gate rotation (H = Hadamard gate and S = half a Z 

gate or quarter phase turn) to handle this axis rotation and then, apply a (computational basis) Z-

axis measurement. This is what is regularly done with quantum error correction codes as well as 

with MBQC (measurement-based quantum computing). 

• With QECs (quantum error correction codes), this sort of projective measurement is applied to 

ancilla qubits, these additional qubits that detect errors in entangled computing qubits. So, when 

physicists say they are doing a measurement on a basis of two orthogonal vectors, they mean they 

are applying first a unitary transformation and then a measurement on the computational basis. 

 
Figure 191: how a projective measurement in a different basis can implement non-destructive measurement. Which is actually 

different from the notion of QND (quantum-non-destructive measurement) that we’ll define later. 

Qubits register measurement 

So far, we’ve just elaborated on measurement mathematical underlying tools and dealt with only one 

qubit. How about measuring a whole qubit register? 

A N qubit register has 2N possible computational basis states, from |  . . .  ⟩ to |11⋯  11 〉. When 

measuring once a qubit register, you get one of these states, being a combination of N 0s and 1s. 

 
Figure 192: a qubit probabilistic measurement and the notion of computing shots. (cc) Olivier Ezratty, 2021. 
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You could stop there and think, that’s my result, fine, I’m done! Well, no! Since the measurement 

outcome is probabilistic and prone with errors, you need to run your algorithm a certain number of 

times and count the number of times you’ll get each computational basis state. If doing so a great 

number of times, you’ll end up recovering a probability distribution for each computational basis state 

and reconstruct a full state vector. But to do that, you’ll need to execute your algorithm an exponential 

number of times with regards to the number of qubits, losing any gain coming from quantum compu-

ting. 

The process you’ll implement will depend on what data you want to extract from your prepared qubits 

register and the run algorithm. Usually, a quantum algorithm is supposed to generate a simple com-

putational basis state (one given combination of 0s and 1s) and not a combination of several states 

and their respective probabilities. 

 
Figure 193: another explanation of projective measurement on a different basis and its usage in non-destructive measurement 

techniques like with error correction codes. (cc) Olivier Ezratty, 2021. 

You can then run several times your algorithm and compute the average values of each qubit, giving 

a % of 0/1 for each then round up to the nearest 0 and 1. And there you are. What is “several”? It 

depends. IBM proposes to run your algorithm a couple thousand times on its cloud Q Experience 

platform with 5 to 65 qubits and states that this number will grow with the number of qubits, we hope 

linearly. I have not yet found the rule of thumbs used to define the number of runs, or “shots”. 

All in all, you must remember that one run of an algorithm is probabilistic and with many runs, you’ll 

converge progressively to a deterministic solution being the average of all runs results. 

From computational vector state to full state tomography 

What are we measuring? A single computational state, a statistical weight of 0 and 1 or a full vector 

state? It depends on the algorithm and also on the actual technical need of the undertaken measure-

ment. For most algorithms, a series of runs and qubit measurement and their average will output after 

roundup the found computational basis state. 

For algorithms debugging with a reasonable number of qubits and for characterizing the quality of a 

small group of qubits, it may be useful to compute either a histogram of the whole computational 

state vector or even, a so-called quantum state tomography which will reconstitute the density matrix 

of the quantum register. 

measurement is using a collection 𝑀 of operators 

acting on the measured system state space | ⟩,with 

probability of m being: 𝑀0= | ⟩⟨ | =  
1
 

1  =  
1  
  

the z basis is qubit’s computational basis:

𝑀 = |1⟩⟨1| =
  
 1

with:

𝑝  = | |2 𝑝 1 = | |2

when another basis projection is required like x or y axis or any axis in the 

Bloch sphere, gates are applied to the qubit that change the qubit basis. we 

then measure qubits using the   and 1 basis.

for example, if we want to make a qubit measurement on the   and −

basis, we first apply a X rotation on the qubit and then do a measurement 

in  the   and 1 basis.

it enables non destructive measurement for the initial qubit and is used in 

most error correction codes that we’ll see later.
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Figure 194: from a vector state to a full density matrix, the various ways to measure the state of a qubit register. Compilation (cc) 

Olivier Ezratty, 2021. 

The computational state vector is assembled with a lot of repeat runs and measurements with a number 

growing exponentially with the number of qubits. It will eventually provide the statistical distribution 

of each and every computational basis states. Since the number of runs grows exponentially, you 

understand quickly why it won’t make sense to use this technique when we’ll exploit a large number 

of qubits. 

Development tools like IBM Quantum Experience dumps the vector state of your qubits only for 

helping you learn about how their system work and also understand the impact of noise and decoher-

ence. 

 
Figure 195: what happens to your qubits when you progressively measure them. (cc) Olivier Ezratty, 2021. 

Reconstituting the whole system density matrix is a more tedious process. In the most basic technique 

used, we are keeping track of all intermediate measurements leading to getting the computational 

state vector and some matrix inversion is required to create it in the end. The process requires even 

more quantum and classical computation than for reconstituting the computational state vector. And 

it scales with 23N, N being the number of qubits! 
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This is usually applied with up to 6 qubits, and particularly with 2 qubits to characterize the quality 

of two qubit gates. A record state tomography of 8 qubits was achieved in 2005 with trapped ions by 

Rainer Blatt’s group in Innsbruck333. 

The graphical representation of 

these density matrices is often 

used to evaluate the fidelity of 2 

or 3-qubit gates in research 

publications. The example in 

Figure 196 illustrates this with 

comparing the theoretical state 

of a density matrix for 2 and 4 

qubits and measurement results. 

It also helps qualify the quality 

of qubits entanglement. Various 

techniques are proposed to 

speed-up quantum state tomog-

raphies and achieve it with a 

better precision. 

 

Figure 196: the difference between an ideal 2 and 4-photon density matrices and as 
measured in experiments. Source: Generation of multiphoton entangled quantum states by 

means of integrated frequency combs by Christian Reimer et al, Science, 2016 (7 pages). 

However, this is a tool for researchers and hardware designers, not for quantum software develop-

ers334. The next step is a Quantum Process Tomography which qualifies the quantum channel of a 

given process, like a series of gates, one gate, or quantum noise and decoherence. It creates an even 

richer matrix with 22N columns and rows, representing a linear operator on the system density matrix, 

aka a superoperator. 

 
Figure 197: how do you reconstruct a quantum system density matrix. 

Non-selective and selective measurements 

A non-selective measurement is a measurement that is physically done but not yet read. For any rea-

son, its outcome is not available either because it wasn’t yet used or because it’s really inaccessible 

when measurement is done by the environment. How is it different from a real measurement? It deals 

 

333 See Scalable multi-particle entanglement of trapped ions by H. Haffner, Rainer Blatt et al, 2006 (17 pages). 

334 See for example Quantum process tomography via completely positive and trace-preserving projection by George C. Knee et al, 

UK, 2020 (13 pages). But it requires some background knowledge! 
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https://www.researchgate.net/publication/297743553_Generation_of_multiphoton_entangled_quantum_states_by_means_of_integrated_frequency_combs
https://www.researchgate.net/publication/297743553_Generation_of_multiphoton_entangled_quantum_states_by_means_of_integrated_frequency_combs
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with the information available about the quantum states we are evaluating. This is explained in the 

example below using photons polarization and relates with pure states and mixed states. 

 
Figure 198: non-selective and selective measurements. (cc) Olivier Ezratty, 2021. 

A single photons source generates photons that traverse first a horizontal polarizing filter and then a 

45° polarizing beam splitter (PBS). The PBS create a pure state coherent superposition of |𝐻〉 and 
| 〉 states (horizontally and vertically polarized photons). Then, this coherent superposition traverses 

a 0° PBS. The outcome can be measured in the two PBS exits with single photon detectors. Before 

being measured, this output is a mixed state of |𝐻〉 and | 〉. 

There is no more coherent superposition (exit the pure state) and we don’t know yet what both detec-

tors will read. But we know that there’s a 50% chance that the detector on the PBS horizontally po-

larized exit will detect a photon and 50% for the other detector. After detection, we’ll end up with 

finding a single photon on one of the detectors, giving a related pure state. And nothing for the other. 

This means that after measurement of a qubit in a given basis, the coherences in its density matrix in 

the measurement basis are erased. There’s no more any coherence and superposition. This happens 

before looking at any measurement outcomes. In other words, a non-selective measurement of a pure 

state degrades its purity by turning it into a totally mixed state. 

This could be used in a new updated Schrodinger’ cat thought experiment, replacing the disintegrating 

radium atom by a simple qubit in a superposed state (after a H gate). A measurement at time T would 

trigger the poison release if the result is |1〉. All this in a closed box. Keeping the box closed at time 

T+whatever would be an equivalent of a non-selective measurement, then opening the box at time 

T+after whatever, would become a classical measurement of an already totally mixed state. 

Positive Operator-Valued Measurement (POVM) 

A Positive Operator-Valued Measure (POVM) is a quantum measure generalizing Projection-Valued 

Measures (PVMs) which is useful when the measurement basis is not made of orthogonal states in 

their Hilbert space. It is of particularly interest when measuring a photon qubit in a telecommunication 

link with two non-orthogonal polarization basis (0° and 45° like in the BB84 protocol). Like in PVMs, 

the measurement operators of a POVM add up to identity matrix. POVMs are also interesting when 

measuring a subsystem of an open system. 
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POVMs that are not PVMs are called non-projective measurements. They have many use cases like 

enhancing quantum states tomography, help detect entanglement and allow unambiguous state dis-

crimination of non-orthogonal states, with applications in quantum cryptography and randomness 

generation335. 

Other measurements concepts 

I’ll cover here other measurement-related tools and concepts I have encountered in various courses 

and scientific papers. You probably don’t need to understand this if you are just a quantum software 

developer. It may be interesting, however, if you are involved in designing quantum systems, error 

correction systems, measurement systems, quantum firmware and the likes. 

Gentle or Weak Measurement. It is one type of quantum measurement that retrieves little infor-

mation of the measured system in average with the benefit of only slightly disturbing it. In a weak 

measurement, the correlations in the off-diagonal values of the system density matrix are only slightly 

altered. The system purity and entanglement remain mostly unaltered. 

Postselected Measurement. It is a measurement where the result is chosen by the user, usually after 

a weak measurement. Surprising! As all measurements, it also turns a pure state into a mixed state. It 

refers to the process of conditioning on the outcome of a measurement on some other qubit values. 

The process consists in throwing away any outcome which does not allow you to do what you want 

to do. If the outcome you are trying to select has probability 0<p<1, you will have to try an expected 

number 1/p times before you manage to obtain the outcome you are trying to select. If p=1/2n for 

some large integer n, you may be waiting a very long time. 

This weird technique is noticeably used to better understand quantum physics and phenomenon like 

measurement non-commutativity336. 

CPTP map. A Completely Positive and Trace Preserving map also referenced as a quantum channel 

is used to describe non-selective measurements, conditional expectations and quantum filters, as well 

as feedback networks in quantum control theory. It corresponds to the most generic operation that can 

be applied to a quantum system. The state of the target system is associated to a trace-one, positive 

semidefinite density operator and, under the assumption that no initial correlations are present with 

the environment, its evolution over some specified time interval is described by a completely positive, 

trace-preserving (CPTP) linear map. 

For open quantum systems, however, the interaction between the system and environment leads to 

non-unitary evolution of the system (e.g., dissipation), which requires CPTP maps for full character-

ization337. 

In other words, a CPTP map is the mathematical operation that 

transforms the density matrix 𝜌 of a quantum system during a 

measurement on the basis ⟨  | into the density matrix 𝜌′ as 

described in Figure 199. A CPTP map is a superoperator of 

dimension 24N complex numbers. 

𝜌 = ∑𝑀 𝜌𝑀 = ∑𝑝 𝑀 

  

 

with 𝑝 = ⟨  |𝜌|  ⟩ 

Figure 199: defining a CPTP map. 

 

335 See Understanding the basics of measurements in Quantum Computation by Nimish Mishra, 2019. But what is 𝛿    in these for-

mulas? It is the Kronecker Delta function which is equal to 0 when m≠m’ and equal to 1 when m=m’. Meaning that inner product of 

all measurement operators is equal to 0 when they are different. This is the definition of orthonormality between a set of operators. 

336 See for example Quantum advantage in postselected metrology by David R. M. Arvidsson-Shukur, Seth Lloyd et al, Nature Com-

munications, 2020 (9 pages). 

337 Source: Quantum and classical resources for unitary design of open-system evolutions by Francesco Ticozzi and Lorenza Viola, 

2017 (27 pages). 

https://towardsdatascience.com/understanding-basics-of-measurements-in-quantum-computation-4c885879eba0
https://www.nature.com/articles/s41467-020-17559-w
https://arxiv.org/pdf/1704.01486.pdf
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Quantum Non-Demolition measurement. It is a type of measurement in which the uncertainty of 

the measured observable does not increase from its measured value during the subsequent normal 

evolution of the system. For a qubit measurement, it means that after its measurement, its value won’t 

change anymore in subsequent measurements. QND measurements are the least disturbing type of 

measurement in quantum mechanics. QND measurements are extremely difficult to implement. Note 

that the term "non-demolition" does not imply that the wave function fails to collapse338. It can be 

implemented with photons, particularly to measure a photon number (number of photons in a super-

posed states of similar photon, or a single-mode Fock state), using a secondary probe field interfering 

with the signal field339. It has also been experimented to measure an electron spin with an additional 

ancilla quantum dot next to an operational quantum dot340. It also currently works well with super-

conducting qubits. What would be a “demolition measurement”? It would be one that, after retrieving 

the result, would create so significant a back-action on the measured quantum that it would either 

destroy it (like a classical photon counting device that absorbs the counted photons) or turn it into a 

state outside the computational basis (such as a different energy level than ground/excited levels for 

a qubit). 

Quantum Steering is a quantum measurement phenomenon when one subsystem can influence the 

wave function of another subsystem by performing specific measurements. It is a variation of non-

local correlations intermediate between Bell nonlocality and quantum entanglement341. 

Quantum Measurement Thermodynamics. We have already mentioned the theoretical reversible 

aspect of gates-based quantum computing which relates to the unitary transformations applied with 

quantum gates. But most of the time, particularly with solid qubits, there is always some energy ex-

changes between qubits and their control as well as measurement devices. Fundamental research is 

undertaken to better understand the evolution of the thermodynamic equilibrium of qubit operations 

particularly during entanglement and also, measurement and error correction. Since measurement is 

done on a repeated basis due to the implementation of quantum error correction codes, it makes sense 

to wonder whether this could be optimized. Depending on the qubit state (ground level or excited 

level, and also in intermediate states), measurement can absorb or release some energy that is quantum 

and microscopic in nature and it’s also powered by entanglement342. 

 

338 QND was initially introduced in 1975 by VB Braginsky and YI Vorontsov in USSR. Source: Quantum Nondemolition Measure-

ment,Wikipedia. See also Quantum Non-Demolition Measurement of Photons by Keyu Xia, March 2018. It was demonstrated with the 

detection of a single photon as described in Seeing a single photon without destroying it by G. Nogues et al, 1999 (4 pages). 

339 See Detecting an Itinerant Optical Photon Twice without Destroying It by Emanuele Distante et al, Max Planck Institute, June 2021 

(6 pages) which deals with detecting twice a photon with some non demolition quantum measurement. The detectors use a single atom 

coupled to an optical cavity. Other methods consist in using the cross-Kerr effect where a measured photon traverses an optical medium 

and changes its refraction index. It provokes a phase shift for a probe photon traversing the same media, its phase being measured with 

a Mach-Zehnder interferometer. See a description of this old technique in Quantum non-demolition measurements in optics by Philippe 

Grangier, Juan Ariel Levenson and Jean-Philippe Poizat, 1998 (7 pages). 

340 See Quantum non-demolition readout of an electron spin in silicon by J. Yoneda et al, Nature, 2020 (7 pages). 

341 See Quantum Steering by Roope Uola et al, 2020 (43 pages) and Quantum steering on IBM quantum processors by Lennart Maxi-

milian Seifert et al, PRA, April 2022 (11 pages) which shows poor entanglement with 15 qubits. 

342 See also Probing nonclassical light fields with energetic witnesses in waveguide quantum electrodynamics by Maria Maffei, Patrice 

Camati and Alexia Auffèves, September 2021 (6 pages) which studies the thermodynamics of a qubit coupled to a waveguide, which 

relates well to superconducting qubit gates and readout operations but also other qubit operations (photons, cold atoms). They demon-

strate that the work performed by a coherent pulse on the qubit is always larger than the work that can later be extracted from the qubit, 

aka its ergotropy. But this classical ergotropy bound is violated if the input field is a resonant single-photon pulse. This opens the door 

to some energy recovery at the end of computing. 

https://en.wikipedia.org/wiki/Quantum_nondemolition_measurement
https://en.wikipedia.org/wiki/Quantum_nondemolition_measurement
https://www.intechopen.com/books/photon-counting-fundamentals-and-applications/quantum-non-demolition-measurement-of-photons
http://pages.erau.edu/~reynodb2/colloquia/nature400-239.pdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.253603
https://www.researchgate.net/publication/32044035_Quantum_non_-demolition_mesurements_in_optics
https://www.nature.com/articles/s41467-020-14818-8
https://arxiv.org/abs/1903.06663
https://arxiv.org/abs/2111.00074
https://journals.aps.org/prresearch/pdf/10.1103/PhysRevResearch.3.L032073
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This research field could lead to a better understanding of the whereabouts of the energetic footprints 

of quantum measurement and entanglement and how it can impact the energy cost of quantum com-

puting, particularly as it scales up343. 

Quantum Reservoir Engineering is a set of qubits management techniques using a quantum bath in 

order to reduce its energetic footprint, its measurement readout times and enable quantum non-dem-

olition measurement344. It’s about tightly controlling the qubit coupling with its environment. It is 

connected to quantum error correction techniques. The approach was initially imagined for NMR 

qubits, leveraging the Nuclear Overhauser effect. Then it was tested with trapped ions, using some 

coupling between the qubit harmonic oscillator and a reservoir of oscillator with laser radiations345. 

The technique is also branded “quantum bath”, “engineered dissipation”, “autonomous feedback” and 

“coherent feedback”. It has since been tested with superconducting qubits and is the basis of the cat-

qubits from Inria, Alice&Bob and Amazon346. 

Algorithmic Cooling is a related technique also named heat-bath algorithmic cooling, which consists 

in balancing the entropy transfers between qubits and with ancilla qubits as part of error correction 

codes347. It is used to improve the purity of a target subset of qubits quantum states in a qubit register. 

 

343 The thermodynamics of quantum measurement is involving a few groups worldwide including the team of Alexia Auffèves from 

Institut Néel in Grenoble, France, IQOQI and the University of Innsbruck in Austria and Andrew Jordan’s team at the University of 

Rochester, USA. See A two-qubit engine powered by entanglement and local measurements by Ingrid Fadelli, April 2021 which refers 

to Two-Qubit Engine Fueled by Entanglement and Local Measurements by Léa Bresque, Andrew Jordan, Alexia Auffèves et al, March 

2021, PRL (5 pages), Alternative experimental ways to access entropy production by Zheng Tan, Alexia Auffèves, Igor Dotsenko et al, 

May 2021 (15 pages) and the colloquium A short story of quantum and information thermodynamics by Alexia Auffèves, March 2021 

(14 pages). See also Stochastic Thermodynamic Cycles of a Mesoscopic Thermoelectric Engine by R David Mayrhofer, Cyril Elouard, 

Janine Splettstoesser and Andrew Jordan, October 2020 (18 pages) and Thermodynamics of quantum measurements by Noam Erez, 

2018 (3 pages). 

344 Quantum Reservoir Engineering must not be confused with Quantum Reservoir Computing which is an entirely different beast. 

Introduced by Keisuke Fujii and Kohei Nakajima in 2017, it is the quantum equivalent of a similar technique used in classical deep 

learning where a low-dimensional data input is projected onto a higher-dimensional dynamical system, the reservoir, generating tran-

sient dynamics that facilitates the separation of input states. It is particularly useful to analyze time series of complex data structures. 

See Quantum reservoir computing: a reservoir approach toward quantum machine learning on near-term quantum devices by Keisuke 

Fujii and Kohei Nakajima, November 2020 (13 pages). 

345 See Quantum Reservoir Engineering by J.F. Poyatos, J.I. Cirac and Peter Zoller, 1996 (14 pages) and the associated presentation 

Quantum Reservoir Engineering by Peter Zoller, 2013 (86 slides). 

346 See Measurement, Dissipation, and Quantum Control with Superconducting Circuits by Patrick Michael Harrington, 2020 (154 

pages), Reservoir engineering using quantum optimal control for qubit reset by Daniel Basilewitsch et al, 2019 (13 pages), Reservoir 

(dissipation) engineering and autonomous stabilization of quantum systems, Quantic team, Inria, 2018 and Quantum reservoir engi-

neering and single qubit cooling by Mazyar Mirrahimi, Zaki Leghtas and Uri Vool, 2013 (6 pages). 

347 See Novel Technique for Robust Optimal Algorithmic Cooling by Sadegh Raeisi, Mária Kieferová and Michele Mosca, June 2019 

(10 pages). 

https://phys.org/news/2021-04-two-qubit-powered-entanglement-local.html
https://arxiv.org/abs/2007.03239
https://arxiv.org/pdf/2012.13640.pdf
https://arxiv.org/pdf/2102.00920.pdf
https://arxiv.org/abs/2010.06853
https://arxiv.org/pdf/1011.1020.pdf
https://arxiv.org/pdf/2011.04890.pdf
https://arxiv.org/pdf/atom-ph/9603002.pdf
http://online.kitp.ucsb.edu/online/qcontrol13/zoller/pdf/Zoller_QControl13_KITP.pdf
https://murch.physics.wustl.edu/docs/harrington_dissertation_2020_wustl.pdf
https://arxiv.org/abs/1903.05059
https://raweb.inria.fr/rapportsactivite/RA2018/quantic/uid7.html
https://raweb.inria.fr/rapportsactivite/RA2018/quantic/uid7.html
https://folk.ntnu.no/skoge/prost/proceedings/nolcos-2013/papers/0072.pdf
https://folk.ntnu.no/skoge/prost/proceedings/nolcos-2013/papers/0072.pdf
https://arxiv.org/abs/1902.04439
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Gate-based quantum computing key takeaways 

▪ Gate-based quantum computing is the main quantum computing paradigm. It relies on qubits and finite series of 

quantum gates acting on individual qubits or two and three qubits. The main other paradigms belong to analog 

quantum computing and include quantum simulators and quantum annealers. 

▪ To understand the effect of qubits and quantum gates, you need to learn a bit of linear algebra. It deals with Hilbert 

vector spaces made of vectors in highly multidimensional spaces, matrices and complex numbers. The Dirac Bra-

Ket notation helps manipulate vectors and matrices in that formalism. 

▪ A qubit is usually represented in a Bloch sphere, reminding us of the wave nature of quantum objects during com-

putation. This wave nature is exploited with qubits phase control and entanglement which provokes interferences 

between qubits. Qubits entanglement is created by conditional multi-qubit gates like the CNOT. 

▪ A qubit register of N qubits can store a linear superposition of 2N basis states corresponding to the qubit computa-

tional basis, each associated with a complex number. But surprisingly, this exponential growth in size is not enough 

to create an exponential speedup for quantum computing. 

▪ While the computational space grows exponentially with the number of qubits, a qubit register measurement at the 

end of quantum algorithms yields only N classical bits. You have to deal with it when designing quantum algo-

rithms. 

▪ Computation must usually be done a great number of times and its results averaged due to the probabilistic nature 

of qubits measurement. 

▪ Qubits measurement can be done in various ways, the main one being a classical projective measurement, if pos-

sible a non-demolition one (QND) that will maintain the qubit in its collapsed state after measurement. Other 

techniques are used that are useful for qubits quality characterization and for quantum error corrections. 
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Quantum computing engineering 

After reviewing the basic principles of quantum physics and the logical dimension of gate-based 

quantum computing, let’s look at the operational and physical operations of a quantum computer348. 

Quantum computer architectures depend closely on the characteristics of their qubits. In this section, 

we will rely on the most common universal quantum gate computer architecture, that of supercon-

ducting qubits based on the Josephson effect. It is notably used by IBM, Google, Intel, Rigetti and 

IQM. However, many of the architectural principles mentioned here are applicable to quantum com-

puters using other types of qubits. 

First and as a reminder, here are the main components of a classical computer that you also find in 

various shapes and forms in smartphones, tablets, personal computers, game consoles and servers. Its 

key component is its microprocessor. It retrieves data and programs from a storage system and copies 

them to memory (RAM) entirely or on the fly as needed. The microprocessor then reads the program’s 

instructions from memory in its cache to execute it one after the other and use conditional branching. 

 
Figure 200: a classical personal computer hardware architecture. (cc) Olivier Ezratty, 2021. 

Data and programs can be retrieved remotely over a network and from remote servers on the Internet. 

The whole system is controlled by physical interfaces at input (keyboard, mouse, touchpad, joystick, 

webcam, microphones, scanners) and generates output (displays, audio, printers, other peripherals). 

The processor can be complemented by a graphics processor (GPU). It is either external to the mi-

croprocessor, for demanding requirements such as in CAD and video games or integrated into the 

microprocessor as is the case for all most laptops and most desktops processors. 

Depending on the configuration, the processor is surrounded by a variable number of external com-

ponents that are soldered in the motherboard. 

 

348 I consulted a very large number of information sources to carry out this part, both on the research side and on the supplier side, such 

as IBM or D-Wave. Note Quantum Computing Gentle Introduction from MIT, published in 2011 (386 pages) which describes precisely 

some mechanisms of quantum computers such as qubit state reading methods. It also describes quite well the mathematical foundations 

used in quantum computers. You can also enjoy an 8-minute video from Dominic Walliman, who explains the basics of the quantum 

computer! 
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This is the case of the Intel chipsets like the Z390, which complements the core processors and man-

ages a large part of the computer's inputs/outputs. Wi-Fi and cellular modems are associated with 

antennas. Of course, an internal and external power supply and a battery for mobile devices must be 

added. 

On the energy side, it is the processor and GPU that heat up the most and require passive or active 

cooling depending on their power drain. In embedded systems such as smartphones, this is done with 

heat conducts and air. In PCs, it is supplemented by one or more fans. In the most extreme cases, 

liquid cooling uses a water circuit to improve heat dissipation. One of the reasons why heat is gener-

ated by classical processing is the non-reversibility of classical computing. 

Key parameters 

Let's look at the definition of the key performance indicators of gate-based quantum computers. The 

best-known set of indicators was created by David DiVincenzo in 2000 when he was an IBM re-

searcher. He is now a research professor at the University of Aachen in Germany349. 

 
Figure 201: DiVincenzo gate-based quantum computing criteria. (cc) Olivier Ezratty, 2021, inspired by Pascale Senellart. 

While individual qubits barely existed, he defined the basic technical characteristics of a universal 

gate-based quantum computer as follows: 

Well-characterized qubits. Quantum computers use qubits that exploit quantum objects that can 

have two distinct and measurable states. Their physical characteristics are well known. The architec-

ture is scalable in the sense that it can exploit many physical qubits and then, logical qubits relying 

on these physical qubits and quantum error correction codes. 

Initializable qubits. In general, to the value |0⟩ often called "ground state" for the associated quantum 

objects, corresponding, for example, to the lowest energy level of an elementary particle or an artifi-

cial atom as for superconducting qubits. 

Coherence times. It must be greater than quantum gates activation times. The time during which the 

qubits are in a coherent state must be greater than the quantum gates activation time in order to be 

able to execute an algorithm containing a sufficiently long sequence of quantum gates. Error correc-

tion codes using a large number of physical qubits have the benefit of extending this usable computing 

time. 

 

349 See The Physical Implementation of Quantum Computation by David DiVincenzo, 2000 (9 pages). 
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Universal quantum gates set. The quantum hardware must allow the creation of a universal gate set. 

It depends on the qubit technology. It requires a minimum set of single-qubit gates allowing the cre-

ation of any rotation in the Bloch sphere, completed by a CNOT two-qubits gate. 

Measurement. With the ability to measure qubits state at the end of computing, which seems obvious. 

This measurement should not influence the state of other qubits in the system. Ideally, the measure-

ment error rate should be well below 0.1%. 

David DiVincenzo added two other optional criteria that are used instead for quantum communica-

tions: 

Flying qubits conversion. The ability to convert static qubits into flying qubits, who are usually 

photons, and sometimes electrons. 

Transport these moving qubits. from one point to another reliably and remotely. This will allow to 

manage quantum telecommunications, distributed architectures of quantum computers and to set up 

blind computing architectures allowing to distribute treatments while protecting their confidentiality. 

The technology will quickly become essential to enable the distribution of quantum computations 

over several quantum processors, a bit like we do with multi-core chipsets or with processing distri-

bution architectures over several CPUs and several servers. Some vendors like IonQ have announced 

that they will rely on this architecture. This will be useful for qubit architectures that will be limited 

in the number of qubits, which may only be able to consolidate a few hundred at most. It will thus be 

necessary to be able to link remote processor qubits and keep them entangled. Different quantum 

interconnection techniques are possible. The most generic is optical and is not much constrained by 

distance. At rather short distances, microwave links are possible, particularly to couple superconduct-

ing qubits, as well as shuttling electrons350. 

DiVincenzo's criteria are quite basic. From a practical and operational point of view, quantum com-

puters can also be characterized by another set of parameters as follows: 

Number of qubits. It will condition the available computing power. As this power theoretically in-

creases exponentially with the number of qubits, it is a key parameter. As of late 2021, the commercial 

record was 127 qubits with the largest IBM Quantum System available in the cloud. The number of 

qubits should be evaluated in its capacity to scale. Some technologies are easier to miniaturize and 

scale than others. It is necessary to integrate in this miniaturization both the quantum qubit chipsets 

and the elements that control them. On top of that, we must ensure that decoherence and noise does 

not increase as the number of qubits is growing. Today, trapped ions qubits have an excellent fidelity 

but don’t scale well. Superconducting qubits seem to scale-up better but their fidelity is not stable as 

the number of qubits grows with existing industry vendors hardware although it could change in the 

future. Cold atom qubits scale a little better but with some practical limits in the number of control-

lable atoms. Electron spins qubits could scale best in theory. 

Qubits connectivity. It will condition the quantum algorithms execution speed. The greater this phys-

ical connectivity, the faster the code execution will be. With a low connectivity, the compiler of the 

quantum code will have to add a lot more operations to link the qubits together, particularly relying 

on SWAP gates. This connectivity varies greatly from one technology to another. In 2D technologies, 

as with superconducting and silicon qubits, it is limited to neighboring qubits. It seems better with 

some types of trapped ion qubits. 

Qubit parallel operation. How qubit gates can be parallelized over different qubit zones without 

disruption will also condition the speed of execution of quantum algorithms. 

 

350 Princeton University and Konstanz University in Germany are working on optical interconnection between CMOS quantum pro-

cessors. This is documented in Quantum Computing Advances With Demo of Spin-Photon Interface in Silicon, 2018. The magic con-

sists in transferring the quantum state of an electron spin to a photon at its phase level. 

https://www.photonics.com/a63123/Quantum_Computing_Advances_With_Demo_of
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Qubits fidelities. When executing quantum gates and reading their state, qubit fidelity conditions the 

ability to execute long algorithms. It has a direct impact on the supported algorithm depth. It also 

impacts the capacity to run quantum error correction codes and create logical qubits with an arbitrary 

fidelity level. 

Execution time. For both quantum gates and qubit state measurement. The first is obviously im-

portant to make the algorithms run as fast as possible. But the second is equally important because it 

is involved in error correction codes and therefore conditions the execution time of all algorithms. 

Operating temperature. For the processor and their equipment which is very dependent on the type 

of qubits. The Holy Grail is of course to operate at room temperature. The currently operational quan-

tum computers based on superconductors operate at a very low temperature of 15 mK (1 mK = 1 

milli-kelvin, 0 kelvin = -273.15°C), but some types of qubits still in the research stage are supposed 

to operate at room temperature, such as those based on photons and NV centers (cavities in nitrogen-

doped diamond structures like with Quantum Brilliance). However, this is not necessarily the case for 

associated equipment such as photon generators and detectors for photon qubits. Operating at very 

low temperature is a way to preserve the coherence of the qubits. But the lower the temperature, the 

smaller the energy that can be radiated by the qubits and their control electronics. Operating qubits at 

100 mK or 1K, like with electron spin qubits, creates a much larger available cooling budget to control 

the qubits than operation at 15 mK. 

Total energy consumption. We will investigate this and study it in a global manner with incorporat-

ing all quantum computer components: the processor itself, all its control electronics as well as the 

involved cryogenic systems, starting page 259. As of 2022, quantum computers had a power drain 

sitting between 2 kW and 35 kW depending on the qubit type and number of qubits. 

 
Figure 202: datacenters integration topics quantum for quantum computers. (cc) Olivier Ezratty, 2021. 

System rackability. How will quantum computers be deployed in data centers? Does it fit in standard 

rack systems? It is notably planned by the startup Pasqal, as well as for Quandela's photon generators 

and LightOn's optical processors, as well as micro-wave external electronics from companies like 

Zurich Instruments and Qblox. Alpine Quantum Technologies from Austria also announced in 2021 

it would fit its trapped ion computing in two standard 19-inch racks. It is associated with issues of 

weight, space, cooling and power supply. What kind of fluids must be used for cooling, usually cold 

water, connected to the first stage compressor of cryostats, whatever their size? Quantum computers 

must also withstand the usual data centers conditions like vibrations, dust and electromagnetic envi-

ronment, or be separated in special isolated facilities. They could site in the modular building blocks 

used in the most recent data centers. 

These last three operational parameters play a role when deploying computers or quantum accelerator 

in data centers. It plays a critical role since, for most applications, quantum computers will be offered 

through cloud services. 
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All these considerations to gauge the capabilities of a quantum computer involve the discipline of 

quantum computers benchmarking! As Kristel Michielsen points out, benchmarks can be used when 

the number of qubits is below 50 when comparing the rendering of algorithms between quantum 

computers and their emulation on supercomputers351. Beyond that, it will be more difficult. 

Benchmarked quantum computers will generally have dissimilar characteristics: different universal 

quantum gates requiring compilers to assemble different quantum gates to execute the same algorithm, 

and different error correction codes, adapted to the error rate of the qubits and quantum gates of the 

compared computers. The dissimilarities will be much greater than between two Intel and AMD pro-

cessors or two smartphone chipsets! 

Quantum computers segmentation 

There is not just one category of quantum computers, but many. We must at least distinguish gate-

based quantum computers and analog computers, including quantum annealing computers such as the 

ones from D-Wave. 

 
Figure 203: the different computing paradigms with quantum systems, hybrid systems and classical systems. 

(cc) Olivier Ezratty, 2022. 

But there are at least six categories of quantum computers: 

Quantum emulators. These are used to execute quantum algorithms on traditional computers rang-

ing from simple laptops to supercomputers, depending on the number of qubits to be emulated. They 

execute these algorithms, quantum gates and qubits with the processing capabilities of traditional 

computers, using large vectors and matrices. It is used to test quantum algorithms without quantum 

computers. Quantum emulators are sometimes called quantum simulators, but this name should be 

avoided to prevent the confusion with... quantum simulators. These are analog quantum computers 

simulating quantum physics phenomena, for example magnetism or the tridimensional structure of 

molecules. Quantum emulators may however also simulate qubit noise model like Atos QLM emula-

tor352. They can also reproduce the (quantum) physical characteristics of various qubits and in that 

case, they also implement some form of digital quantum simulation. To date, supercomputers can 

fully emulate up to the equivalent of 40 to 50 qubits. We detail this starting page 652. 

 

351 In Benchmarking gate-based quantum computers, 2017 (33 pages). 

352 We can make a distinction between an exact digital simulation and approximate digital simulation, emulating a digital error rate that 

is equal or below NISQ hardware. This can help simulate a greater number of qubits. 
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Records have however been broken with more than 100 qubits, with a low number of quantum gates 

and using various techniques like tensor compression. Emulating quantum computers requires a lot 

of power both on the memory side, to store 2N quantum register states for N qubits, if not the full 22N 

real numbers of the density matrix, and for the associated processing that relies on floating-point 

matrix multiplications. Still, records in this field are regularly broken. 

Quantum inspired computing is about using classical algorithms running on classical hardware that 

are inspired by quantum algorithms and bring some new efficiencies. They are not about emulating 

quantum code on a classical computer. Typical quantum inspired algorithms use tensor network li-

braries. 

Quantum annealing computers use the adiabatic theorem which consists in using a slow and con-

trolled evolution of a set of qubits linked together according to a particular topology ("Chimera", 

"Pegasus" or for the new generation "Zephyr" in the case of D-Wave). The process is first initialized 

in the ground state of the Hamiltonian and the adiabatic theorem guarantees the convergence of the 

system towards a low energy state, ideally the ground state. This technique is used to search for an 

energy minimum in a complex problem, such as the simulation of atomic interactions in molecules 

or the optimization of the duration of a path. The coefficients of the Hamiltonian are the couplings 

(weights of the interactions between qubits) and the self-couplings (weights of the qubits) and the 

variables of an instance are the spins of each qubit. Many optimization and quantum simulation algo-

rithms can be translated into quantum annealing algorithms. Until now, D-Wave seems to bring inter-

esting gains in computation time but this is strongly disputed by some specialists. 

Quantum simulators serve as simulators of quantum phenomena without using gates-based qubit 

systems. They work in an analog and not digital way, i.e., the parameters linking the qubits together 

are continuous. For the moment, they are mainly laboratory tools. The most commonly used technique 

are neutral atoms cooled and controlled by lasers, like the ones from Pasqal, ColdQuanta and Atom 

Computing. Trapped ions, superconducting qubits, spin qubits353 and other qubit types can also be 

used in simulators but no commercial vendor is promoting it when they can also implement gate-

based quantum computing which is supposed to be more generic354. 

Universal quantum computers use qubits with quantum gates capable of executing all quantum 

algorithms. At a later time, it will provide a speedup compared to the best classical algorithms running 

on supercomputers as well as vs quantum annealers. They are currently limited to 127 qubits. The 

quantum noise levels of qubits is detrimental to computing and requires the usage of logical qubits 

made of many physical qubits and quantum error correction codes (QEC). While waiting for these 

fault-tolerant quantum computers to ramp up with logical qubits, we are using non corrected qubits 

in the so-called NISQ for "Noisy Intermediate-Scale Quantum", an expression from John Preskill355. 

It describes existing and future general-purpose quantum computers supporting 50 to a few hundred 

physical qubits. These can run algorithms with a limited circuit depth due to the qubit error rates like 

variational quantum circuits and quantum machine learning algorithms driven by classical algorithms 

in so-called hybrid algorithms. They are supposed at some point to exceed supercomputers computing 

capacities for specific algorithms. Then, much later, we’ll have fault tolerant (FTQC) and large scale 

quantum computers (LSQC), with a very large number of physical qubits and over 100 logical qubits 

compatible with quantum software requirements. 

There are now several other variations of universal quantum computers that deserve some description: 

 

353 See Analog Quantum Simulation of the Dynamics of Open Quantum Systems with Quantum Dots and Microelectronic Circuits by 

Chang Woo Kim, John M. Nichol, Andrew N. Jordan and Ignacio Franco, March-October 2022 (20 pages). 

354 Amazon is investigating it, in A scalable superconducting quantum simulator with long-range connectivity based on a photonic 

bandgap metamaterial by Xueyue Zhang, Oskar Painter et al, August 2022 (34 pages). 

355 In Quantum Computing in the NISQ era and beyond in 2018. 

https://arxiv.org/abs/2203.12127
https://arxiv.org/abs/2206.12803
https://arxiv.org/abs/2206.12803
https://arxiv.org/abs/1801.00862
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Continuous variables quantum computers, or analog quantum computers with universal gates. 

They use qubits that store variable quantities between 0 and 1 and can be manipulated with quantum 

gates, also named ‘qunats’356. 

 
Figure 204: direct variable and continuous variable encoding of quantum information. inspired from Sub-Universal Models of 

Quantum Computation in Continuous Variables by Giulia Ferrini, Chalmers University of Technology, Genova, June 2018. (35 slides). 

This category of quantum computing was proposed in 1999 by Seth Lloyd and Samuel L. Braun-

stein357. They are usually based on continuous variable photons but other qubit types like trapped are 

used. 

 
Figure 205: various implementations of discrete-variable and continuous-variable quantum computing. Source: TBD. 

MBQCs, or Measurement Based Quantum Computers, is an architecture variant of NISQ/LSQ 

adapted to flying qubits and particularly to photon qubits which can’t easily be entangled with two 

qubits gates. The process consists in entangling all qubits at the beginning of computing. It’s followed 

by qubits readouts in an ordered way, enabling the implementation of traditional gates. MBQC also 

implements some massive parallelism, adapted to the limited and finite processing depth of flying 

qubits. The startup PsiQuantum plans to use a variant of this technique named FBQC. 

 

356 See Universal Quantum Computing with Arbitrary Continuous-Variable Encoding by Hoi-Kwan Lau and Martin B. Plenio, 2016 (5 

pages) as well as Continuous-variable quantum computing in the quantum optical frequency comb by Olivier Pfister, 2019 (16 pages). 

357 See Quantum Computation over Continuous Variables by Seth Lloyd and Samuel L. Braunstein, February 1999 (9 pages). 
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Topological quantum computing is based on specific anyon qubits that are self-corrected. The low-

level programming model of these qubits is much different from universal quantum computers. This 

is the path chosen by Microsoft, together with QuTech. Its development seems to be quite sluggish. 

Here’s another segmentation of these models with two dimensions: discrete or continuous data en-

coding and discrete of continuous variables computing given the vendor position is rough, some being 

positioned in various slots (Pasqal also wants to do gate-based computing)358: 

 
Figure 206: discrete vs continuous data encoding vs data processing. Source: Quantum computing using continuous-time evolution 

by Viv Kendon, 2020 (19 pages). 

Quantum Accelerator. It is a quantum computer used as a complement to a supercomputer or HPC, 

usually to run hybrid algorithms like VQE (Variational Quantum Eigensolvers) combining a classical 

part that prepares the data structure that feeds a quantum accelerator359. The QPU serve as an accel-

erator for the HPC which can be a node or the whole HPC, using CPU and/or GPUs/TPUs. 

GPUs/TPUs are themselves also accelerators for the CPUs. There are some design issues requiring 

tight integration between the HPC and the QPU, particularly with regards to batch loading and to the 

way the quantum algorithm is executed multiple times. A QPU contains itself a classical computer. It 

converts digital signals (gates) into analog signals (the micro-waves or lasers controlling the qubits 

and handling their readout). This QPU computer will need to be as close as possible to the HPC 

computing capacities to improve the turnaround. It may lead to create custom designs integrating an 

HPC and one or several quantum accelerators360. 

Other quantum accelerator designs contain more or less generic upper software layers with connectors 

driving various quantum and classical architectures (annealers, gate-based, emulators)361. 

This inventory is only an appetizer. We will have the opportunity to detail these architectures. 

And we are always in for many surprise and new programming paradigms that nearly nobody in the 

ecosystem is evaluating like the “dark path holonomic qudit computation” coming from Sweden362. 

 

358 See Quantum computing using continuous-time evolution by Viv Kendon, 2020 (19 pages). 

359 See Quantum Accelerators for High-performance Computing Systems by Keith A. Britt et al, 2017 (7 pages). 

360 See Quantum Accelerator Stack: A Research Roadmap by K. Bertels et al, 2021 (39 pages) which proposes a detailed architecture 

for a quantum accelerator and See QPU-System Co-Design for Quantum HPC Accelerators by Karen Wintersperger, Hila Safi and 

Wolfgang Mauerer, Siemens AG and Technical University of Applied Sciences Regensburg, September 2022 (15 pages). 

361 See for example the proposals in Quantum Computer Architecture: Towards Full-Stack Quantum Accelerators by Koen Bertels et 

al, 2019 (20 pages). 

362 See Dark path holonomic qudit computation by Tomas André and Erik Sjoqvist, August 2022 (6 pages). 

based on “Quantum computing using continuous-time evolution” by Viv Kendon, 2020. I just added some company logos.
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Figure 207: basics of a hybrid classical/quantum computing hardware architecture. (cc) Olivier Ezratty, 2021. 

Qubit types 

Quantum computers physical qubits are devices that handle particles or quasiparticles with one phys-

ical property or observable that can have two possible mutually exclusive states, that can be initialized, 

modified with quantum gates and then measured. 

They are sometimes individual quantum objects, as with atoms (trapped ions and cold atoms), elec-

trons (quantum dots silicon qubits) or photons! And only one at a time! In the case of superconducting 

qubits or Majorana fermions, the quantum state is based on a large number of electrons arranged in 

Cooper pairs that share the same quantum state, the pairs of electrons that are created at supercon-

ducting temperature. With NV centers and some exotic qubits, qubits are constructed with ensembles 

of quantum objects or with heterogeneous quantum objects like mixing electron spins and atom nu-

clear spins. 

Qubits can also be classified in two meta-breeds: stationary or moving (flying). Those based on 

trapped ions, cold atoms, electrons spin, NV centers and superconducting loops are stationary. Flying 

qubits are based on photons that physically circulate from quantum gate to quantum gate as well as 

on flying electrons. They move around from a source, through physical devices implementing quan-

tum gates and land on detectors. In all cases, the quantum gates are dynamically activated by elec-

tronic circuits or lasers and operate on the qubits where they are (stationary qubits) or in the path of 

their transit (flying qubits). 

 
Figure 208: separating stationary and flying qubits. (cc) Olivier Ezratty, 2021. 
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Here are the main types of qubits that are currently being studied, tested and sometimes commercial-

ized363. We’ll detail later starting in page 273 and with much details all these different options. Look-

ing at these technologies reminds me of the Wacky Races movie and cartoons vehicles as well as the 

Tatooine podracers in Star Wars I, with an amazing technology diversity and true believers in their 

fate. The only difference is we may end up with no single winner but several winners if not some 

forms of technology hybridization. Can we compare it to the Manhattan project from 1940-1045? It 

had only two main uranium and plutonium combustible options and some variations with the explo-

sives. Here, with quantum computing, the world is looking at many more options. 

Controlled atoms 

This is one of the oldest types of qubits. It consists in controlling atoms in vacuum with lasers, one 

qubit per atom. Cold atoms are neutral while trapped ions are ionized atoms. One key difference is 

how these atoms are controlled in space. Ions can be positioned with electrodes and magnetic fields 

while non-ionized atoms are only controlled by lasers. They both share a similar measurement tech-

nique using laser excitation, fluorescence and visual readout with some CCD or CMOS imaging sen-

sor. 

Trapped ions are atom ions that are kept in a vacuum and suspended by electrostatic suspension. 

Their initialization is done with laser optical pumping. 

Lasers are used to cool and stabilize the 

ions, exploiting the Doppler effect, with 

different energy transitions than those 

used to modify the state of the qubits. 

The most frequently used ions are cal-

cium and strontium. Single-qubit quan-

tum gates are activated by microwaves, 

lasers or magnetic dipoles. Lasers or 

electrodes are used for two-qubit quan-

tum gates. While trapped ions are best-

in-class for qubits fidelity and connec-

tivity, it seems currently difficult to 

scale it beyond a hundred ions. And it’s 

very slow. 

 

Figure 209: a typical Paul trap for trapped ions, created in 2003. 

Cold atoms are cooled at very low temperatures, also using the Doppler effect and other laser-based 

techniques. The used atoms are neutral atoms and quite often rubidium, an alkaline metal. The quan-

tum state of these cold atoms is their energy level, which can use their Rydberg high-excitation states 

on some occasions. Cold atoms are used to create both gate-based quantum computer and analog 

quantum simulators. 

Nuclear magnetic resonance (NMR) qubits were tested over 20 years ago and are nearly completely 

abandoned. Most of the time, they are based on using ensemble of atoms or molecules. They do not 

scale at all. It is a good demonstration that qubits research must remain open and cannot be settled 

too early around one or two technologies. Even now, it’s too early to tell which qubit type will really 

scale to create useful quantum computers. 

Controlled electrons 

This other category of qubits is about electrons that are controlled most of the time in solid-state 

circuits instead of vacuum like with cold atoms and trapped ions. 

 

363 See Roadmap on quantum nanotechnologies by Arne Laucht et al, 2021 (49 pages) which reviews some of these qubit types. 

https://iopscience.iop.org/article/10.1088/1361-6528/abb333/pdf
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Superconducting qubits are based on the state of a superconducting current that crosses a very thin 

barrier in a loop, usually a metal oxide such as aluminum, using the Josephson effect364 . There are 

several types of superconducting qubits: flux, phase and charge. 

The most common one is the transmon, a variation of charge superconducting qubits. In all cases, 

qubit observables are two very distinct states of a high-frequency oscillating current flowing through 

the Josephson junction. 

The oscillation is made possible by the fact that the 

loop integrates the equivalent of an inductance and a 

capacitance. The current oscillation is activated by 

microwaves pulses using frequencies between 4 and 

8 GHz and transmitted by coaxial wires. In transmon 

qubits, the qubit observable is measured with a reso-

nator integrated in the circuit which receives a micro-

wave and sends it back. The readout electronic sys-

tem splits out the amplitude and phase of the readout 

microwave to detect the qubit value. On the right is a 

schematic of two superconducting Google Sycamore 

qubits, themselves connected by a third qubit - in 

green - which acts as a dynamic coupler between two 

qubits, to create controlled entanglement. 

 
Figure 210: Google Sycamore superconducting electronic 

architecture. Source: Google. 

In some transmons, individual qubits activation frequency is tuned by a direct current flux bias line. 

Superconducting qubits are relatively easy to manufacture because they are based on semiconductor 

circuit creation techniques even if some of the materials are different, such as niobium and alumi-

num365. They are built on a dielectric substrate, usually with silicon or sapphire. These qubits are 

operating at 15 mK, requiring a dilution refrigerator. This temperature is required for a chain of rea-

sons: qubits are driven by microwaves in the 4-8 GHz range and the current thermal noise is con-

strained by order of magnitude below the temperature corresponding to these microwaves’ energy. 

The 4-8GHz corresponds to off-the-shelf microwave generation equipment and to the size of the ca-

pacitor and resonator used in the vicinity of the qubit Josephson junctions. 

Superconducting qubits have many challenges dealing with scalability. The microwave RF generators 

are usually located outside the cryogenic enclosure of the quantum processor, which create a lot of 

wiring with about 3 to 4 cables per qubit. Qubits control frequencies must be different and tuned for 

adjacent qubits. Their fidelity is not best-in-class and seems to decrease as we grow the number of 

qubits. 

Quantum dots electron spin qubits are developed with scalability in sight. Most of them use two 

electrons trapped in a quantum well, one containing the qubit and the other one used to measure it. 

These qubits are usually manufactured using silicon-based CMOS circuits. Silicon is often supple-

mented with various dopants. They benefit from the reuse of CMOS manufacturing processes that are 

already well mastered. These qubits are easy to miniaturize down to below 100 nm. They work at 

temperatures between 100 mK and 1K, higher than superconducting qubits, allowing the use of more 

electronics around the chipset, to generate the microwaves and other electric signals required to create 

qubit gates and handle qubit readout. This promising technology is however less mature than super-

conducting qubits. No lab or company has really exceeded 15 functional qubits as of 2022. 

 

364 See Digital readout and control of a superconducting qubit by Caleb Jordan Howington, 2019 (127 pages). 

365 See Practical realization of Quantum Computation Superconducting Qubits (36 slides). 

https://surface.syr.edu/cgi/viewcontent.cgi?article=2122&context=etd
http://www.physics.udel.edu/~msafrono/650/Lecture19.pdf


Understanding Quantum Technologies 2022 - Quantum computing engineering / Qubit types - 207 

NV centers (Nitrogen Vacancy) are artificial diamond structures in which a carbon atom has been 

replaced by a nitrogen atom near a carbon atom gap. Qubit states and control rely on a combination 

of electron, nitrogen and carbon 13C nucleus spins. Qubit gates are implemented with microwaves, a 

magnetic field and an electric field. Entanglement is handled with photons, magnetic coupling or with 

controlling the core spin of neighboring 13C carbon atoms via the use of microwaves to create a CNOT 

gate. Qubit readout is using a laser and fluorescence detection. 

Majorana fermions are anyons or quasi-particles which are particular states of Cooper’s pairs in 

condensed matter at very low temperature. 

These qubits use braiding, a special topology that makes it pos-

sible to implement error correction at the qubit level. The prom-

ise is to enable the creation of scalable fault-tolerant quantum 

computers. These must also be cooled to a temperature close to 

absolute zero, around 10mK. This is the path chosen by Mi-

crosoft. The existence of the fermions of Majorana is not yet 

proven. It is one of the most hazardous paths to quantum com-

puting. Majorana fermions are often discussed but they belong 

to a broader category named “topological matter” and “many-

body systems”. 

 
Figure 211: researchers may have seen 

Majorana fermions, but that’s not really sure. 

The main problem is… we are not sure these anyons and Majorana fermions really exist. It’s still 

work in progress with ups and downs. 

Flying qubits 

Flying qubits are special because they travel from the place where they originated, traverse physical 

devices acting on them and terminate their journey on a sensor measuring one observable. They have 

a limited time available to run any computing, including a finite and small number of quantum gates. 

Photons are the most common flying qubit and there are many varieties of implementations. One 

type is based on a horizontal/vertical polarization observable. Others use continuous variables qubits. 

Boson sampling systems use multi-modes photons. It is quite difficult to implement two qubit gates 

with these photon qubits, thus the alternative of the MBQC architecture that is an interesting worka-

round. Also, photon generation follows a probabilistic pattern which makes things complicated when 

the number of qubits grows. Most of these qubits operate at room temperature, but the photon sources 

and their detectors must however usually be cooled to temperatures between 4K and 10K, which is 

much less demanding than the 15 mK of superconducting qubits or the 1K of silicon qubits. 

 
Figure 212: flying electrons in their waveguides. Their circuit architecture has some commonalities with photon circuits. Source: 
Coherent control of single electrons: a review of current progress by Christopher Bäuerle, Xavier Waintal et al, 2018 (35 pages). 
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Flying electrons are at a pure research stage qubit technology using traveling electrons366. It is based 

on using single-electron transport circulating on wave guide nanostructures build on semiconductors 

circuits, mostly GaAs, leveraging Coulomb coupling, quantum charge Hall effect and surface acoustic 

waves. Single- and two-qubit quantum gates can be realized on such circuits. Electrons can fly on 

distance of 6 to 250 microns. Electrons are created with producing THz photons which are converted 

into electrons. One qubit uses two-electron paths for states |0⟩ or |1⟩367. At the end of processing, 

these flying electrons are detected by a quantum dot. 

This technique could also be used to create shuttling electrons qubits connecting static quantum dots-

based qubits together. A few labs in the world are working on this including NPL in the UK, Ruhr-

Universität Bochum, ERATO-JST and AIST in Japan, CEA-Leti and Institut Néel in Grenoble, France. 

Exotic qubits 

Many research labs are working on using exotic qubits of various kinds. Most of the time, these qubits 

are at the fundamental research stage and far away from industrialization or even, sometimes, are now 

yet materialized with a real single functional qubit. 

In the atom realm, we can count with rare-earth ions in an insulating solid-state matrix368, molecular 

ions369, cold atom ensembles370, 2D organic molecule networks371, LCD base nematic qubits372 and 

chemical compounds that have photon-controlled state transitions373. 

Molecular magnets are being explored, 

one variant being made with terbium 

and with four possible spin related 

quantum levels, creating qudits, with 

d=4. The small name of these magnets 

is SMM for Single-Molecule Magnets. 

The molecule used is TbPc2 also called 

bis (phthalocyaninato) terbium(III). 

Their state is measured with a phase-

measuring interferometer. Their ad-

vantage is their stability. But they are 

relatively difficult to control374. 

 
Figure 213: TbPc2 is a molecular magnet molecule used in prototype quantum 
processors. Source: Molecular spin qudits for quantum algorithms by Eufemio 
Moreno-Pineda, Clément Godfrin, Franck Balestro, Wolfgang Wernsdorfer and 

Mario Ruben, 2017 (13 pages). 

 

366 See the review paper Semiconductor-based electron flying qubits: Review on recent progress accelerated by numerical modelling 

by Hermann Edlbauer, Xavier Waintal, et al, July 2022 (44 pages). 

367 See Electrical control of a solid-state flying qubit by Michihisa Yamamoto, Christopher Bäuerle et al, 2017 (17 pages), Coherent 

control of single electrons: a review of current progress by Christopher Bäuerle, Xavier Waintal et al, 2018 (35 pages) and Macroscopic 

Electron Quantum Coherence in a Solid-State Circuit by H. Duprez et al, 2019 (10 pages). 

368 See Universal Quantum Computing Using Electronuclear Wavefunctions of Rare-Earth Ions by Manuel Grimm et al, 2021 (19 

pages). 

369 See the review paper Molecular-ion quantum technologies by Mudit Sinhal and Stefan Willitsch, University of Basel, April 2022 

(15 pages). Difficult to cool molecules with lasers. Destructive measurement. 

370 See Quantum supremacy with spin squeezed atomic ensembles by Yueheng Shi et al, April 2022 (12 pages)  

371 See Blueprint of optically addressable molecular network for quantum circuit architecture by Jiawei Chang et al, September 2022 

(11 pages). 

372 See Nematic bits and universal logic gates by Ziga Kos and Jörn Dunkel, August 2022 (10 pages). 

373 See Functionalizing aromatic compounds with optical cycling centres by Guo-Zhu Zhu et al, UCLA, Nature Chemistry, July 2022 

(6 pages). 

374  See Molecular spin qudits for quantum algorithms by Eufemio Moreno-Pineda, Clément Godfrin, Franck Balestro, Wolfgang 

Wernsdorfer and Mario Ruben, 2017 (13 pages). This work was carried out in partnership with the Karlsruhe Institute of Technology 

in Germany. And also the thesis Quantum information processing using a molecular magnet single nuclear spin qudit by Clement 

Godfrin, 2017 (191 pages). 

SMM with TbPc2 (terbium)
molecular magnets with four levels of spin

source : Molecular spin qudits for quantum algorithms, 2017 (13 pages)

https://www.ruben-group.de/lit/2018_207_Molecular_spin_qudits_for_quantum.pdf
https://arxiv.org/abs/2207.01318
https://arxiv.org/abs/1709.08873
https://arxiv.org/abs/1801.07497
https://arxiv.org/abs/1801.07497
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.9.021030
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.9.021030
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.010312
https://arxiv.org/abs/2204.08814
https://arxiv.org/abs/2204.11772
https://arxiv.org/abs/2209.04835
https://www.science.org/doi/10.1126/sciadv.abp8371
https://arxiv.org/abs/2202.01881
https://www.ruben-group.de/lit/2018_207_Molecular_spin_qudits_for_quantum.pdf
https://tel.archives-ouvertes.fr/tel-01648035/file/GODFRIN_2017_diffusion.pdf
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In the electrons realm, various topological materials375, various forms of graphene based qubits376, 

carbon nanotubes-based mechanical oscillators377 , electron spin in magnetic materials in Van der 

Waals crystals made of chromium378, electrons on solid neon379, quantum neural networks using var-

iations of superconducting qubits380, quantum memristors381, toponomic quantum computing which 

is a variant of topological computing382 and various qubit hybridization techniques to couple fast op-

erating qubits and long coherence time qubits for implementing some sort of quantum memories, like 

with associating superconducting qubits with NV centers, or superconducting qubits with yttrium iron 

garnet magnons383. 

Figuring out the TRL of these proposals is usually easy: it is very low! Particularly when you don’t 

have any published one and two qubit fidelities data. 

 
Figure 214: examples of research laboratories communication on new exotic qubits with very low TRL! 

 

375 See Anomalous normal fluid response in a chiral superconductor UTe2 by Seokjin Bae et al, July 2021 (5 pages) and Multicomponent 

superconducting order parameter in UTe2 by I. M. Hayes, July 2021. 

376 See Visualization and Manipulation of Bilayer Graphene Quantum Dots with Broken Rotational Symmetry and Non trivial Topology 

by Zhehao Ge et al, 2021 (19 pages). 

377 See Proposal for a nanomechanical qubit by F. Pistolesi, Andrew Cleland, A. Bachtold, August 2021 (19 pages). 

378 See Unique quantum material could enable ultra-powerful, compact computers by Ellen Neff, Columbia University Quantum Initi-

ative, May 2022, referring to Coupling between magnetic order and charge transport in a two-dimensional magnetic semiconductor by 

Evan J. Telford et al, Nature Materials, May 2022 (15 pages). The initial title is of course quite overselling. One simple indication in 

the scientific paper: the words qubits, gates and entanglement are not even mentioned. So, a powerful quantum computer is very far in 

this roadmap even though it could operate at 132 K which is considered to be “hot” in quantum computing (ambient temperature is 

300K)! 

379 See Building a better quantum bit: New qubit breakthrough could transform quantum computing by Bill Wellock, Florida State 

University, May 2022, referring to Single electrons on solid neon as a solid-state qubit platform by Xianjing Zhou, David I. Schuster 

et al, Nature, May 2022 (16 pages). The team created its qubit by freezing neon gas into a solid at very low temperatures, spraying 

electrons from a light bulb onto the solid and trapping a single electron there. 

380 See Coherently coupled quantum oscillators for quantum reservoir computing by Julien Dudas, Julie Grollier and Danijela Marković, 

April 2022 (4 pages), a quantum reservoir neural network implementation on a Josephson parametric converter. 

381 See Quantum Memristors with Quantum Computers by Y.-M. Guo, F. Albarrán-Arriagada, H. Alaeian, E. Solano, G. Alvarado 

Barrios, PRA, December 2021 -August 2022(7 pages) and Entangled quantum memristors by Shubham Kumar, Enrique Solano et al, 

arXiv and PRA, July & December 2021 (9 pages). 

382 See Toponomic Quantum Computation by C. Chryssomalakos et al, February 2022 (5 pages). 

383 See Analog quantum control of magnonic cat states on-a-chip by a superconducting qubit by Marios Kounalakis et al, PRL, TU 

Delft, Tohoku University and CAS in China, July 2022 (14 pages). 

qubits, gates and entanglement not mentioned in the paper!

conceptual proposal with spin ensembles

ensemble of NV centers, very hard to control  and entangle

electron on solid neon

first Princeton realization of quantum dots spin qubits in … 2012 !

https://www.nature.com/articles/s41467-021-22906-6.pdf
https://science.sciencemag.org/content/early/2021/07/14/science.abb0272/tab-pdf
https://science.sciencemag.org/content/early/2021/07/14/science.abb0272/tab-pdf
https://arxiv.org/abs/2012.04266
https://arxiv.org/abs/2008.10524
https://phys.org/news/2022-05-unique-quantum-material-enable-ultra-powerful.html
https://arxiv.org/abs/2007.10715
https://phys.org/news/2022-05-quantum-bit-qubit-breakthrough.html
https://arxiv.org/abs/2106.10326
https://arxiv.org/abs/2204.14273
https://arxiv.org/abs/2112.14660
https://arxiv.org/abs/2107.05306
https://arxiv.org/abs/2202.01973
https://arxiv.org/abs/2203.11893
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These are most of the time interesting physics experiments but no functional qubit, a fortiori, entan-

gled qubits and related fidelities. Sometimes, there are real use cases but not in quantum computing 

and more in quantum sensing. It won’t of course present research laboratories communications de-

partments to fuel the hype with their stack of overpromises. 

Figures of merits 

Let’s now inventory the various figures of merit of these qubit architectures: 

Qubits stability which is evaluated with their coherence time (the T1 we’ll describe later when dis-

cussing error correction page 216). Associated with quantum gate times and error rate, it conditions 

the number of quantum gates that can be chained in an algorithm. The most stable qubits so far are 

trapped ions based but as far as you don’t have too many of them. 

Qubits fidelity is related to the errors level that is evaluated with single and double gates as well as 

with measurement. Again, the best-in-class are trapped ions. We cover that starting 220. 

Qubits connectivity is the way they are linked together, which will condition many parameters such 

as the execution speed and the depth of the algorithms that can be exploited. Best-in-class qubits for 

this respect are again trapped ions in 1D structures, although it does not scale well. 

Large scale entanglement if possible, without being limited to the immediately neighboring qubits. 

So far, nobody does it really well. 

Operating temperature and for the accompanying electronics. The best are NV centers which are 

supposed to work at ambient temperature, and the worst are superconducting qubits, requiring 15 mK. 

Qubits density and their control electronics which impacts scalability. This rather favors quantum 

dots electron spin qubits. 

Manufacturing process which depends on many parameters. In the case of cold atoms, for example, 

it is not necessary to create specialized circuits, whereas it is necessary for all other technologies. 

Scalability potential which depends on many systems parameters, both at the fundamental level with 

the qubit stability and fidelities at large scale but also with the various enabling technologies. Unfor-

tunately for your forecasting, scalability potentials do not align with qubits technologies present ma-

turities! 

 
Figure 215: degree of maturity of various qubit technologies. Entwicklungsstand Quantencomputer (State of the art of quantum 

computing, in English, June 2020 (266 pages). 

 

Trapped-ionssuperconductingNV Centersphotons
quantum dots 

and donor spinstopological

less advanced most advancedcold atoms

https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/Studien/Quantencomputer/P283_QC_Studie-V_1_1.pdf


Understanding Quantum Technologies 2022 - Quantum computing engineering / Qubit types - 211 

The level of qubits is evolving rapidly. It is described in this excellent document from the German 

cybersecurity agency384. It mentions other technologies not listed in this inventory. 

Here's another way to put it385. It segments the types of qubits according to three dimensions: the 

clock frequency of the quantum gates (roughly, the gates number that can be executed per second), 

the number of operations before errors occur, and the quantum gates fidelity (separating the one- and 

two-qubit gates). These last two axis are roughly homothetic because the number of operations before 

errors are generated depends on the error rate. 

 
Figure 216: rough zoology of qubits classes and sub-classes. (cc) Olivier Ezratty, 2022. 

Trapped ions have better gates 

than superconducting qubits but 

are quite slow. Silicon qubits are 

for the moment quite fast (at least, 

as fast as superconducting qubits). 

Cold atoms are slower. A last axis 

is missing: the number of qubits as 

of today and technology scalabil-

ity. The chart was made in 2019 

and may be outdated for some 

qubit types. In the section devoted 

to quantum computing commer-

cial vendors, we cover with more 

detail the science and technology 

behind each of these types of 

qubits, starting page 292. 

 
Figure 217: comparison of qubit computing depth and gate speed. Source: Engineering 

Quantum Computers by William D. Oliver, December 2018 (15 slides). 

 

384 See Entwicklungsstand Quantencomputer (State of the art of quantum computing, in English, June 2020 (266 pages). 

385 See Introduction to Quantum Computing by William Oliver from MIT, December 2019 (21 slides) and Engineering Quantum Com-

puters by William D. Oliver, December 2018 (15 slides). 
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Architecture overview 

We will provide here an overview of the general architecture of a quantum computer, using the ex-

ample of a superconducting qubit accelerator. 

First of all, a bit like some external GPUs, quantum computers are implemented as co-processors or 

accelerators of classical computers that power and control them. A quantum computer is always 

driven by a classical computer, as can be a GPU for video games or for training neural networks in 

deep learning. These conventional computers are used to run the programs that are driving the quan-

tum processor with physical operations to be performed on the qubits and are interpreting qubits 

readout results. 

The classical computer closely controls the operation of the quantum computer by triggering at a 

precise rate the operations on the qubits that are performed by various electronic devices creating 

various electronics and photonic signals controlling quantum gates and quantum readout. It takes into 

account quantum gates execution time and the known qubits coherence time, i.e., the time during 

which the qubits remain in a state of superposition and entanglement. You will always need a classical 

computer to drive all of these tasks, unless you are Donald Trump, who can certainly do this with his 

thoughts. 

 
Figure 218: typical high-level architecture of a gate-based quantum computer. (cc) Olivier Ezratty, 2020. 

In addition to its classical control computer, our quantum computer includes at least the components 

labeled from 1 to 7 that we will describe one by one, first with an overview below, then later, with a 

more detailed view. The other types of quantum computers have similarities and differences that we 

will mention whenever relevant. 

❶ Quantum registers are collections of qubits. In 2021, the benchmarked record was 65 supercon-

ducting qubits with IBM. Quantum registers store the information manipulated in the computer and 

exploit the principle of superposition and entanglement allowing simultaneous operations on a large 

number of register values. To make a parallel with classical computing, this is memory. But processing 

is done directly in memory. 

❷ Quantum gate controllers are physical devices that act on the quantum register qubits, both to 

initialize them and to perform quantum gates on them. These gates are applied iteratively, according 

to the algorithms to be executed. They can also be used to manage error correction codes. Quantum 

gates feed registers with both data and instruction. These are not separated operations like with clas-

sical microprocessors. 
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❸ Measurement qubit states is used to obtain the result at the end of the sequential execution of an 

algorithm’s quantum gates and to evaluate error syndromes during quantum error correction. This 

cycle of initialization, calculation and measurement is usually applied several times to evaluate an 

algorithm result. The result is then averaged to a value between 0 and 1 for each qubit in the quantum 

computer's registers. The signals coming from qubit readout are then converted into digital values 

and transmitted to the conventional computer which controls the whole and implements results inter-

pretation. In common cases, such as with D-Wave and IBM, computing is repeated at least a couple 

thousand times. The reading devices are connected to their control electronics via superconducting 

wires in the case of superconducting computer qubits. 

❹ Quantum chipset usually includes quantum registers, quantum gates controls and measuring 

devices when it comes to superconducting or electron spin qubits. These are fed by microwaves com-

ing from outside the chipset. Devices are more heterogeneous for other types of qubits, such as those 

that use lasers for initialization, quantum gates and qubit measurement like with trapped ions and cold 

atoms. Current chipsets are not very large. They have the size of a full-frame or dual-format photo 

sensor for the largest of them. Each qubit is relatively large, their size being measured in microns for 

superconducting qubits or down to 100 nm for electron spin qubits whereas modern CMOS processor 

transistors now have transistor sizes around 5 nanometers. The chipset for superconducting and elec-

tron spin qubits is a chip of a few square centimeters. It is usually integrated in an OFHC (Oxygen-

Free High thermal Conductivity) copper packaging which is purified and freed from oxygen, limiting 

thermal conductivity. This package is fitted with coaxial connectors so that it can be fed by the mi-

crowaves controlling qubit gates. In the latest superconducting processors from IBM and Google with 

53 qubits, more than 160 of these connectors are required. The chipset package is integrated in two 

small concentric aluminum and Cryoperm (from MμShield) magnetically insulated enclosures. 

❺ Error correction is implemented with special code operating on a large number of consolidated 

qubits named logical qubits. They can be physically organized to optimize error correction, such as 

with surface codes and color codes. It’s one of the biggest challenges ahead for creating scalable 

quantum computers. As of 2021, no quantum computer is large enough to accommodate logical qubits, 

given the number of physical per logical qubits exceeds the maximum number of qubits currently 

available. 

❻ Cryogeny usually keeps the qubit chipset and its surrounding control electronics at a temperature 

close to absolute zero. It contains part of the control electronics and the quantum chip(s) to avoid 

generating disturbances that prevent the qubits from working. The Holy Grail would be to operate 

qubits at room temperature but the corresponding architectures such as in NV centers are not yet 

operational and there are still practical performance reasons to operate it at low-temperatures. The 

cryostat uses a mix of helium 3 and 4 to cool the components inside the chandelier while its compres-

sor is itself cooled with cold water coming from another compressor, similar to the compressors used 

in classical air conditioning. Other types of qubits use cryostats in different places: with cooling pho-

ton sources or detectors in photon qubits systems, or for cooling ultra-vacuum pumps with cold atoms. 

❼ Control electronics in the cryostat enclosure. The qubit control electronics drive the physical 

devices used to initialize, modify, and read the qubit status. In superconducting qubits, quantum gates 

are activated with microwave generators of frequencies between 4 and 8 GHz generally located out-

side the cryostat. These microwaves are transmitted on coaxial electrical wires between their source 

and the quantum processor, with superconducting cables below 4K. Their generators still take up a 

lot of space. They are not very miniaturized at this stage. Interesting work aims at integrating these 

microwave generators and readers inside the cryostat enclosure, if only to limit the wiring. These are 

frequently based on cryo-CMOS technology, CMOS components that are tailored to work at low 

temperature, 4K for many and as low as 20 mK for some. Figure 219 provides a rough representation 

of an entire superconducting qubits based quantum computer. The blue equipment corresponds to the 

microwave generators and analyzers from Zurich Instruments. 
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Figure 219: typical physical components of a superconducting qubit quantum computer. It contains a classical computer that drives 

the whole system. (cc) Olivier Ezratty, 2020-2022. 

Processor layout 

To better understand the previous explanation, here is a chipset layout with 8 superconducting qubits, 

from ETH Zurich. Although it’s already a few years old, the underlying concepts are generic. 

 
Figure 220: a small 8-qubit superconducting processor from ETH Zurich showing its various components controlling the qubits. 

source: The European Quantum Technologies Roadmap, 2017 (30 pages) and the thesis Digital quantum computation with 
superconducting qubits by Johannes Heinsoo, ETH Zurich, 2019 (271 pages). 

• Qubits are located in the white rectangles. These are tiny Josephson effect superconducting circuit 

loop. 

• Coupling circuits link them together. It’s used to control entanglement between pairs of qubits. 

• Single-qubit gates use the blue and purple contacts. It sends microwaves to the qubits. These pins 

are powered via cables by very high frequency current sources, sending microwaves photons, 

between 4 and 8 GHz. These frequencies must be different between adjacent qubits of the same 

circuit to avoid crosstalk. It is the combination of these frequencies that will trigger different types 

of quantum gates and entanglements between adjacent qubits. 
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• Measurement takes place with other circuits, also fixed in the component. In superconducting 

qubits, these are magnetometers which are then connected to the outside of the vacuum chamber 

and cooled by superconducting cables. These are driven by microwaves. 

Qubits must interact with each other but as little as possible with their environment until measurement. 

This is one of the reasons why they are usually cooled to a temperature close to absolute zero and 

magnetically isolated from the outside. The choice of materials for the chipsets also plays a role in 

minimizing the noise that could affect the qubits and bring them out of their coherent state. 

In the diagram below is the how and why of the relationship between qubit gates time and coherence 

time during which the qubits remain stable. The orders of magnitude of these times for a typical 

quantum computer, particularly with superconducting qubits, give at best a ratio of 1 to 500 between 

gate times and coherence time. This means that the number of quantum gates that can be used in an 

algorithm is limited on NISQ systems. In the first generations of IBM quantum computers, the X, 

Hadamard and CNOT gates lasted 130 ns, 130 ns and 650 ns respectively. 

These indications provide an upper limit on the number of gates that can be chained in a quantum 

algorithm. Note that these times are longer for quantum computers with ion traps, but the gate times 

are also longer. In CMOS qubits, coherence times are longer and gate times are low. 

However, the available computing time is more limited by the quantum gates error rate. It constrains 

what is called the computation depth, i.e. the number of quantum gates that can be chained together 

without the error rate of the gates mitigating the results. Algorithms must therefore optimize the num-

ber of gate cycles to be executed, which is furthermore constrained by the physical connectivity be-

tween qubits. 

 
Figure 221: a timeline showing the relation between useful computing time and gate coherence time and fidelities. (cc) Olivier 

Ezratty, 2021. 

In diagrams describing quantum algorithms, such as the one in Figure 221, the double bar after meas-

uring the state of a qubit conventionally indicates that a normal bit has been recovered, at 0 or 1. By 

the way, all this reminds us that there are as many output qubits as input qubits in a quantum compu-

tation since they are physically the same! 
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Error correction 

One of the pitfalls of existing qubits is their significant error rates generated with quantum gates and 

measurement and coming mostly from the fateful quantum decoherence. 

Decoherence is mostly generated by the interactions between the qubits and their environment. It 

progressively destroys the quantum information sitting in the qubits, and particularly the entangle-

ment between these. It leads to an inevitable failure in computation after a short time. Error rates for 

each operation and readouts are commonly between 0.1% and several %, depending on the qubit type 

and quality. But even 0.1% is an intolerable level for most calculations. 

In conventional computing, errors are way less frequent but must still be corrected. While some errors 

may be detected and fixed during computing in microprocessors, most errors are happening in 

memory, storage and telecommunications. These errors are discrete, corresponding to some unwanted 

bit flip. In quantum technologies, errors happen first and foremost in computing and within qubits 

and they are continuous and analog by nature. 

So, we correct them with various techniques that we’ll cover here, without necessary going into their 

details. This field is quite broad and very technical. We’ll describe the various Quantum Error Cor-

rection (QEC) techniques that will be related to Fault-Tolerant Quantum Computing and Quantum 

Error Mitigation techniques that will be applicable in the near-term NISQ generation of quantum 

computers. 

Errors sources and typologies 

A qubit register is coherent when its qubits superposition and entanglement is preserved over some 

period of time. At the individual qubit level, qubit stability is measured against its amplitude and 

phase stability, related to flip and phase error rates. Qubits coherence time is an indication of how 

long register qubits remain coherent, with stable superposition. Qubits amplitude stability is evaluated 

with a T  time while phase stability is measured with a T2 and a T2
 , these being sometimes confused 

with each other in the literature386. 

Real single qubit errors can be decomposed as linear combinations of these flip and phase errors387. 

Quantum error corrections codes are designed to separately correct flip and phase errors, the integra-

tion of which corrects any linear combination of both error types. 

• Flip errors as shown in the Bloch sphere in Figure 222, are amplitude errors that tend to push the 

amplitude back to |0⟩. These errors correspond mathematically to a decay of the diagonal part of 

the qubit density matrix in its eigenstate basis. It is related to the T1, which is linked to a loss of 

amplitude ("energy relaxation"). It is also called “longitudinal coherence time”, “spontaneous 

emission time”, “population lifetime” or “amplitude damping” and corresponds to a loss of energy 

in qubits. It is a dissipative process that releases some energy388. 

 

386 I found a good explanations in Dancing with qubits by Robert Suttor, pages 415 to 421, 2019 (516 pages). 

387 More precisely, single qubits errors can be decomposed in quantum channels: depolarizing channel (with a bit flip error, a phase flip 

error or a combination of both, in which case, the qubit remains in a pure state, and the qubit moves with some rotation in the Bloch 

sphere), a dephasing or phase damping channel (vanishing off-diagonal values in the qubit density matrix, in which case the qubit 

moves in a mixed state and inside the Bloch sphere) and an amplitude-damping channel. Source: Lecture Notes for Ph219/CS219: 

Quantum Information Chapter 3 by John Preskill, Caltech, October 2018 (65 pages). 

388 In superconducting qubit circuits, T1 is proportional to the circuit quality factor Q = ωqT1, which itself is proportional to the ratio 

between the energy stored in the qubit resonator and its rate of energy loss. T1 comes from different phenomena: spontaneous emission, 

quasiparticle tunneling, flux coupling and dielectric losses in the Josephson junction. The Purcell effect is a spontaneous emission 

through the readout cavity. The Purcell decay rate is related to the speed of this phenomenon. It is reduced with using a Purcell filter 

which suppresses signal propagation at the qubit transition frequency. The filter is a pass-through with the readout cavity frequency 

that protects the qubit from decoherence channels while enabling its readout 

https://www.amazon.com/Dancing-Qubits-quantum-computing-change/dp/1838827366
http://theory.caltech.edu/~preskill/ph219/chap3_15.pdf
http://theory.caltech.edu/~preskill/ph219/chap3_15.pdf
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The flip error is measured with a simple experiment with using an X gate and measuring the result 

n times at different t times. T  corresponds to the time when the probability of obtaining a |1⟩ 
reaches 1/e. Such an error can damage the entanglement of the qubits related to the one affected 

by this error. 

 
Figure 222: flip error and phase errors and their effect in the qubit Bloch sphere. (cc) Olivier Ezratty, 2022. 

• Phase errors are rotations around the z-axis in the Bloch sphere (coherent noise, mostly due to 

control electronics imprecision) coupled with a move of the qubit vector within the sphere (deco-

herence noise, pure dephasing). These errors are not dissipative, meaning, they are thermodynam-

ically neutral. Pure dephasing is related to the decay of the non-diagonal part of the qubit density 

matrix, creating a mixed state explaining why the qubit state moves inside the Bloch sphere. Co-

herent phase errors are measured in two manners, with T2
  and T2 and are also called the “trans-

verse coherence time”, “transverse relaxation”, “phase coherence time” or “phase damping”. T2
  

is evaluated with a Ramsey experiment, applying one Hadamard gate, wait time t, then apply 

another Hadamard gate, and measure the output. Without phase errors, the probability should look 

like a sinusoidal curve. With it, the curve slowly converges around a probability 0.5. T2
  is ob-

tained when the probability reaches 1/e. On the other hand, T2 is obtained with a Hahn echo ex-

periment where an X gate is added at t/2, which removes some error sources not pertaining to 

qubit defects. 

• Leakage errors is a third error type that sees a qubit drifting and stabilizing in another energy 

state than the   sic |0⟩ or |1⟩. This can occur in the |2⟩ level of a superconducting qubit, which we 

are trying to avoid, or with variations in the hyperfine energy levels of trapped ion qubits. This 

type of error can be corrected with specific reset protocols389. You don’t observe such leakage 

errors with photon qubits using polarization as information encoding. 

 

389 See an example in Removing leakage-induced correlated errors in superconducting quantum error correction by M. McEwen et al, 

Google AI, February 2021 (12 pages). 
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Figure 223: how are measured T1, 𝑇2 and  𝑇2

 . (cc) Olivier Ezratty, 2022. 

The goal of having long qubit energy relaxation times is in competition with that of achieving high-

fidelity qubit control and measurement. One key concern is to be able to apply error corrections as 

fast as possible after they are detected and before qubits decoherence takes effect or gets amplified. 

This is the reason why readout gates and phase detection electronics (for superconducting/quantum 

dots spin qubits) must be as fast as possible. But fast gates and readouts can drive leakage errors! 

They also require high-bandwidth microwave pulses, which reduce the capacity to frequency multi-

plex it in readout microwave circuits. 

Error sources are multiple390, leading notably to the progressive decoherence of qubits which affects 

qubits superposition and entanglement. They are linked to the various interactions between qubits and 

their immediate environment391. These include: 

• Control electronics imperfections like clock, phase and amplitude jitter. It can be triggered by 

calibration errors of quantum gates that occur in particular in the calibration of superconducting 

qubits. They can notably trigger leakage errors. These small errors can create imprecisions with 

qubit operations. They are mitigated with improving the precision of control electronics. With 

superconducting and quantum dots spin qubits, it’s mainly located at the local oscillators, mixers, 

AWG (arbitrary wave generation) and DAC levels (digital to analog conversion). These are co-

herent errors while other errors drive qubits decoherence. 

• Thermal noise from components around the qubits. This is the reason for the existence of atten-

uators around superconducting qubits. It comes among other things from shocks between atoms. 

• Electrical and magnetic noise which can have many origins depending on the qubits. It explains 

why D-Wave isolates its quantum computer with 16 metal layers to limit the impact of terrestrial 

magnetism on its qubits. Most solid state quantum processors are packaged in tight metal shield-

ing. 

• Material defects which are commonplace with solid state qubits (superconducting, quantum dots 

spins, NV centers). One common defect comes from dielectric losses in the Josephson junction 

of superconducting qubits. 

 

390 Here is a small inventory of noise sources for superconducting qubits: Sources of decoherence, ETH Zurich, 2005 (23 slides). 

391 Any operation will generate an error. An error can be generated at the time of correction, at the time of detection or at the time of 

application of a gate. Doing nothing on a qubit can also generate errors because of its finite coherence time. 
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• Vacuum quantum fluctuations originating errors which we studied quickly in a previous section, 

page 134 392. It’s an endogamous source of errors within qubits while all others are exogamous. 

• Radioactivity, particularly coming from cosmic rays. Radiations can be X-rays, gamma rays 

(whose electromagnetic nature was discovered in 1914), beta particles and their ionizing effects. 

The phenomenon is now well characterized. It creates phonons quasi-particles in the chipset sub-

strate that can propagate to many surrounding qubits, endangering the efficiency of quantum error 

correction codes393. Radioactivity is one of the many sources of long range correlated noise. En-

visioned solutions are to shield the qubit processing unit with lead394 or copper backside metalli-

zation395, to trap phonons using high impedance resonators made of granular aluminum396 and to 

implement distributed error corrections schemes397. 

   
Figure 224: sources of decoherence and cosmic radiations affecting superconducting qubits. Sources: Sources of decoherence, ETH 

Zurich, 2005 (23 slides) and Impact of ionizing radiation on superconducting qubit coherence by Antti P. Vepsäläinen, William D 
Oliver et al, August 2020 (24 pages). 

• Gravity, given this type of error and vacuum fluctuation ones appear to be minor compared to 

the previous ones398. 

Generally speaking, errors are generated by various interactions, electromagnetic or mechanical, be-

tween qubits and their immediate environment and are associated with the phenomenon of quantum 

decoherence. The first objective of physicists is obviously to reduce these physical sources of error. 

They are progressing steadily but are barely managing to gain one or two orders of magnitude in error 

rates, whereas in an ideal world, we would need ten orders of magnitude improvements. 

 

392 See Observation of quantum many-body effects due to zero point fluctuations in superconducting circuits by Sébastien Léger, Ni-

colas Roch et al, Institut Néel, 2019 (8 pages) which describes the phenomenon on superconducting qubits. 

393 See Correlated charge noise and relaxation errors in superconducting qubits by C.D. Wilne, Roger McDermott et al, Nature, De-

cember 2020-June 2021 (19 pages) which describes the correlated errors appearing in superconducting qubits and how it could impact 

the architecture of quantum error correction codes, Resolving catastrophic error bursts from cosmic rays in large arrays of supercon-

ducting qubits by Matt McEwen, Rami Barends et al, Google AI, Nature Physics, December 2021 (13 pages) who developed a test 

protocol to assess the impact of radiations on 26 qubits in its Sycamore processor and TLS Dynamics in a Superconducting Qubit Due 

to Background Ionizing Radiation by Ted Thorbeck et al, IBM, October 2022 (14 pages) which identifies the impact of ionizing radia-

tions on qubit lifetimes. 

394 See Impact of ionizing radiation on superconducting qubit coherence by Antti P. Vepsäläinen, William D Oliver et al, August 2020 

(24 pages). 

395 See Phonon downconversion to suppress correlated errors in superconducting qubits by V. Iaia, Robert McDemott et a, Wisconsin 

and Syracuse Universities, March 2022 (21 pages). 

396 See Phonon traps reduce the quasiparticle density in superconducting circuits by Fabio Henriques et al, Applied Physics Letters, 

2019 (14 pages). 

397 See Distributed quantum error correction for chip-level catastrophic errors by Qian Xu, Lian Jiang et al, March 2022 (11 pages). 

398 See about gravity: A model of quantum collapse induced by gravity by Franck Laloë, 2020 (14 pages) and Gravitational Decoherence, 

2017 (78 pages). 

https://qudev.phys.ethz.ch/content/courses/QSIT11/QSIT11_V08_slides.pdf
https://arxiv.org/abs/2001.09190
https://arxiv.org/abs/1910.08340
https://arxiv.org/abs/2012.06029
https://arxiv.org/abs/2104.05219
https://arxiv.org/abs/2104.05219
https://arxiv.org/abs/2210.04780
https://arxiv.org/abs/2210.04780
https://arxiv.org/abs/2001.09190
https://arxiv.org/abs/2203.06586
https://arxiv.org/abs/1908.04257
https://arxiv.org/abs/2203.16488
https://arxiv.org/abs/1905.12047
https://arxiv.org/abs/1905.12047
https://arxiv.org/abs/1706.05677
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Some of these effects are avoided by cooling the qubits to a temperature close to absolute zero, but 

this is not enough. Researchers are therefore working hard to ensure that the noise affecting the qubits 

is as low as possible so that qubits coherence time can be as long as possible. 

We have to manage this contradiction: qubits remain coherent, in a state of superposition and entan-

glement, if we do not disturb them, but we spend our time disturbing them with quantum gates oper-

ations! There are three ways to address these issues: improving gates fidelity, implementing quantum 

error correction codes and at last, reduce the number of gates needed to run algorithms. 

Qubits fidelities 

In a gate-based quantum computer, three types of errors (or related fidelities) are usually evaluated: 

errors in single-qubit quantum gates, errors in two-qubit gates, and errors with qubits readout. These 

error rates are currently sitting between 0.1% and several 1%, which is much higher than the current 

error rates of traditional computing, which are negligible399. Qubits “fidelity" for any of these three 

dimensions is 100% minus the related error rate. In typical quantum parlance, when a “three-nines” 

2 qubit-fidelity is mentioned, it means that it is better than 99,9%. 

The chart below in Figure 225 consolidates a comparison of some fidelity levels of superconducting, 

trapped ion and cold atom quantum computer qubits, this information being provided by their ven-

dors400. Qubit fidelities encompasses these three fidelities/errors dimensions (1Q, 2Q, readout). 

Two-qubit gates and readout error rates are generally higher than one-qubit gates error rates401. We 

must therefore always pay attention to two-qubit gates, particularly given these gates are the source 

of much of the quantum computing power. 

But these fidelities are not always measured in the same conditions. Some are measured with only a 

couple interacting qubits while others are done with all the register’s qubits being active. It can create 

significant differences favoring the first kind of measurements, particularly due to the significant 

crosstalk between qubits. 

The best fidelity achieved as of 2022 was 99.989% for Honeywell's 4 ion trapped single-qubit gate 

and 99.91% for IBM’s Falcon R10 (27 qubit) dual-qubit gates 402. Google's Sycamore single qubit 

gates fidelity is 99.84% with 53 qubits. The two-qubit CZ gates fidelity of China’s Zuchongzhi 2.1 

66 qubits superconducting processor is 99.4%403. 

Another observation relates to IBM’s most recent fidelities with their best-in-class 27, 65 and 127 

qubit systems as of November 2021. It did show 2-gates and readout fidelities that are lower as the 

number of qubits grows. Still, for a given a qubits number, IBM improves its processor fidelities over 

time. 

 

399 In classical calculation, errors are very rare. We talk about single particle perturbations (PPI) and single event upset (SEU) which 

trigger "soft errors" or logical errors. The SER (Soft Error Rate) combines the SDC (Silent Data Corruption, not detected) and the DUE 

(Detected and Unrecoverable Error, detected but not correctable). The unit of error measurement is the FIT (Failure in Time), which 

corresponds to one error per billion hours of use. The MTBF of electronic equipment (Mean Time Between Failure) is generally meas-

ured in years or decades. Errors are generally caused by isolated particles (ions, electrons, photons), particularly from cosmic rays like 

high-energy gammy rays. This affects in particular the electronics used in aerospace, which must be hardened to withstand them, as 

well as those used on Earth but at altitude. Memory is often more affected than processors. Hence error correction systems that use for 

example a parity bit and cyclic redundancy check used in telecommunications. 

400 Source for qubit reliability data mainly comes from Qubit Quality on Quantum Computing Report website, 2020. Plus some addi-

tional data coming from vendor sites. 

401 See An introduction to quantum error correction by Mazyar Mirrahimi, 2018 (31 slides) as well as Introduction to quantum compu-

ting by Anthony Leverrier and Mazyar Mirrahimi, March 2020 (69 slides) which completes it well. 

402 See the NASA and Google paper describing Google's performance: Quantum Supremacy Using a Programmable Superconducting 

Processor by Eleanor G. Rieffel et al, August 2019 (12 pages). 

403 Data source: Superconducting Quantum Computing by Xiaobo Zhu, June 2019 (53 slides). 

https://quantumcomputingreport.com/scorecards/qubit-quality/
https://www.ljll.math.upmc.fr/trelat/GDT/confs/Mazyar_Mirrahimi.pdf
https://www.universite-paris-saclay.fr/sites/default/files/media/2020-03/mirrahimi.pdf
https://www.universite-paris-saclay.fr/sites/default/files/media/2020-03/mirrahimi.pdf
https://authors.library.caltech.edu/99516/2/41586_2019_1666_MOESM1_ESM.pdf
https://authors.library.caltech.edu/99516/2/41586_2019_1666_MOESM1_ESM.pdf
https://www.itu.int/en/ITU-T/Workshops-and-Seminars/2019060507/Documents/Xiaobo_Zhu_Presentation.pdf


Understanding Quantum Technologies 2022 - Quantum computing engineering / Error correction - 221 

 
Figure 225: comparison of some qubit error rates with recent quantum processors. The most important rate is the two-qubit error 

rate. At this point, only IBM has a 2QB error rate below 0,1% with an experimental Falcon R10 27-qubit QPU. Compilation (cc) 
Olivier Ezratty, 2022. 

These error rates are currently prohibitive when executing many quantum gates in a row. With each 

operation, error rates add up and the reliability rate decreases. Imagine chaining a few dozen two-

qubit gates! At this rate, the error rate can very fast exceed 50% at the end of a rather simple algorithm 

and, generally, well before the fateful qubit coherence time limit. 

Hence the fact that the power of a quantum computer is always evaluated not simply by the number 

of available qubits but by the number of operations that can be done with a reasonable error rate at 

the end of the calculation. To avoid this quantitative constraint, we should have qubits with quantum 

gate error rates of 10-10 or even 10-15. 

Figure 226 illustrates this discrepancy between today's physical qubits and the need to perform relia-

ble calculations (without error correction). 

 
Figure 226: comparison of error levels between existing quantum hardware and what is required, with error correction codes. 

Source: How about quantum computing? by Bert de Jong, DoE Berkeley Labs, June 2019 (47 slides). 

A formula is used to evaluate the dependency between quantum gates error rates (e), the number of 

qubits (n) and the number of usable gates (d), called "circuit depth": nd < 1/e. As the error rate de-

creases, the usable circuit depth increases, and the range of usable algorithms expands. 
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Figure 227: relationship between circuit depth and their use case. Source: Quantum advantage with shallow circuits by Robert 

König, 2018 (97 slides). 

It is presented in another way in this 

Quantum Benchmark diagram, with 

the number of qubits on the abscissa and 

the depth of the circuits on the ordinate 

(number of gates that can be linked in a 

quantum calculation), conditioned by 

the skewed dotted lines that correspond 

to the error rates of the quantum gates. 

The white zone is the quantum suprem-

acy zone, also known as the quantum 

discovery regime404.  

Figure 228: circuit depth vs number of qubits. Source: Joseph Emerson, Quantum 
Benchmark. 2019. 

For a quantum computer to be useful and scalable, you need a lot of qubits, a low error rate for 

quantum gates and qubits readout, and a long qubit coherence time to be able to execute algorithms 

without much time constraints although quantum error correction codes are indispensable worka-

rounds for this last constraint. 

How are quantum gates and measurement error rates evaluated? We’ve seen previously how individ-

ual qubits flip and phase error rates are usually measured. Other methods are required to have an idea 

of the fidelities of registers with entangled qubits. 

One method is the Randomized Benchmarking (RBM) process which consists in chaining a random 

sequence of quantum gates whose result is known in advance and with comparing the results obtained 

with the right responses. Usually, a random sequence of Clifford gates is launched and then executed 

backwards. The error rate increases with the number of chained quantum gates and depends on their 

type. We can evaluate the error rate of a given gate with the Interleaved RBM which injects the gate 

periodically into the random gate set used. We then measure the difference in error rate between the 

sequence with and without these added quantum gates405. 

 

404 Slides presented by Joseph Emerson of Quantum Benchmark at the Quantum Computing Business conference organized in Paris 

on June 20, 2019 by Bpifrance. They position Google very close to the area of interest with their 72 qubits, but public benchmarks of 

these qubits have not yet been published after their announcement in March 2018. The 53 qubits of the Sycamore generation announced 

in October 2019 are however at about the same place (purple diamond). 

405 See Efficient measurement of quantum gate error by interleaved randomized benchmarking by Easwar Magesan, Jay Gambetta et 

al, March 2012 (5 pages). And Quantum Computing: Progress and Prospects, 2018 (206 pages), page 2-20. The process of benchmark-

ing quantum gates is detailed in Randomized benchmarking for individual quantum gates by Emilio Onorati et al, 2018 (16 pages). The 

origin of the method is Scalable noise estimation with random unitary operators by Joseph Emerson et al, 2005 (8 pages). 

https://qutech.nl/wp-content/uploads/2018/02/m1-koenig.pdf
https://arxiv.org/abs/1203.4550
https://www.bsi.bund.de/DE/Publikationen/Studien/Quantencomputer/quantencomputer.html
https://arxiv.org/pdf/1811.11775.pdf
https://arxiv.org/abs/quant-ph/0503243
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Figure 229: source: Entwicklungsstand Quantencomputer. 2018. 

Figure 230: comparing the various strategies to characterize qubit noise. 
Source: Characterization of quantum devices by Steve Flammia, 

University of Sydney, 2017 (118 slides). 

You'll have to look elsewhere to find out more data406. The RBM method has some drawbacks for 

clean noise quantification. It is apparently not suitable for the detection of any noise patterns407. 

Several other methods exist, such as quantum state tomography (QST) that we already covered in 

the section dedicated to measurement, page 184, which is based on a repeated measurement of qubit 

states that allows the reconstruction of a mean density matrix and the associated errors, for one or two 

qubits after a calculation. 

Another method is used to assess the reset/gate/readout cycle, SPAM (state preparation and measure-

ment). SPAM measures the cumulative fidelities of a single qubit state preparation and readout. It’s 

used and advertised by Quantinuum. It however doesn’t provide any indication on multiple qubit 

gates and qubits entanglement quality and scaling408. 

Yet another method exists that is based on some mathematical tools identifying a match between the 

noise rate of one and two-qubit gates of an algorithm and the total noise rate of the complete algorithm. 

In short, it links macro noise (algorithm) to micro noise (quantum gates). 

Error correction codes zoo 

Quantum error correction can’t work the same as classical error correction. Qubits cannot be inde-

pendently replicated with some measurement that would be performed on one replicated qubit. On 

top of that, we are correcting analog errors in multiple dimensions, not just a 0/1 error flip that could 

be labelled as a simple “digital error”409. 

 

406 As in the aforementioned German report Entwicklungsstand Quantencomputer (State of the art of quantum computing), which dates 

from 2018 and highlights the huge gap between the performance of qubits, particularly at IBM and Google, and the need for integer 

factorization to break common RSA keys. See also Efficient learning of quantum noise by Robin Harper et al, Nature Communications, 

2019 (15 pages) and Characterization, certification and validation of quantum systems by Martin Kliesch, April 2020 (87 pages). 

407 See Characterization of quantum devices by Steve Flammia, University of Sydney, 2017 (118 slides) which provides an excellent 

overview of the various qubits benchmarking techniques. 

408 See 99.9904% SPAM Fidelity with barium-137 sets the standard and creates a further step towards solving some of the world’s most 

intractable problems by Kortny Rolston-Duce, Quantinuum, March 2022. 

409 The stakes of QEC are very well explained in Approaches to Quantum Error Correction by Julia Kempe, 2005 (29 pages). See also 

the review paper Quantum Error Correction for Quantum Memories by Barbara M. Terhal, April 2015 (47 pages) and the excellent 

Introduction to Quantum Error Correction and Fault Tolerance by Steven M. Girvin, August 2022 (99 pages) which is a transcript from 

a lecture at Les Houches Summer School in 2019 and (brilliantly) covers both classical and quantum error correction techniques. 

https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/Studien/Quantencomputer/P283_QC_Studie-V_1_1.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2017/09/2017-01-14-Morning-Tutorial-Steve-Flammia-2.pdf
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/Studien/Quantencomputer/P283_QC_Studie-V_1_1.pdf
https://arxiv.org/pdf/1907.13022.pdf
http://www.mkliesch.eu/docs/lecture_QCVV.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2017/09/2017-01-14-Morning-Tutorial-Steve-Flammia-2.pdf
https://www.quantinuum.com/pressrelease/quantinuum-announces-a-world-record-in-fidelity-for-quantum-computing-qubits
https://www.quantinuum.com/pressrelease/quantinuum-announces-a-world-record-in-fidelity-for-quantum-computing-qubits
https://arxiv.org/abs/quant-ph/0612185
https://arxiv.org/abs/1302.3428
https://arxiv.org/abs/2111.08894
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The techniques explored for more than two decades consists in implementing quantum error correc-

tion codes called QEC for Quantum Error Correction or rather QECC for QEC Codes 410. Most of 

these QEC schemes correct errors that are small and independent, meaning, not correlated between 

several close and distant qubits. 

Error correction codes apply to both universal gate quantum computing and quantum telecommuni-

cations. In the first case, they are integrated into the concept of fault-tolerance quantum computing 

(FTQC). Error correction is a mean to slow down qubits decoherence and extend the available com-

putation time. 

 
Figure 231: inventory of key quantum error correction codes. (cc) Olivier Ezratty, 2022, inspired from Some Progress on Quantum 

Error Correction for Discrete and Continuous Error Models by Jincao Li, 2020 (16 pages). 

The chart in Figure 231 makes an inventory of the main quantum error correction codes with their 

origin and date of creation411. This error correction zoo is very dense412. 

It is a very rich scientific field of quantum technologies and has been growing regularly since 1995. 

It includes several families of error correction codes. 

The most important QEC codes family are the stabilizer codes. The first ones correct flip and/or 

phase errors with three, five (Laflamme), seven (Steane) or nine qubits (Shor). These codes replicate 

qubits several times with entanglement. They follow the same processing in parallel. Then, the code 

compares the results at the output of algorithms to keep the statistically dominant results. All this is 

done without reading the value of the qubits which would make the whole system collapse. This is 

implemented with ancilla qubits that are used to detect error syndromes without affecting the qubits 

used in calculation. 

 

410 This theme has, like many quantum specialties, its own conference. See International Conference on Quantum Error Correction and 

the videos with all the presentations of the 2019 edition. 

411 Illustration inspired by a scheme discovered in Some Progress on Quantum Error Correction for Discrete and Continuous Error 

Models by Jincao Li, 2020 (15 pages). 

412 See the Error Correction zoo and its section on quantum error correction codes. And Quantum Error Correction for Beginners by 

Simon J. Devitt, William J. Munro, and Kae Nemoto, 2013 (41 pages). 

Chen Feng Huang 2019
union stabilizer code Grassl Rotteler 2008
codeword stabilized quantum code Cross Smith Smolin Zeng 2009

Chen Oh 2015

Mandayam Ng 2012

Wang Byrd Jacobs 2016

Paz Zurek 1998

Non binary QEC Ketkar Klappenecker Kumar Sarvepalli 2006
Asymetric QEC Sarvepalli Klappenecker Rotteler 2008
Quantum Burst QEC Fan Hsieh Chen Li 2018
Quantum Convolutional Lai Hsieh Lu 2016
Concatenated QEC Duan Grassl Ji Zeng 2010
Topological QEC Chandra Babar Nguyen Alanis Botsinis Ng Hanzo 2018
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Progress on Quantum Error Correction for Discrete 
and Continuous Error Models » by Jincao Li, 2020

Mirrahimi Leghtas Devoret 2013
Autonomous 

QEC
cat-qubits
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QEC zoo

GKP Gottesman Knill Preskill 2001

MBE-CQEC Milburn 2022Landahl 2001, Milburn 2004

Shor 9-qubits QEC 1995
Steane 7-qubits QEC 1996
Bennet Laflamme 5-qubits QEC 1996 
CSS construction Calderbank Shor Steane 1996
Stabilizer formalism Gottesman 1997
QLPDC codes MacKay McFadden 2004
Bacon-Shor 9-qubits QEC 2005

Toric Codes Kitaev 1997
Surface Codes Bravyi Kitaev 1998 Fowler 
Mariantoni Martinis Cleland 2012
Color Codes Bombin  Martin-Delgado 2007
Magic State Distillation Bravyi Kitaev 2005
XZZX Surface Codes Ataides 2021

https://www.researchgate.net/publication/339634795_Some_Progress_on_Quantum_Error_Correction_for_Discrete_and_Continuous_Error_Models
https://www.researchgate.net/publication/339634795_Some_Progress_on_Quantum_Error_Correction_for_Discrete_and_Continuous_Error_Models
https://www.iopconferences.org/iop/frontend/reg/thome.csp?pageID=780004&eventID=1264&traceRedir=2
https://www.youtube.com/playlist?list=PLgLkEJ3SUJUS05I_INGLpkNcaWQdXfCeo
https://www.researchgate.net/publication/339634795_Some_Progress_on_Quantum_Error_Correction_for_Discrete_and_Continuous_Error_Models
https://www.researchgate.net/publication/339634795_Some_Progress_on_Quantum_Error_Correction_for_Discrete_and_Continuous_Error_Models
https://errorcorrectionzoo.org/domain/quantum_domain
https://arxiv.org/abs/0905.2794


Understanding Quantum Technologies 2022 - Quantum computing engineering / Error correction - 225 

The trick consists in duplicating the information on several qubits and do qubits rotations in the Bloch 

sphere then some projective measurement. This will not deteriorate the information contained in the 

qubits. This measurement enables the detection of error syndromes. We then use single-qubit gates to 

correct the qubits for which an error was detected. It goes through some classical processing that must 

be as fast as possible. 

Stabilizers codes have many variants including: 

Topological codes including surface codes and color codes 413  themselves derived from toric 

codes414, and many other specimens such as the DFS (Decoherence Free Subspaces) protocol encode 

quantum information in a subspace that is unaffected by physical errors or so-called holographic 

codes415 and also Fractal Surface Codes416. Color codes have much less overhead than surface codes 

and render possible the implementation of FTQC (Fault-Tolerant Quantum Computing). It is due to 

one key feature of these correction codes: they can be implemented with the transversal gates de-

scribed in the section on FTQC. It could be used with superconducting and quantum dots spin quits. 

However, what is “colored” in these colored codes and how does it work? I have no clear idea417. 

Magic state distillation. A Shor and Steane code can correct any Pauli error, including Y gate, which 

is equal to iZX. It can correct any linear combination of I, X, Y and Z gates with complex numbers. 

This comes from the fact that any unit operation on a qubit can be expressed as a combination of 

IXYZ with complex factors: U = aI + bX + cY + dZ. This means, indirectly, that these QECs should 

be able to correct analog and continuous errors such as slight variations in amplitude or phase, i.e. 

rotations of a few degrees in the Bloch sphere. To correct these errors corresponding to gates outside 

the Clifford group such as a T gate (eighth of rotation in the Bloch sphere, these gates that provide an 

exponential speedup for gate-based computing), however, magic states are also used which feed cir-

cuits made with gates from the Clifford group. These states are prepared by a process called magic 

state distillation418. It has an enormous overhead with the number of required physical qubits to create 

a single logical qubit, of about two orders of magnitude (x100). Magic state distillation is imple-

mented in surface codes. This overhead could be avoided or reduced with using 3D correction codes, 

which are difficult to implement with actual qubits at this time. 

ZXXZ surface code that would reduce the number of required physical qubits to create a logical 

qubit thanks to a lower error threshold. In April 2021, University of Sydney science undergraduate 

Pablo Bonilla Ataides ZXXZ paper published in Nature Communications brought the attention of 

Amazon researchers419. 

 

413 This is however not the only solution to the magic state distillation physical qubits cost. See Fault-tolerant magic state preparation 

with flag qubits by Christopher Chamberland and Andrew Cross, IBM, May 2019 (26 pages) which describes an alternative using more 

ancilla qubits (“flag qubits”). 

414 See Fault-tolerant quantum computation by anyons by Alexei Kitaev, 1997 and 2008 (27 pages). 

415 Color codes are variations of stabilizing codes. See some explanations in The Steep Road Towards Robust and Universal Quantum 

Computation by Earl T. Campbell, Barbara M. Terhal and Christophe Vuillot, 2016 (10 pages). 

416 See Topological Order, Quantum Codes, and Quantum Computation on Fractal Geometries by Guanyu Zhu, Tomas Jochym-O’Con-

nor, and Arpit Dua, IBM, PRX, Quantum, September 2022 (55 pages). 

417 See for example The ABCs of the color code by Aleksander Marek Kubica, 2018 (205 pages), a rich thesis done under the supervi-

sion of John Preskill at Caltech with the help from Jason Alicea, Fernando Brandão and Alexei Kitaev. And The cost of universality: A 

comparative study of the overhead of state distillation and code switching with color codes, by Michael E. Beverland, Aleksander 

Kubica and Krysta M. Svore, 2021 (69 pages). 

418 See Universal quantum computation with ideal Clifford gates and noisy ancillas by Sergey Bravyi and Alexei Kitaev, 2004 (15 

pages). There are other solutions such as A fault-tolerant non-Clifford gate for the surface code in two dimensions by Benjamin J. 

Brown, May 2020, which applies to surface codes. 

419 See Student's physics homework picked up by Amazon quantum researchers by Marcus Strom, University of Sydney, April 2021, 

Sydney student helps solve quantum computing problem with simple modification by James Carmody April 2021 and The XZZX 

surface code by J. Pablo Bonilla Ataides et al, April 2021, Nature Communications (12 pages). 

https://arxiv.org/pdf/1811.00566.pdf
https://arxiv.org/pdf/1811.00566.pdf
https://arxiv.org/abs/quant-ph/9707021
https://arxiv.org/abs/1612.07330v1
https://arxiv.org/abs/1612.07330v1
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.030338
https://thesis.library.caltech.edu/10955/1/Kubica2018.pdf
https://arxiv.org/abs/2101.02211
https://arxiv.org/abs/2101.02211
https://arxiv.org/pdf/quant-ph/0403025.pdf
https://advances.sciencemag.org/content/6/21/eaay4929
https://phys.org/news/2021-04-student-physics-homework-amazon-quantum.html%20:%20QEC%20ZXXZ%20code.
https://amp-abc-net-au.cdn.ampproject.org/c/s/amp.abc.net.au/article/100064328
https://www.nature.com/articles/s41467-021-22274-1
https://www.nature.com/articles/s41467-021-22274-1
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This surface code could be used by Amazon who made a choice to use a relatively low number of 

photons per cat qubit (8 to 10, compared to about 30 for Alice&Bob), still requiring some first level 

bit-flip error correction on top of phase-flip correction. That’s where a ZXXZ surface code QEC could 

come into play. ZXXZ QEC codes are indeed mentioned as an option QEC technique in Amazon’s 

technical paper from December 2020. A team from Amazon, Caltech and the University of Chicago 

improved these codes in 2022 to work with biased noise (which has more phase than flip noise)420. 

Planar Honeycomb Code, aka Floquet Code, was created by Matthew B. Hastings and Jeongwan 

Haah from Microsoft in 2021 to simplify toric codes with fewer qubits and stabilizers421. It is adapted 

to qubits architectures implementing pair-wise qubit measurements (XX, YY, ZZ) like with Majorana 

fermions. The technique was improved by Google researchers422, by Christophe Vuillot from Inria 

Nancy423 and with the XYZ2 variant in 2022424. 

Quantum LDPC codes that are inspired by classical LDPC (low-density parity check) codes used in 

telecommunications (Wi-Fi, 5G, DVB) and seem to scale better than surface codes425. They are also 

adapted to Majorana fermions but for a longer term. But they require an increased connectivity be-

tween qubits that is not possible on a 2D layout and which will require 3D circuitry to create distance 

connections between qubits. 

Autonomous QEC. Here, we must distinguish “logical error correction codes” and “physical codes” 

that are directly managed at the qubit hardware level. Also branded “autonomous QEC”, these contain 

bosonic codes, including GKP error codes426, binomial codes, 0-π and cat-codes427. The latter imple-

ment in a cavity a "Schrödinger cat" that allows to manage a projection space used for error correction, 

as in the error correction algorithms based on stabilizing codes that we will see later. It usually corrects 

flip errors autonomously, but new variations are able to correct both flip and phase errors428. 

Continuous error correction. In opposition to discrete quantum error correction codes (DQEC) that 

we’ve covered, there are alternative QEC using continuous measurement and correction. Juan Pablo 

Paz and Wojciech Zurek proposed in 1998 a continuously operating error correction code, the CTQEC, 

for "continuous-time QEC", or CQEC, based on differential equations and acting at reduced time 

intervals. 

 

420 See Tailored XZZX codes for biased noise by Qian Xu, Lian Jiang et al, March 2022 (16 pages). Biased noises is well explained in 

the thesis Quantum Error Correction with Biased Noise by Peter Brooks, Caltech, 2013 (198 pages). 

421 See Dynamically Generated Logical Qubits by Matthew B. Hastings and Jeongwan Haah, Microsoft, October 2021 (18 pages). 

422 See Benchmarking the Planar Honeycomb Code by Craig Gidney and Michael Newman, Google, February-September 2022 (16 

pages). 

423 See Planar Floquet Codes by Christophe Vuillot, Inria, December 2021 (16 pages) and A Pair Measurement Surface Code on Pen-

tagons by Craig Gidney, June 2022 (16 pages). 

424 See The XYZ2 hexagonal stabilizer code by Basudha Srivastava et al, Chalmers, April 2022 (15 pages). 

425 See Quantum Low-Density Parity-Check Codes by Nikolas P. Breuckmann and Jens Niklas Eberhardt, October 2021 (17 pages), 

Qubits Can Be as Safe as Bits, Researchers Show by Mordechai Rorvig, January 2022 referring to See Asymptotically Good Quantum 

and Locally Testable Classical LDPC Codes by Pavel Panteleev and Gleb Kalachev, 2022 (51 pages). 

426 See Encoding a qubit in an oscillator by Daniel Gottesman, Alexei Kitaev and John Preskill, PRA, 2001 (22 pages) and the perspec-

tive Quantum error correction with the Gottesman-Kitaev-Preskill code by Arne Grimsmo and Shruti Puri, PRX Quantum, June 2021 

(20 pages). 

427 Cat-codes are used by the startup Alice&Bob. Knowing that their creation goes back to the work of Mazyar Mirrahimi and Zaki 

Leghtas in 2013, with whom the founders of Alice&Bob worked. Error correction codes are constantly being updated. Thus, a proposal 

recently emerged from QEC that goes further than cat-code and does not depend on hardware architecture. See Novel error-correction 

scheme developed for quantum computers, March 2020 which refers to Quantum computing with rotation-symmetric bosonic codes 

by Arne L. Grimsmo, Joshua Combes and Ben Q. Baragiola, September 2019. 

428 See Quantum error correction using squeezed Schrödinger cat states by David S. Schlegel et al, January 2022 (20 pages) which 

provides protection for both flip and phase errors. 

https://arxiv.org/abs/2203.16486
https://thesis.library.caltech.edu/7774/1/pbrooks-thesis.pdf
https://arxiv.org/abs/2107.02194v2
https://arxiv.org/abs/2202.11845
https://arxiv.org/abs/2110.05348
https://arxiv.org/abs/2206.12780
https://arxiv.org/abs/2206.12780
https://arxiv.org/abs/2112.06036
https://arxiv.org/abs/2103.06309
https://www.quantamagazine.org/qubits-can-be-as-safe-as-bits-researchers-show-20220106/
https://arxiv.org/abs/2111.03654
https://arxiv.org/abs/2111.03654
https://arxiv.org/abs/quant-ph/0008040
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.020101
https://phys.org/news/2020-03-error-correction-scheme-quantum.html
https://phys.org/news/2020-03-error-correction-scheme-quantum.html
https://arxiv.org/abs/1901.08071
https://arxiv.org/pdf/2201.02570.pdf
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There are two methods for acting directly on the information (direct CTQEC) or via auxiliary qubits 

(indirect CTQEC). CQEC avoids using ancilla qubits to measure the stabilizer operators by weakly 

measuring the physical qubits. It also enables faster measurements and error detection, reducing un-

detected errors. 

These methods were later improved by various contributors including Andrew J. Landahl and Gerard 

J. Milburn429. The later recently proposed to use some real-time measurement-based estimator (MBE) 

of the real logical qubit to be protected to accurately track the actual errors occurring within the real 

qubits in real-time. This leads to the MBE-CQEC scheme that protects the logical qubit to a high 

degree and allows the error correction to be applied either immediately or at a later time. 

Quantum Error Mitigation. At last, one other solution being considered deals with using NISQ, for 

Noisy Intermediate Scale Quantum computers, those current quantum computers that use noisy and 

uncorrected qubits. This is done with algorithms, often hybrid 

classical/quantum algorithms, which are supposed to be er-

rors resilient and with using some Quantum Error Mitigation 

techniques (QEM). We detail it later in this section. 

Error correction principles 

The general principle of a classical quantum error correction 

code is illustrated in the diagram in Figure 232 with a six-step 

correction430: 

1. Encoding: the qubit to be corrected will first be replicated a certain number of times via CNOT 

gates on several auxiliary qubits (here 2). The resulting qubits are entangled. In the example, we 

get the state α|   ⟩ β|111⟩ for an input state |𝜓⟩ = α| ⟩ β|1⟩. 

2. Processing: it will potentially generate an error coming from various sources of noise. This can 

be a calculation as well as some telecom transmission of a qubit. 

3. Detection: one or more error syndromes are detected via quantum gates that associate qubits with 

other ancilla qubits. In the example below, it detects pure flip errors. 

4. Measurement: the state of these ancilla qubits is measured to become classical bits in the syn-

drome extraction process. It helps create the index of the qubit to be corrected in the replicated 

entangled qubits. This is some non-destructive measurement for the corrected entangled qubits 

since it’s done in a different basis. These measurements are labelled “mid-circuit measurements” 

since they occur before the end of your circuit execution, only on a subset of the register qubits 

and without changing the quantum state of other qubits in the register. 

5. Correction: the address obtained with syndrome measurement is used to correct the faulty qubits 

with an X gate (for a phase error, we’d use a Z gate). There are alternative forms of QEC that do 

not involve the measurement of the syndrome by qubit reading but by its direct use with quantum 

gates that correct the defective qubit without going through conventional bits. 

6. Consolidation: finally, the corrected qubits are disentangled to recreate an isolated corrected 

qubit |𝜓⟩. This consolidation seems to be used with error correction for quantum telecommunica-

tions. When applied to quantum computing, the corrected entangled qubits can be kept to move 

on to the next step, i.e. another computing operation to be corrected. 

 

429 See Continuous quantum error correction via quantum feedback control by Charlene Ahn, Andrew C. Doherty and Andrew J. Lan-

dahl, PRA, March 2002 (12 pages), Practical scheme for error control using feedback by Mohan Sarovar, Charlene Ahn, Kurt Jacobs 

and Gerard Milburn, PRA, May 2004 (12 pages) and Measurement based estimator scheme for continuous quantum error correction 

by Sangkha Borah, Gerard Milburn et al, March 2022 (9 pages). 

430 Based on A Tutorial on Quantum Error Correction by Andrew M. Steane, 2006 (24 pages). See also An introduction to quantum 

error correction by Mazyar Mirrahimi, 2018 (31 slides). 

“Whatever comes out of these 

gates, we have a better chance 

to survive if we work together. 

You understand? 

We stay together, we survive.” 

General Maximus Decimus Meridius 

(Russell Crowe) in Gladiator, 2000. 

https://arxiv.org/abs/quant-ph/0110111
https://arxiv.org/abs/quant-ph/0402017
https://arxiv.org/abs/2203.13519
https://www2.physics.ox.ac.uk/sites/default/files/ErrorCorrectionSteane06.pdf
https://www.ljll.math.upmc.fr/trelat/GDT/confs/Mazyar_Mirrahimi.pdf
https://www.ljll.math.upmc.fr/trelat/GDT/confs/Mazyar_Mirrahimi.pdf
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7. Reuse: the correct qubit or qubits can now be used for subsequent operations that will also be 

corrected with the same process. 

 
Figure 232: a simple error correction code, adapted from A Tutorial on Quantum Error 

Correction by Andrew M. Steane, 2006 (24 pages). 

Error correction codes charts such as Shor's on Wikipedia are usually not complete. They usually lack 

the measure/correction steps. They can also rely on direct error correction431 . 

They also do not specify where to place the error correction codes in a quantum algorithm. It seems 

that this is required at each stage of some quantum computation. Error correction codes will be re-

peated several times that is roughly proportional to the computational depth of the quantum algorithm. 

It will be the role of the compilers to position QEC in the code executed on the quantum processor. It 

may depend on their knowledge of the fidelity rates of the quantum gates used in the hardware. In the 

end, the QEC will increase computation time by one to several orders of magnitude depending on the 

ratio of physical qubits per logical qubits and the qubit life-extension obtained with the code. It has 

to be taken into account when evaluating the time-based quantum computing advantage brought by a 

given algorithm. 

Looking at the genealogy of these error correction codes, we must start with the simplest ones that 

correct qubit sign errors with three qubits like the example in Figure 232 from Andrew Steane. A 

similar QEC corrects qubit phase errors by exploiting Hadamard gates. 

The 1995 Shor's 9-qubit error correction code consolidates these two methods, with the corrected 

qubit being replicated 8 times. This code corrects both flip and phase errors432. It uses a total of 15 

qubits. What such a complete code looks like is shown in Figure 233. In the first phase the corrected 

qubit is replicated two times and each resulting qubit is again replicated two times with CNOT gates. 

The first three blocks of 3 qubits implement a flip error correction. It outputs 3 qubits which then 

implement a phase error correction. 

 

431 See Quantum Error Correction An Introductory Guide by Joschka Roffe, 2019 (29 pages) which explains the generic operation of 

error correction codes and Quantum Error Correction for Beginners by Simon Devitt, William Munro and Kae Nemoto, 2013 (41 

pages). These are the two main sources of information that allowed me to write these pages on QEC. See also a description of various 

error correction codes in Software for Quantum Computation, a thesis by Daniel Matthias Herr from ETH Zurich, 2019 (164 pages). 

432 The details of the process are well documented in the Wikipedia sheet of quantum error correction. 
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https://www2.physics.ox.ac.uk/sites/default/files/ErrorCorrectionSteane06.pdf
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https://en.wikipedia.org/wiki/Quantum_error_correction
https://arxiv.org/pdf/1907.11157.pdf
https://arxiv.org/abs/0905.2794
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Figure 233: a full Shor 9 error correction code correcting both flip and phase errors. Source: Quantum Information Processing and 

Quantum Error Correction. An Engineering Approach by Ivan Djordjevic (575 pages). 

Raymond Laflamme (1960, Canada) demonstrated in 1996 that at least five physical qubits are 

needed to create a "logical qubit" integrating flip and phase error correction. With Emanuel Knill, 

he also demonstrated that any single qubit error was a linear combination of flip and phase errors, 

leading to factoring error correction to flip and phase errors corrections433. 

In practice, the 7-qubit Steane code is the most referenced because it is not redundant like the Shor 

code. These 3-, 5-, 7- and 9-qubit codes are part of a generic group called stabilizer codes formalized 

by Daniel Gottesman in 1997. We are now going to dig a little deeper into how they operate. 

We will better understand how an error correction works without reading the state of the qubit to be 

corrected. Let's take the case of a simple flip error correction code with three qubits. 

These three entangled qubits can have an error X1, X2 or 

X3 or no error (I=identity). X is an amplitude inversion 

Pauli gate. It creates an amplitude inversion of the corre-

sponding entangled qubit as shown in the equations in 

Figure 234. These new states correspond to three errors 

and the absence of errors. 

 

Figure 234: amplitude inversions. 

These four states have the interest of being mathematically orthogonal for all the values of the α and 
β defining the state of the qubit to be corrected. The trick is to perform a measurement of these values 

in the vector space corresponding to these four values and not in the original qubit computational 

base. This will not deteriorate the superposition of the original qubit. The syndrome extraction is 

called a "Stabilizer code" or “stabilization code”, which will feed the ancilla qubits. The process is 

the same to evaluate and correct a phase error but with Z gates instead of X gates. 

 

433 This is demonstrated in A Theory of Quantum Error-Correcting Codes by Emanuel Knill and Raymond Laflamme, 1996 (34 pages). 

But also independently in Mixed State Entanglement and Quantum Error Correction by Charles Bennett, David DiVincenzo, John A. 

Smolin and William K. Wootters, 1996 (82 pages). See also Magic States by Nathan Babcock (28 slides). 
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https://www.amazon.com/Quantum-Information-Processing-Error-Correction/dp/0123854911
https://www.amazon.com/Quantum-Information-Processing-Error-Correction/dp/0123854911
https://arxiv.org/abs/quant-ph/9604034
https://arxiv.org/abs/quant-ph/9604024
https://www.iqst.ca/events/csqic05/talks/nathan%20b.pdf
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Figure 235: 3 qubits flip error correction code explained. (cc) Olivier Ezratty, 2021. 

The disadvantage of the solution is that it cannot detect errors that would occur at the same time on 

two or three of the entangled qubits. No error-correcting code can correct all errors! 

The stabilizer codes formalism generically describes the error correction codes we have just studied 

with three parameters: [[n, k, d]] with:  

• k = number of logical qubits, usually 1 which is the qubit that needs to be corrected. 

• n = number of physical qubits used in the code, with n > k. The n-k qubits store the redundant 

information thanks to entanglement. 

• d = smallest number of simultaneous qubit errors that can transform one valid codeword into 

another, aka the code distance. The complete definition is actually more complicated. 

More precisely, an error correction code with a code distance d can correct errors for up to (d − 1)/2 

(replicated) qubits, or say differently d ≥ 2m+1, m being the number of redundant qubits that can be 

corrected. You need d to be at least 3 to correct both flip and phase errors. 

In this notation, Shor's 9 qubit code is a [[9, 1, 3]], Steane's is a [[7, 1, 3]] and Laflamme's is a [[5, 1, 

3]]. They all have a code distance of 3. A simple 3-qubit flip or phase correction code is a [[3, 1, 1]] 

stabilizer code with a code distance of 1. There are larger cases like with the [[512, 174, 8]] CSS 

code434. 

The stabilizer codes use a syndrome table that provides a match between the errors on each qubit and 

the detected syndrome. The number of ancilla qubits used to create this table must therefore be suffi-

cient to identify the qubits to be corrected in the logical qubit. In the example in Figure 236 with a 

logical qubit with 7 physical qubits, the 3 ancilla qubits allow the identification of eight scenarios, 

sufficient to determine which of the 7 physical qubits must be corrected. The 8th scenario is the ab-

sence of error, therefore needing no correction. 

 

434 See Classical product code constructions for quantum Calderbank-Shor-Steane codes by Dimiter Ostrev et al, 2022 (19 pages). 
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Figure 236: 7 qubits correction code with a code distance 3. Source: Quantum error corrections for beginners by Simon J. Devitt et al, 2013. 

It seems that the qubits correction 

can be applied in two manners: the 

one presented so far with a measure-

ment of ancilla parity qubits gener-

ating classical bits allowing to de-

termine on which qubits to apply a 

quantum error correction gate, and 

other methods allowing this without 

the measurement and to apply the 

correction directly with quantum 

gates435. The first solution seems to 

be more commonly used. So why is 

the second solution less used or 

even recommended? 

 

Figure 237: error correction replacing measurement with a controlled operation. 
Source: Quantum error correction (QEC) by Alexander Korotkov, 2017 (39 slides). 

The autonomous method also branded aQEC (autonomous quantum error correction) would be more 

energy and time saving (comparison in Figure 237436). It is also a way to possibly run the error cor-

rection autonomously within a quantum processor, without going through the classical part, should 

qubits control be performed very close to the qubits. But in that case, the ancillas can’t be reused. 

Some energy dissipation must be handled, using a technology called reservoir engineering, which is 

actually implemented in cat-qubits437. Otherwise, whatever, the ancilla qubits used in QEC must be 

reset to | ⟩ and this reset is a dissipative process. The thermal bath is just elsewhere! 

 

435 Like the “No ancilla error detection” code (NAED), an error detection scheme that does not employ ancilla qubits or mid-circuit 

measurements and encodes qubits in pairs of qubits with | ⟩𝐿 = | 1⟩ and |1⟩𝐿 = |1 ⟩. See Quantum Error Detection Without Using 

Ancilla Qubits by Nicolas J. Guerrero and David E. Weeks, US Air Force Institute of Technology, April 2022 (8 pages). 

436 Seen in Quantum error correction (QEC) by Alexander Korotkov, 2017 (39 slides). List of all courses on quantum computing. 

437 See Protecting a Bosonic Qubit with Autonomous Quantum Error Correction by Jeffrey M. Gertler et al, University of Massachu-

setts-Amherst and Northwestern University, October 2020 (23 pages). This study investigates autonomous QEC on bosonic codes 

qubits using reservoir engineering. See also Autonomous quantum error correction and quantum computation by Jose Lebreuilly et al, 

Yale University, Amazon and University of Chicago, March 2021 (18 pages) and Autonomous quantum error correction with super-

conducting qubits by Joachim Cohen, ENS Paris, 2017 (164 pages). 

7 qubits error correction code named [[7,1,3]] in the stabilizers formalism

phase error 
detection

correcting flip 
error on qubit i

flip error 
detection

correcting 
phase error on 

qubit i

K1 to K6 are 
stabilizer codes 
detecting parity 

bits errors
computing i 

address
computing i 

address

schemas taken from 
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by Simon J. Devitt et al, 
2013

https://arxiv.org/abs/0905.2794
https://intra.ece.ucr.edu/~Korotkov/courses/EE214-QC/QC-7-error-correction.pdf
https://arxiv.org/abs/2204.11114
https://arxiv.org/abs/2204.11114
https://intra.ece.ucr.edu/~Korotkov/courses/EE214-QC/QC-7-error-correction.pdf
https://intra.ece.ucr.edu/~korotkov/courses/EE214.html
https://arxiv.org/abs/2004.09322
https://arxiv.org/pdf/2103.05007.pdf
https://tel.archives-ouvertes.fr/tel-01545186/file/cohenthesis.pdf
https://tel.archives-ouvertes.fr/tel-01545186/file/cohenthesis.pdf
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Logical Qubits 

With quantum computers available online such as those from IBM having up to a few dozen qubits, 

it is the role of software to implement dynamic error correction codes and more precisely, compilers 

that will transform the developer's code into executable machine code at the physical level of the 

qubits and integrating QEC code. Given that we have at this point just enough qubits to test small 

QEC like Steane’s 7-qubits codes or small sized surface codes. 

Conceptually, a logical qubit sits between a physical qubit (with a small lifetime and prone to signif-

icant error rates) and a mathematically perfect qubit (with infinite computing time and zero error). It 

lasts longer than a physical qubit and should have an error rate in the range 10-8 to 10-15 that is com-

patible with the constraints of your algorithm. This error rate is more or less the inverse of the number 

of quantum gates in your circuit. 

At one point in time, logical qubits will maybe be implemented entirely in the hardware architecture, 

exposing logical qubits to the classical computer driving the quantum accelerator. This will simplify 

the connection between the classical control computer and the quantum processor. 

A QEC (Quantum Error Correction) 

could be performed at the hardware 

level by creating qubit assemblies 

that generate ready-to-use physical 

logical qubits. Here is an old exam-

ple with seven superconducting 

physical qubits to create one simple 

logical qubit. 

The number of physical qubits to be 

assembled to create a logical qubit 

depends on the error rate of the 

qubits. 

 

Figure 238: a concept of logical qubit implemented at the physical level. Source: 
Maximum density of quantum information in a scalable CMOS implementation of the 

hybrid qubit architecture, 2015 (17 pages). 

The higher the qubit error rate, the more qubits must be assembled. This number can reach several 

thousand qubit physical qubits438. But QEC seems to be bound to be implemented mainly with soft-

ware and on generic QPU architectures. The number of physical qubits in a logical qubit depend on 

many factors such as the quantum error correction code used, the underlying physical qubits fidelities, 

their connectivity and their target error rate. 

We're still a long way from that! Current estimates are around 1,000 physical qubits to create a logical 

qubit. This corresponds to the plans published by IBM, Google and PsiQuantum with 100 logical 

qubits created out of one million physical qubits. On the physical architecture side, topological qubits 

are an analog version of surface codes that should allow to reduce this ratio of logical/physical qubits, 

just like cat-qubits, which are forecasted to require fewer than 100 physical qubits to create one logical 

qubit. 

Trapped ions can use lattice surgery to connect and entangle these topologically corrected physical 

qubits439. 

 

438 See What determines the ultimate precision of a quantum computer? by Xavier Waintal, 2019 (6 pages) which describes the limits 

of error correction codes. Other useful contents on error correction include: Error mitigation in quantum simulation, Xiao Yuan, IBM 

Research, 2017 (42 minutes), Code Used To Reduce Quantum Error In Logic Gates For First Time, 2019, Scientists find a way to 

enhance the performance of quantum computers by the University of Southern California, 2018 and Cramming More Power Into a 

Quantum Device by Jay Gambetta and Sarah Sheldon, March 2019 about the error level of the IBM Q System One announced in 

January 2019. 

439 See Error protected quantum bits entangled, University of Innsbruck, January 2021 referring to Entangling logical qubits with lattice 

surgery by Alexander Erhard et al, Nature, 2020 (15 pages). 

logical 
qubit

communication

Maximum density of quantum information in a scalable CMOS implementation of the hybrid qubit architecture, 2015 

https://arxiv.org/abs/1406.1425
https://arxiv.org/abs/1406.1425
https://arxiv.org/abs/1702.07688
https://www.youtube.com/watch?v=1dh29RuoC0w
https://bioengineer.org/code-used-to-reduce-quantum-error-in-logic-gates-for-first-time/
https://phys.org/news/2018-11-scientists-quantum.html
https://phys.org/news/2018-11-scientists-quantum.html
https://www.ibm.com/blogs/research/2019/03/power-quantum-device/
https://www.ibm.com/blogs/research/2019/03/power-quantum-device/
https://www.uibk.ac.at/newsroom/error-protected-quantum-bits-entangled.html.en
https://arxiv.org/abs/2006.03071
https://arxiv.org/abs/2006.03071
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IonQ is planning to create logical qubits corrected with a Bacon-Shor QEC (a variation of Shor’s 

code with 13 qubits440) thanks to their much better fidelities441. 

For qubits that can be physically well connected with their immediate neighbors, the most often con-

sidered error correction is the surface code, created between 1998 and 2001. 

As shown in the diagram in Fi-

gure 241, it uses matrices of pro-

cessing qubits (in white) con-

nected to measuring qubits (in 

black) via Pauli X (amplitude 

flip) and Pauli Z (phase flip) 

gates operating on these data 

qubits as shown in yellow and 

green. This gives two ancilla 

qubits for two physical qubits or-

ganized to detect and correct flip 

and phase errors over 4 replicated 

qubits. This constitutes a stabi-

lizer code of type [[5, 1, 2]] using 

four blocks with four cycles. 

 

Figure 239: surface code physical layout and process. Source: Surface codes: Towards 
practical large-scale quantum computation by Austin G. Fowler, Matteo Marianton, John 

M. Martinis and Andrew Cleland, 2012 (54 pages). 

A surface code with distance d requires d2 replicated qubits and 𝑑2 − 1 measurement qubits, so a total 

of  𝑑2 − 1 physical qubits to correct a single qubit. 𝑑 being usual odd, you then have an even number 

of measurement qubits divided in two equal parts with flip (Z) measurement) and phase (X) meas-

urement qubits as shown below with two example of distance 3 and 5 surface codes. A surface code 

logical qubit error rate is 𝑃𝐿   . 3 𝑝/𝑝   𝑑𝑒 with 𝑝 being the physical qubit error rate, 𝑝   being 

the threshold physical error rate below which logical errors falls with 𝑑, and 𝑑𝑒 being linked to the 

surface code distance 𝑑 with 𝑑𝑒 = 𝑑/  when d is even, and =  𝑑  1 /  when 𝑑 is odd. Evaluating 

how many physical qubits are required to create a logical qubit of a given fidelity is quite complicated 

with many logarithms using qubit fidelities ratios with fidelities threshold and surface code distance. 

How are logical qubits delimited and logical gates implemented is another (complicated) story. 

 
Figure 240: two examples of surface codes, with a distance 3 using 17 qubits (left) and 5 using 49 qubits (right). On the left, the replicated qubits 
are in red and the measurement qubits are in green (Z, for flip error correction) and blue (X, for phase error correction). Sources: Realizing Repeated 
Quantum Error Correction in a Distance-Three Surface Code by Sebastian Krinner, Alexandre Blais, Andreas Wallraff et al, December 2021 (28 
pages) and  Suppressing quantum errors by scaling a surface code logical qubit by Rajeev Acharya et al, Google AI, July 2022 (44 pages). 

 

440 Bacon-Shor code is documented in Operator Quantum Error Correcting Subsystems for Self-Correcting Quantum Memories by 

Dave Bacon, 2006 (17 pages). 

441 And Fault-Tolerant Operation of a Quantum Error-Correction Code by Laird Egan, Christopher Monroe et al, 2020 (23 pages). 

https://arxiv.org/abs/1208.0928
https://arxiv.org/abs/1208.0928
https://arxiv.org/abs/2112.03708
https://arxiv.org/abs/2112.03708
https://arxiv.org/abs/2207.06431
https://arxiv.org/pdf/quant-ph/0506023.pdf
https://arxiv.org/abs/2009.11482
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A quantum error correcting code has a certain threshold level that defines the higher bound of phys-

ical qubit error rates when a logical qubit will have an error rate inferior to that of the physical qubits. 

It depends on the code itself and on the qubit type. 

Surface codes have a 

higher threshold in the 

1% range and are thus 

tolerant to higher qubit 

error rates.  But they re-

quire a larger number of 

physical qubits per log-

ical qubits. Also, physi-

cal qubits must be con-

nected to their immedi-

ate neighbors in a 2D 

structure or with honey-

comb variations 442. 

 
Figure 241: relationship between physical and logical qubit error rate with the number of physical qubits 

in a logical qubit and the surface code distance. Source: the excellent review paper An introduction to 
the surface code by Andrew Cleland, University of Chicago, 2022 (68 pages). 

How about real implementations of logical qubits? They are now plentiful but are not yet creating 

logical qubits with higher fidelities than their underlying physical qubits. 

• A team from Maryland led by Christopher Monroe implemented in January 2021 a logical qubit 

using a Bacon-Shor 13 code with a chain of 15 trapped ytterbium ions that was correcting single 

qubit errors443. They then used two such logical qubits in a configuration of 32 qubits to imple-

ment fault-tolerant 2-qubit gates. 

• Google announced in July 2021 the creation of their first logical qubits with 5 and 21 physical 

qubits, showing a x100 improvement in the error rate between the 5 and 21 version444. 

• Quantinuum created a single Steane color-code also using 10 trapped ion qubits. They defined 

the pseudothreshold as a crossover point where the logical qubit error rates is below the physical 

level error rates. They created a logical qubit with better fidelities than their underlying physical 

qubits in August 2022445. 

• A China research team implemented a distance 3 surface code using 17 physical qubits (=32+(32-

1)) on the 66 qubits Zuchongzhi 2.1 superconducting qubits QPU. It implements repeated error 

corrections and post-processing error corrections446. 

 

442 Surface codes are well documented in Surface codes: Towards practical large-scale quantum computation,  by Austin G. Fowler, 

Matteo Mariantoni, John M. Martinis and Andrew Cleland, 2012 (54 pages) but their source of inspiration is older and comes from 

Quantum codes on a lattice with boundary by Sergey Bravyi and Alexei Kitaev, 1998 (6 pages). In practice, the structure of surface 

codes is quite complex and involves activated and deactivated substructures in the qubit matrix. 

443 See Fault-tolerant control of an error-corrected qubit by Laird Egan, Christopher Monroe et al, January 2021 (9 pages). The 15 used 

qubits contain the 9 for the Bacon-Shor correction code, 4 for the stabilizers ancilla and two unused ions at the edges of the 1D set of 

ions. 

444 For Google’s logical qubit, see Exponential suppression of bit or phase errors with cyclic error correction by Zijun Chen et al, 

February 2021 in arXiv and in Nature in July 2021 (6 pages) and supplemental materials (30 pages). 

445 See Realization of Real-Time Fault-Tolerant Quantum Error Correction by C. Ryan-Anderson et al, PRX, December 2021 (29 pages), 

a follow-up from the previous paper. It uses a 10 qubit trapped ion quantum computer to encode a single logical qubit using the Steane 

[[7, 1, 3]] color code. They later implemented a [[7, 1, 3]]  color code with 20 qubits with a transversal CNOT gate on two logical 

qubits in Implementing Fault-tolerant Entangling Gates on the Five-qubit Code and the Color Code by C. Ryan-Anderson et al, August 

2022 (17 pages) and could obtain a logical qubit with 99.94% fidelity, compared to 99.68% for the underlying physical qubits. 

446 See Realization of an Error-Correcting Surface Code with Superconducting Qubits by Youwei Zhao et al, PRL, December 2021 (10 

pages). “Future work will concentrate on realizing larger-scale surface codes, to achieve the important goal of suppressing the logical 

error rate as the code distance increases. This necessitates further improvements to the quantum computing system’s performance, such 

as the number and quality of qubits, the fidelity of quantum gate operations, and rapid feedback of digital electronics”. 

number of 

physical qubits 
per logical

qubit
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ratio between physical qubit 
error rate and surface code 

threshold error

logical qubit 
error rate 

required number of 
physical qubits is

infinite when =

https://scipost.org/SciPostPhysLectNotes.49/pdf
https://scipost.org/SciPostPhysLectNotes.49/pdf
https://arxiv.org/abs/1208.0928
https://arxiv.org/abs/quant-ph/9811052
https://arxiv.org/abs/2009.11482
https://www.nature.com/articles/s41586-021-03588-y.pdf
https://static-content.springer.com/esm/art%3A10.1038%2Fs41586-021-03588-y/MediaObjects/41586_2021_3588_MOESM1_ESM.pdf
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.041058
https://arxiv.org/pdf/2208.01863.pdf
https://arxiv.org/abs/2112.13505
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• A team led by Andreas Wallraff from ETH Zurich did a similar experiment a little later447. 

• Another team in Austria and Germany developed a proof of concept of two logical qubits made 

with trapped ions and using a T gate and magic state distillation448. 

• A joint QuTech-Fujitsu-Element Six team demonstrated in 2022 a fault-tolerant operation of a 

NV centers based QPU with logical qubits made of 5 physical spin qubits and two additional 

measurement qubits in a 29-qubit QPU running at 10K449. 

• In 2022, Google AI created a distance 5 surface code logical qubit with 49 qubits (=52+(52-1)) 

that improves logical qubit error rates as physical qubits per logical qubits grows. But they have 

not yet reached the QEC efficiency threshold where logical qubit errors would be lower than 

physical qubit errors450. Google researchers indicate that their logical qubits would be better than 

their underlying physical qubit starting with a distance 7 surface code, requiring about 100 phys-

ical qubits, which they are not far from obtaining. 

What are the figures of merit of a quantum error correction code and a logical qubit architecture? A 

key one is the logical qubit fidelities. You can’t claim the creation of a logical qubit without adding 

its target fidelity. The end goal is to reach between 10-9 and 10-15 error rates. These rates differ ac-

cording to the target algorithms. 10-9 may be enough for condensed matter and Hubbard models sim-

ulations, 10-15 is required for Shor’s integer factoring for 2048-bit RSA keys while even better error 

rates are required for complex chemical simulations. The inverse of these error rates corresponds 

approximatively to the number of T gates to execute in these algorithms, which are the costlier to 

correct in surface codes. Then comes the overhead with the number of physical qubits per logical 

qubit but also code time cost, meaning, how will it slow down quantum computing. A logical qubit 

must also be able to implement non-Clifford quantum gates in a fault-tolerant manner, an aspect we’ll 

describe in the next part. 

Fault-tolerant quantum computing 

FTQC (fault-tolerance quantum computing) was defined by Peter Shor in 1997451 and is based on a 

few general principles related to implementing a practically useful QEC scheme with logical qubits: 

error-tolerant state preparation, error-tolerant quantum gates, error-tolerant measurement and error-

tolerant error correction. Error correction codes can themselves introduce errors since they use quan-

tum gates and state measurements which themselves generate errors. Moreover, error correction codes 

do not correct all possible errors. They just increase the apparent fidelity rate of the corrected qubits. 

Also, QEC codes used repeatedly during long calculations must not introduce more errors than are 

corrected and should not spread errors in an uncontrollable way to various qubits in the computing 

register. As Peter Shor recounts: “To be able to build a quantum computer, it's not enough to be able 

to correct errors with noiseless gates; you need to be able to correct errors using noisy gates. This 

means you have to correct the errors faster than you introduce new ones”452. This is where you un-

derstand why qubit gates, qubit readout time and the classical processing of readout data have all to 

be as fast as possible. 

 

447 See Realizing Repeated Quantum Error Correction in a Distance-Three Surface Code by Sebastian Krinner, Alexandre Blais, An-

dreas Wallraff et al, Nature, December 2021-May 2022 (28 pages). 

448 See Demonstration of fault-tolerant universal quantum gate operations by Lukas Postler, Rainer Blatt et al, Nature, December 2021 

(14 pages). 

449 See QuTech and Fujitsu realise the fault-tolerant operation of a qubit by Qutech, May 2022. 

450 See Suppressing quantum errors by scaling a surface code logical qubit by Rajeev Acharya et al, Google AI, July 2022 (44 pages). 

451 See Fault-tolerant quantum computation by Peter Shor, March 1997 (11 pages). 

452 In The Early Days of Quantum Computation by Peter Shor, August 2022 (10 pages). 

https://arxiv.org/abs/2112.03708
https://arxiv.org/abs/2111.12654
https://qutech.nl/2022/05/05/qutech-and-fujitsu-realise-fault-tolerant-operation-of-qubit/
https://arxiv.org/abs/2207.06431
https://arxiv.org/abs/quant-ph/9605011
https://arxiv.org/abs/2208.09964
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FTQC theoretically allows the execution of algorithms of arbitrary length, whereas without it, we are 

limited to a few series of gates. The challenge is to ensure that the calculation and QEC prevents 

errors from cascading. We must avoid linking one qubit with too many qubits with multi qubit gates 

in QECs. For this respect, a 7-qubits Steane code is appropriate. 

And let’s not forget that a CNOT gate propagates flip errors from the control qubit to the target qubit 

and phase errors from the target to the control. From an operational standpoint, FTQCs creation in-

volves minimizing the number of ancilla qubits and optimizing the choice of QECs according to the 

type of errors generated by each type of qubit and quantum gates453. 

Transversal gates are implemented with FTQC to avoid 

propagating errors beyond the corrected qubits. It is an 

arrangement of links between logical qubits linked to-

gether by two-qubit gates. 

The diagram on the right illustrates these links between 

two logic qubits using a 7 qubit Steane code via CNOT 

gates. Each of the physical qubits of the logical qubits is 

connected one by one between the two logical qubits. This 

is still very theoretical, besides trapped ions, no qubit to-

pology enables this kind of connectivity. 

 

Figure 242: how transversality connects two logical 
qubits. 

However, transversal gates can only be implemented within the Clifford group. According to the 

Eastin-Knill no-go theorem, no QEC code can transversally implement a universal gate set. That’s 

why we usually need a costly QEC named magic state distillation to implement FTQC with T and 

Toffoli gates which lie outside the Clifford group. It has a huge cost of two orders of magnitude for 

physical per logical gates, explaining why it’s often estimated said that logical qubits require overs 

10K physical qubits (on top of the effect of code concatenations or surface code)454. 

One of the problems is that error cor-

rection generates an overhead that 

grows faster than the exponential 

gain of the quantum computer (24n vs 

2n according to Quantum Bench-

mark). 

We can get some comfort from the 

threshold theorem demonstrated by 

Dorit Aharonov and Michael Ben-Or 

in 1999 according to which it is pos-

sible to perform error correction up 

to an arbitrary desired apparent error 

rate if the error rate of the single-

qubit gates is below a given thresh-

old which is dependent on the error 

correction code used and the charac-

teristics of the qubits455. 

 

Figure 243: how concatenated codes are reducing the error rate. Source: Introduction 
to quantum computing by Anthony Leverrier and Mazyar Mirrahimi, March 2020 (69 

slides). 

 

453 See A Comparative Code Study for Quantum Fault Tolerance by David DiVincenzo, Barbara Terhal and Andrew Cross, 2009 (34 

pages). 

454 See Roads towards fault-tolerant universal quantum computation by Earl T. Campbell et al, 2018 (9 pages). 

455 See Fault-Tolerant Quantum Computation With Constant Error Rate by Dorit Aharonov and Michael Ben-Or, 1999 (63 pages). 

https://www.universite-paris-saclay.fr/sites/default/files/media/2020-03/mirrahimi.pdf
https://www.universite-paris-saclay.fr/sites/default/files/media/2020-03/mirrahimi.pdf
https://arxiv.org/pdf/0711.1556.pdf
https://arxiv.org/pdf/1612.07330.pdf
https://arxiv.org/abs/quant-ph/9906129
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This rate would be between 0.1% and 1% but is subject to change. The consequence of this theorem 

is to allow the application of error correction codes recursively until reaching the desirable error rate 

to execute a given algorithm. This is however based on the assumption that qubit fidelities are stable 

as their number is growing, a feat that is not yet achievable! 

It also doesn’t take into account various sources of errors like isotropic errors affecting simultaneously 

several qubits456. On the other hand, a variation of the threshold theorem was recently demonstrated 

that takes into account a stable percentage of defects in planar arrays of qubits and includes a QEC 

protocol for large arrays of defective qubits457. 

The standard specification in vendor roadmaps for FTQC QPUs is one million physical qubits with 

99.9% two-qubit gate fidelity running a surface code QEC. It might enable 100 to 1000 logical qubits, 

taking into account the significant overhead of T-gates or Toffoli gates synthesis and correction. 

How about the number of logical qubits of a FTQC QPU? It should provide a space-related quantum 

advantage vs classical computing so we need at least 50 to 55 data qubits. Most algorithms requiring 

an equivalent of about 50 additional qubits (ancilla, transit, …), we end up with needing about 100 

logical qubits and a number of physical qubits that depends on the architecture, ranging from 30 to 

10.000 physical qubits per logical qubits. The sheer number of qubits required to build a FTQC 

awarded it another nickname: Fairy-Tale Quantum Computing! 

QEC concatenation is exploiting this recursivity of error correction codes. A QEC generates logical 

qubits which can then be used as virtual physical qubits for a new QEC, and so on. With each recur-

sion, the apparent error rate decreases. We stop concatenating QEC codes when we reach an error rate 

compatible with the expected usage of the qubits. Concatenation can be optimized by using different 

types of QEC at each level of recursivity458. This theorem was demonstrated only for a 7-qubit Steane 

error correction code and for error rates that are not growing with the number of physical qubits. This 

is unfortunately not what is currently observed with the majority of qubit types! Surface codes and 

their various derivatives are not concatenated but rather expanded in 2D with a growing number of 

qubits. But their relative noise and number of qubit scaling are different. 

With concatenated codes, the noise is reduced by the exponential law  2𝑘
 with a number of qubits in 

  ,   being the error rate, k the number of concatenations and X the number of qubits within a single 

concatenation, which can reach about 91 depending on the implementation and on the way ancilla 

qubits are managed and recycled, using Steane’s method (not to be confused with Steane’s code)459. 

But concatenated codes threshold is quite low, in the range of 10-6, which is currently inaccessible for 

all breeds of qubits. 

 

456 See Quantum codes do not increase fidelity against isotropic errors by J. Lacalle et al, January 2022 (18 pages). 

457 See Quantum computing is scalable on a planar array of qubits with fabrication defects by Armands Strikis, Simon C. Benjamin and 

Benjamin J. Brown, November 2021 (16 pages). 

458 See Dynamic Concatenation of Quantum Error Correction in Integrated Quantum Computing Architecture by Ilkwon Sohn et al, 

2019 (7 pages). 

459 91 is based on using a Steane 7-qubit [[7; 1; 3]] code, including the ancilla factory and 4x7=28 qubits ancilla factory times 3 because 

the preparation, verification and measurement of ancillas is three times longer than the data qubit operations (9 versus 3 time-steps). 

Hence, while ancillas are in used for a given gate, ancillas must be being prepared for the next two gates. Thus each level of error 

correction replaces one qubit by 91 qubits (7 data qubits and 3x28 ancilla qubits). Source: Optimizing resource efficiencies for scalable 

full-stack quantum computers by Marco Fellous-Asiani, Jing Hao Chai, Yvain Thonnart, Hui Khoon Ng, Robert S. Whitney and Alexia 

Auffèves, arXiv, September 2022 (39 pages). Flag qubits could reduce this significant overhead and reduce X. But this doesn’t take 

into account T gates magic state distillation that adds a minimum of 15 qubits! See Fault-tolerant quantum error correction on near-

term quantum processors using flag and bridge qubits by Lao Lingling et al, 2020 (12 pages) and Fault-tolerant quantum error correction 

for Steane's seven-qubit color code with few or no extra qubits by Ben W. Reichardt, April 2018 (11 pages). See Overhead analysis of 

universal concatenated quantum codes by Christopher Chamberland, Raymond Laflamme et al, 2017 (25 pages) which describes a 

fault-tolerant QEC of 105 qubits. 

https://arxiv.org/abs/2201.08589
https://arxiv.org/abs/2111.06432
https://www.researchgate.net/publication/331454715_Dynamic_Concatenation_of_Quantum_Error_Correction_in_Integrated_Quantum_Computing_Architecture
https://arxiv.org/abs/2209.05469
https://arxiv.org/abs/2209.05469
https://pure.tudelft.nl/ws/portalfiles/portal/72318823/PhysRevA.101.032333.pdf
https://pure.tudelft.nl/ws/portalfiles/portal/72318823/PhysRevA.101.032333.pdf
https://arxiv.org/abs/1804.06995
https://arxiv.org/abs/1804.06995
https://arxiv.org/abs/1609.07497
https://arxiv.org/abs/1609.07497
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With surface codes, the noise is reduced according to  
𝑑

  and the number of required physical qubits 

grows by 𝑑2, d being the distance of the surface code, more or less corresponding to the edge of the 

surface code squares as shown in Figure 240 for distances 3 and 5. 

All in all, concatenated error correction codes have a better impact on noise, but at the expense of a 

large number of physical qubits while surface codes scale slower in error reduction and physical 

qubits requirements. It seems that surface codes are more appropriate for more noisy physical qubits 

while concatenated codes will be better, for less noisy qubits. 

Qubits lifetime extension. A nagging question may arise: if we need to accumulate error correction 

codes, don't we risk running into the wall of qubit decoherence, particularly with superconducting 

qubits? Well, no. As said before, error correction codes have the direct effect of artificially extending 

the coherence time of the qubit registers by several orders of magnitude460. Each correction is equiv-

alent to a reset of the qubits decoherence times T1 (flip) and T2 (phase). This explains how Google 

could publish an optimized version of the Shor integer factoring algorithm with 20 million qubits and 

requiring 8 hours of run-time, which is many orders of magnitude longer than their qubits coherence 

time that sits way under a tiny 100 μs. 

Instruction bandwidth bottleneck is yet another engineering challenge for FTQC and error correc-

tion. Thousands of physical qubits must be driven by software-based quantum error correction. It 

creates a digital workload from the classical control computer down to the physical qubits and their 

many ancilla qubits, in a range exceeding several tens of TB/s just for factoring a 1024 bits integer 

with Shor’s algorithm! Specific architectures can be designed to handle QEC as close as possible to 

the physical qubits, ideally in cryo-electronics components and with some microcode sitting at the 

lowest possible stage in the cryostat (for solid-state qubits), starting at 4K461. 

Approximate QEC 

One QEC group named Approximate QEC or Quasi-Exact fault-tolerant Quantum (QEQ) computa-

tion sits in-between NISQ and FTQC462. It is an intermediate solution implementing some error cor-

rection, but not to a point of creating perfect logical qubits. It still uses some variations of stabilizers 

and surface codes. One of these methods named NISQ+ combines aQEC and SFQ driving circuits463. 

It can help boost the “simple” quantum volume of NISQ QPUs. The simple quantum volume is com-

puted with multiplying the number of useful qubits and a number of doable quantum gates under a 

certain error threshold. 

The related paper raises an interesting point: slow QEC decoders make applications take exponential 

time to complete, which is kind of problematic! It’s explained by the ratio between QEC data gener-

ation and QEC data processing is around 2 for syndrome data processing ratio using classical controls. 

With superconducting SFQ circuits, the ratio is of 0.125 thanks to a very low latency. The proposed 

SFQ circuit uses a circuit map similar to the qubit circuits topology. It implements an “Approximate 

SFQ decoder” stabilizer-based algorithm using a union-find algorithm, resets (stopping signal prop-

agation once pairs are found), boundaries (match signals to boundaries) and tie-breaking (chooses 

single paths among an equal set). 

 

460 See Extending the lifetime of a quantum bit with error correction in superconducting circuits by Nissim Ofek, Zaki Leghtas, Mazyar 

Mirrahimi, Michel Devoret et al, 2016 (5 pages) which shows that thanks to a cat-code-based QEC, the lifetime of superconducting 

qubits can be extended by a factor of 20! 

461 See the QuEST architecture proposal in Taming the Instruction Bandwidth of Quantum Computers via Hardware Managed Error 

Correction by Swamit Tannu et al, GeorgiaTech, Stanford and Microsoft, 2017 (13 pages slides). 

462  See Theory of quasi-exact fault-tolerant quantum computing and valence-bond-solid codes by Dong-Sheng Wang, Raymond 

Laflamme et al, May 2021 (22 pages). 

463 See NISQ+: Boosting quantum computing power by approximating quantum error correction by Adam Holmes et al, Intel, Univer-

sity of Chicago and USC, April 2020 (13 pages) and explained in this video (21 mn). 

http://cas.ensmp.fr/~leghtas/papers/Ofek-al-Nature_2016.pdf
https://memlab.ece.gatech.edu/papers/MICRO_2017_1.pdf
https://memlab.ece.gatech.edu/papers/MICRO_2017_1.pdf
https://arxiv.org/abs/2105.14777
https://arxiv.org/abs/2004.04794
https://www.youtube.com/watch?v=jzUZjxoH9tk
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Figure 244: the NISQ+ architecture and benefits. Source: NISQ+: Boosting quantum computing power by approximating quantum 

error correction by Adam Holmes et al, Intel, University of Chicago and USC, April 2020 (13 pages). 

The accuracy threshold of this SFQ circuit is at 5% of physical error rate and significantly interesting 

at 1%, yielding then a logical qubit error rate of 0,05% with a code distance of d=9. It is a much lower 

required code distance compared to other correction techniques like those using neural networks. 

The SFQ circuit power consumption is 13 µW for a full circuit with a logical depth of 6, has a real-

estate of 1.3 mm2 and a latency of 20 ns for QEC. It seems made to run at 4K. It could enable the 

creation of a 78 logical qubits system using 1000 physical qubits and a computing depth of 4,36x106 

gates. 

In another work, a team led by Microsoft created a concept architecture to implement a FTQC with a 

scalable decoder running the QEC, but without details on the required hardware (room temperature 

or cryoelectronics, CMOS or SFQ)464. 

Quantum error mitigation 

Quantum error mitigation (QEM) is about reducing quantum algorithms errors with combining clas-

sical post-processing techniques with some potential circuits modifications on top of running the al-

gorithm several times and averaging its results (aka the “expectation values of an observable”, i.e., 

the combination of 0s and 1s). QEM has a much lower overhead in qubits and running time vs QEC 

but its scalability is still questioned. It is a NISQ-era solution aiming at creating a quantum computing 

advantage before FTQC shows up in the longer term. QEM reduces the influence of quantum errors 

using multiple runs and subsequent measurements coupled to some classical processing as opposed 

to QEC-based active qubits measurement and fast feedback-based corrections impacting the results 

of individual runs. 

 

464 See A Scalable Decoder Micro-architecture for Fault-Tolerant Quantum Computing by Poulami Das, Krysta Svore, Nicolas Delfosse 

et al, Microsoft, GeorgiaTech and Caltech, January 2020 (19 pages). 

NISQ+/SFQ advantage threshold

prohibitive exponential times with classical QEC

lower code distance 
required with NISQ+/SFQ

NISQ+ could enable a 78 logical qubits with a computing
depth of 4.36x106 gates, using 1000 physical qubits

Physical error rate p (%)

https://arxiv.org/abs/2004.04794
https://arxiv.org/abs/2004.04794
https://arxiv.org/abs/2001.06598
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QEM proposals started to pop-up around 2016465. Most of them consist in learning the effects of noise 

on qubit evolutions and create predictive (if not linear) noise models that can be applied to tune the 

results of quantum computations. It is adapted to rather shallow circuits466 and we’re not really sure 

yet it brings a quantum advantage on useful problems. Most QEM methods do not increase the re-

quired qubits count for a given algorithm. You’ll notice that many contributions in the QEM space 

come from IBM Research. 

Here are some identified QEM techniques: 

Zero noise extrapolation (ZNE) builds error models based on solving linear equations. It supposes 

the noise is stable. It cancels noise perturbations by an application of Richardson’s deferred approach 

to the limit and works on short-depth (or shallow) circuits467. A similar protocol was designed for 

(hybrid) variational quantum simulators used to simulate the dynamics of quantum systems468. 

Probabilistic error cancellation is about detecting circuit bias with finding noise quantum channels, 

represented as density matrices for quantum gates, using quasi-probability decomposition. There’s a 

sampling overhead in the process. It then inverts a well-characterized noise channel to produce noise-

free estimates of the algorithm observables (the 0s and 1s they’re supposed to generate)469. It’s also 

called Bayesian error mitigation and Bayesian read-out error mitigation (BREM). 

Learning Based Methods QEM are based on machine learning techniques using training data to 

learn the effect of quantum noise in various situations. It’s proposed by companies like QuantrolOx 

(UK), by the University of Erlangen in Germany470 and by Quantum Machines (Israel). One of these 

is Clifford circuit learning or Clifford Data Regression is a variation of the previous technique that 

learns the effect of noise from Clifford gates using data comparing quantum emulation on classical 

hardware and runs on quantum processors. It then uses rather simple linear regression techniques to 

correct errors in post-processing471. It can also be applicable to fault-tolerant T gates472. You have also 

QuantumNAS, a noise adaptative search method473 as well as some specific deep reinforcement learn-

ing techniques to improve qubit control precision474. 

 

465 See the review papers Hybrid Quantum-Classical Algorithms and Quantum Error Mitigation by Suguru Endo, Zhenyu Cai, Simon 

C. Benjamin and Xiao Yuan, 2020 (39 pages), Quantum Error Mitigation by Zhenyu Cai, Ryan Babbush, Simon C. Benjamin et al, 

October 2022 (40 pages) and Testing platform-independent quantum error mitigation on noisy quantum computers by Vincent Russo, 

Andrea Mari, Nathan Shammah, Ryan LaRose and William J. Zeng, October 2022 (17 pages). 

466 See Fundamental limits of quantum error mitigation by Ryuji Takagi et al, npj, September 2022 (11 pages). 

467 See the beginning of Error mitigation for short-depth quantum circuits by Kristan Temme, Sergey Bravyi and Jay M. Gambetta, 

2016 (15 pages) and Scalable error mitigation for noisy quantum circuits produces competitive expectation values by Youngseok Kim, 

Jay M. Gambetta, Kristan Temme et al, August 2021 (7 pages). 

468 See Efficient Variational Quantum Simulator Incorporating Active Error Minimization by Ying Li and Simon C. Benjamin, PRX, 

2017 (14 pages). 

469 See the second part of Error mitigation for short-depth quantum circuits by Kristan Temme, Sergey Bravyi and Jay M. Gambetta, 

2016 (15 pages), Probabilistic error cancellation with sparse Pauli-Lindblad models on noisy quantum processors by Ewout van den 

Berg, Zlatko K. Minev, Abhinav Kandala and Kristan Temme, January 2022 (30 pages), Probabilistic error cancellation with sparse 

Pauli-Lindblad models on noisy quantum processors by Ewout van den Berg et al, IBM, January 2022 (30 pages) and Unfolding 

Quantum Computer Readout Noise by Benjamin Nachman et al, October 2019-May 2020  (13 pages). 

470 See Neural networks enable learning of error correction strategies for quantum computers, October 2018 and Reinforcement Learn-

ing with Neural Networks for Quantum Feedback, Thomas Fösel et al, 2018 (7 pages). 

471 See Error mitigation with Clifford quantum-circuit data by Piotr Czarnik et al, May 2020 (16 pages) and Improving the efficiency 

of learning-based error mitigation by Piotr Czarnik, Michael McKerns, Andrew T. Sornborger and Lukasz Cincio, April 2022 (13 pages). 

472 See Error mitigation for universal gates on encoded qubits by Christophe Piveteau, David Sutter, Sergey Bravyi, Jay M. Gambetta 

and Kristan Temme, IBM Research, March 2021 (11 pages). 

473 See QuantumNAS: Noise-Adaptive Search for Robust Quantum Circuits by Hanrui Wang et al, January 2022 (19 pages). 

474 See Deep Reinforcement Learning for Quantum State Preparation with Weak Nonlinear Measurements by Riccardo Porotti, Antoine 

Essig, Benjamin Huard and Florian Marquardt, June 2021 (15 pages). 

https://arxiv.org/abs/2011.01382
https://arxiv.org/abs/2210.00921
https://arxiv.org/abs/2210.07194
https://www.nature.com/articles/s41534-022-00618-z
https://arxiv.org/abs/1612.02058
https://arxiv.org/abs/2108.09197
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.7.021050
https://arxiv.org/abs/1612.02058
https://arxiv.org/abs/2201.09866
https://arxiv.org/abs/2201.09866
https://arxiv.org/abs/2201.09866
https://arxiv.org/abs/1910.01969
https://arxiv.org/abs/1910.01969
https://phys.org/news/2018-10-neural-networks-enable-error-strategies.html
https://arxiv.org/abs/1802.05267
https://arxiv.org/abs/1802.05267
https://arxiv.org/abs/2005.10189
https://arxiv.org/abs/2204.07109
https://arxiv.org/abs/2204.07109
https://arxiv.org/abs/2103.04915
https://arxiv.org/abs/2107.10845
https://arxiv.org/abs/2107.08816
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Error suppression by derangement (ESD) which provides an exponential error suppression with 

increasing the qubit count by n≥2 but is still adapted to NISQ architecture and shallow circuits475. 

Dynamic Decoupling involves decoupling idle qubits from other qubits under certain conditions. 

The technique is proposed by IBM476. It seems that under certain circumstances, it can generate a 

good quantum speedup for oracle-based algorithms477. 

Other methods include symmetry constraints verification, distillation using randomized benchmark-

ing478, randomized compiling479, applying gates simulating the reverse effect of errors480, depolariz-

ing noise481, quantum verification and post-selection482, virtual distillation with derangement opera-

tors483, using matrix product operators484, read-out noise mitigation and also mixing various QEM 

and QEC techniques485. Detailing and comparing these various methods is way above my quantum 

computing pay grade! 

 
Figure 245: charting the Q-CTRL improvements. Firing up quantum algorithms - boosting performance up to 9,000x with autonomous error 
suppression by Michael J. Biercuk, March 2022 and Experimental benchmarking of an automated deterministic error suppression workflow 

for quantum algorithms by Pranav S. Mundada, Michael J. Biercuk, Yuval Baum et al, September 2022 (16 pages). 

 

475 See Exponential error suppression for near-term quantum devices by Balint Koczor, PRX, 2021 (34 pages). 

476 See Pulse-level Noise Mitigation on Quantum Applications by Siyuan Niu and Aida Todri-Sanial, LIRMM Montpellier France, 

April 2022 (11 pages) and Analyzing Strategies for Dynamical Decoupling Insertion on IBM Quantum Computer by Siyuan Niu and 

Aida Todri-Sainal, LIRMM France, April 2022 (11 pages). 

477 See Demonstration of algorithmic quantum speedup by Bibek Pokharel and Daniel A. Lidar, July 2022 (12 pages). 

478 See Shadow Distillation: Quantum Error Mitigation with Classical Shadows for Near-Term Quantum Processors by Alireza Seif, 

Liang Jiang, March 2022 (16 pages) and Virtual Distillation for Quantum Error Mitigation by William J. Huggins et al, Google AI, 

PRX, 2021 (25 pages). 

479 See Crucial leap in error mitigation for quantum computers by Monica Hernandez and William Schulz, Lawrence Berkeley National 

Laboratory, December 2021, referring to Randomized Compiling for Scalable Quantum Computing on a Noisy Superconducting Quan-

tum Processor by Akel Hashim, Irfan Siddiqi et al, 2021 (12 pages). 

480 See Quantum Error Mitigation via Quantum-Noise-Effect Circuit Groups by Yusuke Hama et al, May 2022 (22 pages). 

481  See Mitigating Depolarizing Noise on Quantum Computers with Noise-Estimation Circuits by Miroslav Urbanek, Benjamin 

Nachman, Vincent R. Pascuzzi, Andre He, Christian W. Bauer, and Wibe A. de Jong, PRA, December 2021 (7 pages). 

482 See Mitigating errors by quantum verification and post-selection by Rawad Mezher, James Mills and Elham Kashefi, September 

2021 and May 2022 (15 pages). 

483 See Virtual Distillation for Quantum Error Mitigation by William J. Huggins, Ryan Babbush et al, August 2021 (26 pages). 

484 See Quantum error mitigation via matrix product operators by Yuchen Guo et al, January-October 2022 (13 pages) which accounts 

for correlated errors between different gates. 

485 Like in Quantum error mitigation as a universal error-minimization technique: applications from NISQ to FTQC eras by Yasunari 

Suzuki, October 2021 (33 pages). 

https://q-ctrl.com/blog/firing-up-quantum-algorithms-boosting-performance-up-to-9000x/
https://q-ctrl.com/blog/firing-up-quantum-algorithms-boosting-performance-up-to-9000x/
https://arxiv.org/abs/2209.06864
https://arxiv.org/abs/2209.06864
https://arxiv.org/abs/2011.05942
https://arxiv.org/abs/2204.01471
https://arxiv.org/abs/2204.14251
https://arxiv.org/abs/2207.07647
https://arxiv.org/abs/2203.07309
https://research.google/pubs/pub49785/
https://phys.org/news/2021-12-crucial-error-mitigation-quantum.html
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.041039
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.041039
https://arxiv.org/abs/2205.13907
https://arxiv.org/abs/2103.08591
https://arxiv.org/abs/2109.14329
https://arxiv.org/abs/2011.07064
https://arxiv.org/abs/2201.00752
https://arxiv.org/abs/2010.03887
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In the commercial world, QEM can lead some vendors to display some outlandish claims like when 

Q-CTRL announces that its error correction scheme boosts algorithms performance by up to 9000x 

thanks to some autonomous error correction486. Why not, but 9000x of what? Looking at the details, 

this is achieved with back-end and front-end optimization compilation and some error mitigation 

techniques. When you read their chart, shown in Figure 245, you find that the x9000 ratio pertains to 

the success rate of running a Bernstein-Vazirani algorithm on a superconducting qubits processor, in 

the case of 16 qubits. But the related success factor is below 20% and is an extreme case. 

You must remind yourself that 16 qubits can be easily emulated on your own laptop and is way below 

any quantum computing advantage. If you were to extend their chart beyond 30 qubits, you’d be 

hundreds of thousands better than their competitors but with a very small success probability. 

 
Figure 246: positioning all the concepts: NISQ, PISQ, LSQ, FTQC, Universal quantum computing and the related error correction 

codes. (cc) Olivier Ezratty, 2022. 

I summarized these various gate-based computing classes in the above schema in Figure 246. 

It requires a lot of comments and annotations and is still work in progress: 

• Universal quantum computing is the quantum computing paradigm in which all quantum algo-

rithms can be implemented from a mathematical standpoint. It must support non-Clifford quantum 

gates. This feature is implemented at a narrow and noisy scale with NISQ systems and with FTQC. 

• NISQ definition is not really agreed upon. Is it starting today, or will we need more physical 

qubits and generate some proven generic quantum computing advantage? I added in blue a scale 

proposal presented by Dave Bacon at Google in March 2022487, which deals with a simple scale 

of number of physical qubits with NISQ being in the thousand, MSQ in the million, GSQ in the 

billion and TSQ in the tera number of qubits. NISQ is powered by quantum error mitigation in 

the near term and with approximated QEC in the mid-term. It will extend the usability of quantum 

computers with a larger number of qubits and circuit depth. 

 

486 See Firing up quantum algorithms - boosting performance up to 9,000x with autonomous error suppression by Michael J. Biercuk, 

March 2022. 

487 See QIP 2022 | Software of QIP, by QIP, and for QIP by Dave Bacon from Google, March 2022 (1 hour). 
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• LSQ stands for large scale quantum computer and is about having a QPU with a large number of 

qubits. But are these physical or logical qubits and how does it relate to FTQC? The dust has not 

yet settled for its definition. What we know is a large scale quantum system without error correc-

tion would not be very usable. On average, the depth of gate-based computing is limited by qubit 

error rates and many quantum algorithms have a breadth (number of qubits) that is in line with 

their depth (number of gate cycles). So, we have a sort of gap between the upper stages of NISQ 

and early stages of practical FTQC with logical qubits. 

• FTQC can start with a few logical qubits of average error correction with target error rates of 

about 10-3 to 10-4. We’ll maybe have a continuum in the FTQC progress with error rates growing 

progressively until it reaches 10-15 in the long term as the number of logical qubits will grow. 

These error rates will have to shrink at a faster rate than the increase of logical qubit numbers. 

• Practical FTQC is about FTQC providing a generic quantum advantage. It would require at least 

100 logical qubits given half of them are used for data with a space exceeding the memory capa-

bilities of equivalent classical systems, and the other half providing the ancilla qubits required for 

many algorithms like the QFT and its derivatives. The number of physical qubits corresponding 

to the logical qubit thresholds depend on autonomous error correction and the number of physical 

qubits required per logical qubits, the best case being with cat-qubits488. The target error rate of 

10-5 to 10-6 is a rough estimate, below the inverse square of the number of logical qubits. 

• PISQ for Perfect Intermediate Scale Quantum is a proposal from Qutech scientists that corre-

sponds to the arrival of 50+ FTQC “perfect” qubits QPUs. They advocate to get ready for it in 

parallel with all the efforts related to NISQ systems489. 

• VLSQ: this is large scale FTQC with several orders of magnitude larger number of logical qubits 

used to run chemical simulations, Shor integer factoring and large scale optimization and industry 

scale algorithms. So, in the above chart in Figure 246, I position these various definitions for 

universal quantum computing, FTQC, LSQ and VLSQ, with one scale for physical qubits and one 

for logical qubits as well as with logical qubit error rates. 

• FTDQC is a new term, meaning « fault tolerant distributed quantum computation », which could 

potentially be implement with long distance quantum communication, even with satellites490. 

QEC impact on computing time 

There are only a few studies and research done to evaluate how long it would take to execute specific 

quantum algorithms in an “end-to-end” fashion. We know that, theoretically, with a FTQC of 20 mil-

lion qubits, we could factorize an RSA 2048 bits key in 8 hours with superconducting qubits. Gate 

time is quite variable from 12 ns for superconducting qubits to 100 μs for trapped ions qubits. 

You can get an idea of the timing overhead coming from three mechanisms: 

• Non-Clifford gates creation overhead like R/Control-R gates with arbitrary phases, based on the 

Solovay-Kitaev theorem. It creates a x127 to x235 gates overhead! 

• Quantum error correction (QEC) overhead in the case of FTQC. It creates a x10 to x20 gates 

overhead, minimum! It may be much bigger for large surface codes and concatenated codes. With 

surface code QEC, this runtime overhead scales with the code distance. 

 

488 I saved you the EFTQC variation, for early FTQC that is used in On proving the robustness of algorithms for early fault-tolerant 

quantum computers by Rutuja Kshirsagar et al, September 2022 (27 pages) which deals with an interesting question: what is the error 

rate of logical qubits in the FTQC realm that would be required for some key algorithms? 

489 See Quantum Computing -- from NISQ to PISQ by Koen Bertels et al, April 2022 (11 pages). 

490 See Upper Bounds for the Clock Speeds of Fault-Tolerant Distributed Quantum Computation using Satellites to Supply Entangled 

Photon Pairs by Hudson Leone et al, University of Technology Sidney, August 2022 (9 pages). 

https://arxiv.org/abs/2209.11322
https://arxiv.org/abs/2209.11322
https://arxiv.org/abs/2106.11840
https://arxiv.org/abs/2209.00151
https://arxiv.org/abs/2209.00151
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• Number of runs or shots required to average probabilistic results. IBM advises using 4000 runs 

but this number may grow with the number of used qubits. So, a x4000 overhead! We can antici-

pate that this number will remain high with logical (error corrected) qubits given quantum com-

puting will always have a probabilistic dimension, even with error correction. 

 
Figure 247: assessing the overhead of quantum error correction on a practical basis. (cc) Olivier Ezratty, 2021. 

I tentatively added these three mechanisms for three scenarios: an H gate, a SWAP gate assembled 

with three CNOT gates and an arbitrary R gate created with a Clifford gate set plus a T gate using the 

Solovay-Kitaev approximation theorem. Adding all these timing overheads, you obtain between 80K 

and 10M gates to run to execute a single physical gate. That’s quite significant! 

Interestingly, the longer the gates, like with trapped ions qubits, the better fidelity they have, creating 

a balancing effect between the QEC overhead and the gates times. All this should be taken into ac-

count when dealing with so-called quantum algorithms speedups, particularly with non-exponential 

speedups. 

But these estimates are very raw and deserve scrutiny. It depends on the QEC technique that is being 

used, on the qubit type, on their fidelities, and so on. 

Quantum memory 

We would guess that quantum memory is some memory capable of storing the quantum state of qubits 

and then using them to feed quantum computer registers491. It should be able to store superposed and 

entangled qubits and deliver it to whatever computing is needed. But it is part of a broader category 

defined as “quantum RAM” or qRAM, which is able to store either classical or quantum data, the 

data being queried with superposed quantum addresses. 

Quantum memory is also required in quantum key distribution repeaters492 and can be useful in vari-

ous situations like with quantum sensing and for creating deterministic sources of photons 493 . 

 

491 See Architectures for a quantum random access memory, by the Italians Vittorio Giovannetti and Lorenzo Maccone and the Ameri-

can Seth Lloyd, 2008 (12 pages). 

492 Here’s one example with One-hour coherent optical storage in an atomic frequency comb memory by Yu Ma et al, April 2021 (6 

pages) and another one with Space-borne quantum memories for global quantum communication by Mustafa Gündoğan et al, 2020 (11 

pages). 

493 See Quantum memories - A review based on the European integrated project “Qubit Applications (QAP)” by C. Simon et al, 2010 

(22 pages). 

one performance indicator of quantum computing is the quantum gates speed (CLOPS for IBM).

it depends on the qubit types and implementation: 12 ns to 300 ns for superconducting qubits, 1 μs for cold atoms, 10 ns to 5 μs for electron
spins, 100 μs for trapped ions and 1 ms for photon qubits (which may rely on an MBQC technique, making these numbers irrelevant). 
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https://arxiv.org/abs/1003.1107
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However, we focus here on the first category of quantum memory, aimed at quantum computing. It 

is a very diverse one with different logical and physical architectures. We’ll look at quantum memo-

ries for repeaters in the section dedicated to quantum telecommunications hardware. 

 
Figure 248: various classes of quantum memories and use cases. (cc) Olivier Ezratty, 2021. 

Quantum algorithms requirements 

One anticipated usage of quantum memory is to temporarily store the state of a qubit register during 

a data preparation process, a usual lengthy process, before transferring it to a faster quantum pro-

cessing unit. With N qubits, this memory would be able to store in theory 2N different computational 

vector states amplitude values. 

According to the no-cloning theorem, the content of this memory cannot be the copy of the state of 

other quantum registers. In computing, quantum memory is used to store data into some quantum 

memory to be later used in quantum processing. Data preparation and encoding depends on the algo-

rithm. It is necessary for certain types of quantum algorithms such as Grover's search and quantum 

machine learning algorithms that we will describe later on494. 

The most demanding encoding is when you encode a vector of 

2N values (well, minus 1 for normalization constraints) in the 

whole computational state vector495. This creates a superposition 

with all or some of the basis states from the computational basis. 

Namely, we encode a vector 𝒙 containing 2N real (or even com-

plex) number values from 𝒙   to 𝒙2 −   with the normalization 

constraint that the square of these values is equal to 1. It ends up 

creating the state vector on the right with 2N amplitudes 𝒙  asso-

ciated with the vectors |𝑖⟩ from the computational basis. This is 

called amplitude encoding. 

∑   
2 = 1 

 =   2 

 

normalization constraint 

∑   |𝑖⟩ = [

 0

  

⋮
 2 − 

]  

 =   2 

 

encoded state vector 

Since this data encoding grows exponentially with the number of qubits, it may erase any computing 

speedup we would gain later. So, this is efficient only if we find a way to make this fast. One solution 

is to encode sparse vectors where only a few values are nonzero. 

 

494 See Quantum Machine Learning and qRAM by Behnam Kia, 2018 (59 slides) as well as Quantum Algorithms for Linear Algebra 

and Machine Learning by Anupam Prakash, 2014 (91 pages). 

495 See Quantum 101: Do I need a quantum RAM? by Olivia Di Matteo, May 2020 (58 slides). 
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https://arcb.csc.ncsu.edu/~mueller/qc/qc18/readings/kia.pptx
https://www2.eecs.berkeley.edu/Pubs/TechRpts/2014/EECS-2014-211.pdf
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Quantum memory types 

There are several types of qRAM and other quantum memory types: 

• Explicit qRAM encodes data in physical qubits and then, use quantum circuits to extract the 

encoded data496. There is no specific addressing system to selectively access parts of this memory. 

This is the scenario depicted above. Also named QAQM for Quantum Access Quantum Memory 

and Quantum Access Memory497. 

• Flip-flop qRAM is a variant of explicit qRAM based on qubits circuit algorithms used to effi-

ciently load classical data in a qubit register498. 

• Implicit qRAM was proposed by Seth Lloyd et al in 2008 with the bucket brigade addressing 

system, based on a qutrits tree (three states quantum objects) containing wait/left/right flags499, 

sort of decision trees to reach the right memory cell. Also named QACM for Quantum Access 

Classical Memory. 

• This quantum addressing system can be used for ac-

cessing both classical bits and coherent states in 

qubits. The first case may be useful when building 

some oracles for algorithms like a Grover search. In 

the full quantum case, the coherent superposition of 

these addresses enables a readout of a superposition 

of many state amplitudes in the computational basis. 

Namely, we can query a given amplitude    of the 

computational basis vector at the i address, encoded 

in binary with N classical bits or several of these, 

encoded in superposition500. 

∑ 𝑗| ⟩| ⟩ 

𝑗

 

 𝑗 weighted superposition of adresses correspond-

ing to computational basis states | ⟩ 

∑ 𝑗 | ⟩| 𝑗⟩ 

𝑗

 

result of query, weights are applied to | 𝑗⟩ j-th 

memory location 

• In classical RAM, the memory array of N bits (2n) is usually organized in a 2-dimensional lattice 

which requires 𝑂 √𝑁  switches, precisely, usually a fixed number of address data to address lines 

and columns in memory chipsets. 

• In bucket brigade qRAM, this can decrease to 𝑂  𝑜𝑔𝑁  to adress a particular computational basis 

vector amplitude. But this has to take into account the burden of any quantum error correction501. 

 

496 See Optimal QRAM and improved unitary synthesis by quantum circuits with any number of ancillary qubits by Pei Yuan and 

Shengyu Zhang, Tencent Quantum Laboratory, February 2022 (19 pages) proposes an optimized method for feeding QRAM with 

amplitude QSP (quantum state preparation). 

497 See Quantum Associative Memory by Dan Ventura and Tony Martinez, 1998 (31 pages) and this implementation proposal that sees 

quite optimistic despite the support of prestigious folks like John Preskill, in Quantum Data Center: Theories and Applications by Junyu 

Liu et al, University of Chicago, Caltech and AWS, July 2022 (24 pages). 

498 See Circuit-based quantum random access memory for classical data with continuous amplitudes by Tiago M. L. de Veras et al, 

2020 (11 pages) referring to Circuit-based quantum random access memory for classical data with continuous amplitudes by Daniel K. 

Park et al, 2019 (9 pages). 

499 See Quantum random access memory by Vittorio Giovannetti, Seth Lloyd et al, 2008 (4 pages) and Architectures for a quantum 

random access memory by Vittorio Giovannetti, Seth Lloyd and Lorenzo Maccone, 2008 (12 pages). 

500 See Circuit-Based Quantum Random Access Memory for Classical Data by Daniel K. Park et al, Nature, 2019 (8 pages) which 

proposes an optimized implementation. 

501 The QEC burden may be significant. also On the Robustness of Bucket Brigade Quantum RAM by Srinivasan Arunachalam et al, 

2015 (19 pages) which shows that the timing advantage of qRAM bucket brigade addressing may be quickly lost due to QEC overhead. 

See also Quantum Random Access Memory by Aaron Green and Emily Kaplitz, 2019 (12 pages) and Methods for parallel quantum 

circuit synthesis, fault-tolerant quantum RAM, and quantum state tomography by Olivia Di Matteo, 2019 (111 pages) and Fault tolerant 

resource estimation of quantum random-access memories by Olivia Di Matteo et al, 2020 (14 pages). 

https://arxiv.org/abs/2202.11302
https://arxiv.org/abs/quant-ph/9807053
https://arxiv.org/abs/2207.14336
https://arxiv.org/pdf/2011.07977.pdf
https://arxiv.org/abs/1901.02362
https://arxiv.org/pdf/0708.1879.pdf
https://arxiv.org/abs/0807.4994
https://arxiv.org/abs/0807.4994
https://www.nature.com/articles/s41598-019-40439-3
https://drops.dagstuhl.de/opus/volltexte/2015/5559/pdf/15.pdf
https://www.cs.umd.edu/class/fall2019/cmsc657/projects/group_11.pdf
https://uwspace.uwaterloo.ca/bitstream/handle/10012/14371/DiMatteo_Olivia.pdf?sequence=3&isAllowed=y
https://uwspace.uwaterloo.ca/bitstream/handle/10012/14371/DiMatteo_Olivia.pdf?sequence=3&isAllowed=y
https://arxiv.org/pdf/1902.01329.pdf
https://arxiv.org/pdf/1902.01329.pdf
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• Various implementations of the bucket brigade solution have been proposed so far, including one 

using quantum walks, with the benefit of being more robust to decoherence and easier to paral-

lelize502. 

• Before any qRAM data transfer to computation qubits can be done, an uncompute processing 

must be implemented that remove the selected computational basis vectors addresses from the 

related data. 

• There are also proposals for creating Quantum Read Only Memories (QROM) which allows 

only retrieval of stored quantum information; the stored information cannot be updated503. 

• Probabilistic Quantum Memory (PQM) stores and simultaneously analyzes r patterns while 

using only n qubits. A quantum computer therefore would need O(n) qubits as opposed to O(rn) 

bits of associative memory on a classical computer504. 

In the end, when quantum data is transferred from quantum memory to computing qubits, it is 

achieved with teleporting the memory qubits to the computing one by one, usually with using entan-

gled photons and, in many cases, some conversion from solid qubits to photon qubits (spin or charge 

to photons and the other way around). This teleportation is supposed to preserve the superposition 

and entanglement between the memory qubits during this transfer. Given there must be some errors 

generated during the transfer, which will require their own error correction codes. 

Quantum memory physical implementations 

None of the different quantum memory architectures studied over the last two decades is working yet. 

However, research is making progress, with targeted use cases that are more related to secure tele-

communications and for quantum optical repeaters. At this stage, the advent of qRAM for quantum 

computing is more difficult to predict than scalable quantum computing! 

The most promising quantum memory technologies are coupling cold atoms and photon polariza-

tion505: 

• Cold atoms and light polarization. Chinese scientists used in 2019 the storage of the circular 

polarization state of a single photon trapped in a laser-cooled rubidium structure in a magneto-

optical trap and thus made transparent506. 

• Rubidium atoms are cooled with lasers to 200 μK. The same year, another team in China created 

a 105 qubits memory using 210 memory cells and dual-rail representation of a photon-based 

qubits with fidelities of 90% but these qubits seem not entangled and thus, not able to store a full 

state vector with 2N values, but only a N or 2N values using basis encoding in each individual 

qubit507. Other techniques are based on cesium with fidelities reaching 99%508. 

 

502 See Quantum random access memory via quantum walk by Ryo Asaka et al, 2021 (13 pages). 

503 See Optimization of Quantum Read-Only Memory Circuits by Koustubh Phalak et al, PennState and IBM, April 2022 (6 pages). It 

uses amplitude encoding with qubits for address and qubits for memory. 

504 See Probabilistic Quantum Memories by Carlo A. Trugenberger, PRL, 2000 (4 pages) and a recent implementation improvement 

proposal in EP-PQM: Efficient Parametric Probabilistic Quantum Memory with Fewer Qubits and Gates by Mushahid Khan et al, 

University of Toronto, January 2022 (27 pages). 

505 As in Highly-efficient quantum memory for polarization qubits in a spatially-multiplexed cold atomic ensemble, 2017 (13 pages), a 

paper to which Julien Laurat from CNRS contributed. 

506 As reported in HKUST Physicist Contributes To New Record Of Quantum Memory Efficiency, 2019, which refers to Efficient 

quantum memory for single-photon polarization qubits by Yunfei Wang et al, 2019 (8 pages). 

507 See Experimental realization of 105-qubit random access quantum memory by N. Jiang et al, 2019 (6 pages). 

508 See Highly-efficient quantum memory for polarization qubits in a spatially-multiplexed cold atomic ensemble by Pierre Vernaz-

Gris, Julien Laurat et al, Nature Communications, January 2018 (6 pages) and Efficient reversible entanglement transfer between light 

and quantum memories by M. Cao, Julien Laurat et al, LKB France, April 2021 (6 pages). 

https://arxiv.org/pdf/2008.13365.pdf
https://arxiv.org/abs/2204.03097
https://arxiv.org/abs/quant-ph/0012100
https://arxiv.org/abs/2201.07265
https://arxiv.org/abs/1707.09372
https://bioengineer.org/hkust-physicist-contributes-to-new-record-of-quantum-memory-efficiency/
https://arxiv.org/abs/2004.03123
https://arxiv.org/abs/2004.03123
https://www.nature.com/articles/s41534-019-0144-0
https://www.nature.com/articles/s41467-017-02775-8
https://arxiv.org/abs/2007.00022
https://arxiv.org/abs/2007.00022
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• This is also the technique developed by Julien Laurat at ENS LKB in Paris and implemented by 

WeLinQ. 

 
Figure 249: a cold atom base single qubit memory. Source: Efficient quantum memory for single-photon polarization qubits by 

Yunfei Wang et al, 2019 (8 pages). 

• A related work in Canada is dynamically controlling rubidium’s transparency to trap single pho-

tons509. In practice, photons are stored for a thousandth of a second, but this would be sufficient 

for optical telecommunication repeaters. Another work in France from the Pasqal team used cold 

atoms to store quantum information510. 

• Optical memories are also tested with ytterbium511, a rare earth that can be controlled at high 

frequency. The process is similar to the previous one and consists in preserving the polarization 

of a single photon in a magnetic trap, rather for optical repeater applications in long-distance 

secure communication lines512. 

• The storage of quantum states is also possible in electron spins513 and donors spins514. 

 

509 See Physicists create new, simpler-than-ever quantum 'hard drive for light', by Kate Willis, University of Alberta, 2018, which refers 

to Coherent storage and manipulation of broadband photons via dynamically controlled Autler-Townes splitting, October 2017 (17 

pages). 

510 See Storage and Release of Subradiant Excitations in a Dense Atomic Cloud by Giovanni Ferioli, Antoine Glicenstein, Loic Henriet, 

Igor Ferrier-Barbut and Antoine Browaeys, PRX, May 2021 (12 pages). 

511 See Nuclear spin-wave quantum register for a solid-state qubit by Andrei Ruskuc et al, Caltech, Nature, February 2022 (32 pages). 

It uses ytterbium nuclear spin in yttrium orthovanadate crystal (YVO4, V for vanadium) arranged in nanophotonic cavity. It stores 

polarization information in spin ensembles. Bell states are created with ytterbium and vanadium. Control is made with 675 and 991 

MHz microwaves and optical readout at 984 nm. It operated at 460 mK. 

512 See Simultaneous coherence enhancement of optical and microwave transitions in solid-state electronic spins, December 2017 (10 

pages). This is a joint work between the University of Geneva, notably Nicolas Gisin, and the CNRS in France. 

513 See Researchers achieve on-demand storage in integrated solid-state quantum memory by Liu Jia, Chinese Academy of Sciences, 

January 2021. 

514 See Random-access quantum memory using chirped pulse phase encoding by James O'Sullivan, March 2021-June 2022 (27 pages) 

which deals with using ensembles of bismuth donors spin in natural silicon, coupled to a planar superconducting niobium resonator, 

all operating at 100 mK with a resonant frequency of 7.093 GHz. Pulses are made of 1,200 photons. It seems to be used with individual 

qubits memory, not entangled qubits and amplitude encoding. 

https://arxiv.org/abs/2004.03123
https://phys.org/news/2018-11-physicists-simpler-than-ever-quantum-hard.html
https://arxiv.org/abs/1710.08902
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.021031
https://www.researchgate.net/publication/354235468_Nuclear_spin-wave_quantum_register_for_a_solid_state_qubit
https://www.researchgate.net/publication/322049218_Simultaneous_coherence_enhancement_of_optical_and_microwave_transitions_in_solid-state_electronic_spins
https://phys.org/news/2021-01-on-demand-storage-solid-state-quantum-memory.html
https://arxiv.org/abs/2103.11697
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• NV centers515 and other crystal defects are also tested, storing qubits in nuclear spins516. 

• Passively corrected quantum memory can be implemented with cat-qubits517. 

• Photons trapped in cavities518. 

• Trapped ions as experimented in 2022 in China with 218 ions in a 1D trap with over 300 ms 

stability 519. 

• Memory with error correction using the honeycomb technique or Floquet codes520. 

Many new quantum memory proposals pop up from time to time. An interesting one from the Uni-

versity of Cambridge stores some quantum bit information in an electron spin hidden in haystack of 

100,000 atom nuclei. The electron spin and the whole haystack are controlled by a laser. But the 

nuclei surrounding the electron make it difficult to entangle several qubits. End of story521! 

Quantum technologies energetics 

The main motivation for creating quantum computers is their computing capacity, which theoretically 

increases exponentially with their number of high fidelity qubits. This should make it possible to 

perform calculations that will someday be inaccessible to conventional supercomputers. In some other 

cases, like with some NISQ architecture using quantum error mitigation, it will only be “just” faster 

or sometimes, provide better results, like in quantum machine learning or quantum physics simula-

tions. 

How does this computing capacity translate in terms of energy consumption is a key question. At first 

glance, it looked like the energetic cost of quantum computing was several orders of magnitude lower 

than classical computers. That was a naïve interpretation of Google Sycamore's 2019 quantum su-

premacy demonstration which did show a ratio of about one to one million in energy consumption 

compared to the IBM Summit supercomputer that was used as a comparison, and even when using 

the optimized algorithm and configuration proposed afterwards by IBM. 

But the benchmark was comparing apples and oranges with a randomized benchmark with no input 

data nor any useful output data. It was later shown by Waintal et al that, with accounting for its high 

error rate and noise and using tensor networks, Sycamore’s performance could be emulated on a rather 

simpler classical server cluster522. 

 

515 See Storing quantum information in spins and high-sensitivity ESR, by two researchers including Patrice Bertet of the Quantronics 

group at CEA/CNRS, September 2017 (13 pages). See also A Ten-Qubit Solid-State Spin Register with Quantum Memory up to One 

Minute by C. E. Bradley et al, QuTech and TU Delft, 2019 (12 pages) and Multiplexed control of spin quantum memories in a photonic 

circuit by D. Andrew Golter et al, MITRE Corporation, Sandia Labs, University of Arizona, September 2022 (18 pages). 

516 See Nuclear Spin Quantum Memory in Silicon Carbide by Benedikt Tissot et al, April-August 2022 (12 pages). It uses an all-optical 

O-band (in the 1260 nm-1360 nm range, adapted to long distance communication) to control vanadium defect spins in SiC 

517 See Candidate for a self-correcting quantum memory in two dimensions by Simon Lieu et al, May 2022 (11 pages). 

518 See Toward a Quantum Memory in a Fiber Cavity Controlled by Intracavity Frequency Translation by Philip J. Bustard et al, March 

2022 (7 pages). Here, the memory traps photons in a low-loss cavity. 

519 See Experimental realization of a 218-ion multi-qubit quantum memory by R. Yao et al, September 2022 (6 pages). 

520 See A Fault-Tolerant Honeycomb Memory by Craig Gidney et al, August 2021 (17 pages). 

521 See Light used to detect quantum information stored in 100,000 nuclear quantum bits by University of Cambridge, February 2021 

and A different type of cloud computing: Quantum breakthrough uses lasers to find data in a giant cloud of atomic nuclei by Daphne 

Leprince-Ringuet, February 2021. And Quantum sensing of a coherent single spin excitation in a nuclear ensemble by D. M. Jackson 

et al, Nature Physics, 2021 (21 pages). 

522 See What limits the simulation of quantum computers? by Yiqing Zhou, Edwin Miles Stoudenmire and Xavier Waintal, PRX, No-

vember 2020 (14 pages) and A density-matrix renormalization group algorithm for simulating quantum circuits with a finite fidelity by 

Thomas Ayral, Thibaud Louvet, Yiqing Zhou, Cyprien Lambert, E. Miles Stoudenmire and Xavier Waintal, August 2022 (25 pages). 

https://hal-cea.archives-ouvertes.fr/cea-01824014/document
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.9.031045
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.9.031045
https://arxiv.org/abs/2209.11853
https://arxiv.org/abs/2209.11853
https://arxiv.org/abs/2204.09295
https://arxiv.org/abs/2205.09767
https://arxiv.org/abs/2203.14844
https://arxiv.org/abs/2209.15459
https://arxiv.org/abs/2108.10457
https://phys.org/news/2021-02-quantum-nuclear-bits.html
https://www.zdnet.com/article/a-different-type-of-cloud-computing-quantum-breakthrough-uses-lasers-to-find-data-in-a-giant-cloud-of-atomic-nuclei
https://arxiv.org/abs/2008.09541
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.10.041038
https://arxiv.org/abs/2207.05612
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On the other hand, another commonplace view is that the sheer power of about 15kW that is required 

for cooling superconducting qubits processors is a showstopper. It gives the impression that quantum 

computers will be high-power consuming devices. This may not be true and forgets that a rack of 

Nvidia GPGPUs used for machine learning tasks has a power consumption above 30kW. 

Real comparisons should be made in the future, with large-scale quantum computers that will bring a 

quantum computing advantage to classical supercomputers. These will require a large number of 

physical qubits to implement error correction. Controlling these qubits uses energy-consuming con-

ventional electronics. The question remains open: will quantum computers provide some energy ad-

vantage on top of a computing advantage, or do they risk to turn into energy hogs523? 

The same questions should be asked for other quantum technologies that could potentially be de-

ployed at a large scale like quantum telecommunications and cryptography as well as quantum sensors. 

Digital energy footprint 

Quantum computers are usually compared in performance and energy footprint with supercomputers. 

So, what are we dealing with? The world's largest supercomputers consume several MW (megawatts) 

like the recent Frontier from the DoE Oak Ridge Laboratory in Tennessee and its 21 MW for 1.1 

exaflops and 700 petabytes of storage, 9,400 AMD CPUs and 37,000 AMD GPUs. 

It followed the IBM Summit in 2019 and its 13 MW of peak power for 200 petaflops, including 3.9 

MW just for cooling. These MW came from the thousands of Power9s CPU chipsets and general 

purpose Nvidia GPUs requiring a complex water-cooling system that uses two tons of water per mi-

nute. IBM Summit occupies 500 m2 and weighs 349 tons, compared to about 2 tons for a supercon-

ducting quantum computer that fits into a room of about 20 m2, the device being a square cube of 

about 2.75m, which also gives a "mass advantage" and a "surface advantage" in its current state, 

provided we also obtain a computing advantage, which has yet to be proven. 

New supercomputers are launched each and every year, but their scale doesn’t change fast. These 

supercomputers won’t be replaced by quantum computers. Many of the scientific applications they 

are used for are not suitable for quantum computing, like any digital simulation requiring large sets 

of data such as in weather forecasts or using the finite elements method and other methods to solve 

differential equations. We will always need them. On the other hand, when quantum computers scale 

up, they will be able to perform computations inaccessible to conventional supercomputers, like mo-

lecular simulations and, probably with a smaller energy footprint. 

The energy efficiency of classical systems is the ratio of their performance to their energy consump-

tion. A classical server efficiency can be expressed in FLOPS/W, where FLOPS is the number of 

floating-point operations per second. Since the birth of computing, this efficiency has doubled about 

every 18 months. 

This is Koomey's law, with a current record for supercomputers of 52 GFLOPS/W for the DoE’s full 

size Frontier HPC launched in 2022524. 

However, this sort of amazing progress has not prevented an explosion in global energy consumption 

to power digital technologies. Digital technologies now consume 11% of the world's electricity, with 

computer datacenters accounting for a quarter of this energy footprint525. 

 

523 Like in this evaluation of Shor’s energetic cost seen in Energy Cost of Quantum Circuit Optimisation: Predicting That Optimising 

Shor’s Algorithm Circuit Uses 1 GWh by Alexandru Paler et al, ACM Transactions on Quantum Computing, March 2022. 

524 See https://www.top500.org/ and the June 2022 Top 500 charts. See also Compute and energy consumption trends in deep learning 

inference by R. Desislavov, F. Martinez-Plumed, and J. Hernandez-Orallo, 2021 (26 pages). 

525 See Spintronic devices for energy-efficient data storage and energy harvesting by Jorge Puebla et al, Communication Materials, 

2020 (9 pages). 

https://dl.acm.org/doi/fullHtml/10.1145/3490172
https://dl.acm.org/doi/fullHtml/10.1145/3490172
https://www.top500.org/
https://arxiv.org/abs/2109.05472
https://arxiv.org/abs/2109.05472
https://www.nature.com/articles/s43246-020-0022-5
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It is increasing as usage grows. These phenomena are simply a new manifestation of the rebound 

effect, formalized by William Stanley Jevons in 1865. 

Efficiency gains automati-

cally lead to a decrease in the 

cost of resources. Without 

regulation of markets and 

uses, they lead to an increase 

in global consumption (see 

Figure 250). However, this 

does not mean that improving 

the energy efficiency of com-

puters is inherently wrong. 

On the contrary, it is the only 

solution to maintain perfor-

mance with limited energy 

and material resources. 

 
Figure 250 Energy efficiency and the rebound effect. A machine consumes material and energy 

resources to perform a task with a performance M. Its efficiency is defined by the ratio 𝜂 =
𝑀/𝑅. Source: Alexia Auffèves, France Quantum June 2022 presentation. 

The debate is also raging about the potentially large energetic footprint of cryptocurrencies, with 

various more or less questionable comparison methodologies526. And let’s forget about the metaverse 

which may itself be yet another digital energetic hog. 

Quantum Energy Initiative 

Scaling quantum computing is one of the most challenging scientific and technology endeavors ever 

launched by mankind on top of space exploration, nuclear fusion and DNA sequencing and genome 

based therapies creations. 

It should be undertaken with behaving responsibly as early as possible. One way is to embed in re-

search and systems design an approach integrating the environmental footprint of quantum technolo-

gies. This footprint is of course energetic but also encompasses raw materials, manufacturing pro-

cesses and product lifecycle handling. Addressing these questions are both scientific, technology and 

societal challenges. 

We can learn a couple lessons from what happened with artificial intelligence and deep learning. It 

became trendy starting in 2012 with a peak around 2020 when deep learning use cases became main-

stream and embedded from smartphones to cloud datacenters. Suddenly, it was discovered that AI 

had a significant energetic cost, both for training large deep learning models and to run them whether 

on end-user devices or on servers527. The “frugal AI” topic then emerged. Solutions were proposed to 

reduce the energetic footprint on AI mainly with less data-hungry machine learning models528, so-

called data “quantization” (using 8-bit and even 1-bit numbers instead of 16-32-64 floating-point 

numbers) and also with optimizing the power consumption of dedicated hardware like GPGPUs and 

embedded systems chipsets (in smartphones, connected objects and also cars). What if the environ-

mental footprint or AI had been taken care of earlier? 

 

526 On Bitcoin’s Energy consumption: a quantitative approach on a subjective question by Rachek Rybarczyk, Galaxy Digital Mining, 

May 2021 (13 pages) and Fact sheet: Climate and Energy Implications of Crypto-Assets in the United States, White House, September 

2022. In the Blockchain realm, Ethereum switched in September 2022 from proof-of-work to proof-of-stake for mining, with a signif-

icant energy saving of several orders of magnitude. See Ethereum energy consumption, Ethereum, September 2022 which provides a 

lot of energy consumption related data for various Internet services. 

527 See Compute and Energy Consumption Trends in Deep Learning Inference by Radosvet Desislavov, 2021 (26 pages) which de-

scribes how GLOPS/W have recently evolved depending on the type of AI problem (CNN for convolutional networks, NLP for natural 

language processing). 

528 See Frugal Machine Learning by Mikhail Evchenko, Joaquin Vanschoren, Holger H. Hoos, Marc Schoenauer and Michèle Sebag, 

November 2021 (31 pages). 
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https://arxiv.org/pdf/2109.05472v1.pdf
https://arxiv.org/abs/2111.03731


Understanding Quantum Technologies 2022 - Quantum computing engineering / Quantum technologies energetics - 252 

The same question deserves to be asked for quantum technologies. Why not take care right now of 

their environmental footprint? One could argue that the first challenge is scientific before being en-

vironmental. Some are advocating to first obtain high-fidelity qubits and useful fault-tolerant quantum 

computers and later address the environmental problem. Looking at how research labs and industry 

vendors were working until now on addressing the scalability challenges of quantum computers 

demonstrate that despite its relative technology immaturity and high scientific uncertainty, it is time 

to take environmental concerns into account right now. In a world of doubts on the role of science 

and technology, it’s also a way to demonstrate that in emerging technologies, it’s possible to imple-

ment responsible innovation practices from the start and not as afterthoughts and under pressure. 

 

All of this is the reasoning behind the creation of the Quantum Energy 

Initiative (QEI) in 2022529. The idea came out from a research team in 

France led by Alexia Auffèves (MajuLab in Singapore) with Robert Whit-

ney (CNRS LPMMC in Grenoble) and Olivier Ezratty (myself). 

It quickly got the support of researchers (in quantum computing and also quantum telecommunica-

tions) and industry vendors (in quantum computing and enabling technologies) throughout the world. 

It’s about bringing a scientific and technology community together to address these issues in a con-

certed way and foster a cross-disciplinary research-industry collaboration. 

The QEI is first about answering several key questions related to quantum computing: 

• Is there a quantum energy advantage as the processors scale up and how different is it from the 

quantum computational advantage? 

• What is the fundamental minimal energetic cost of quantum computing? 

• How to avoid energetic dead-ends on the road to large scale quantum computing? Can we create 

optimization tools and models for qubit technology, enabling technologies and software engineer-

ing? 

The seed of Quantum Energy Initiative is 

described in a thorough perspective paper 

from Alexia Auffèves published in PRX 

Quantum in June 2022 530 . It lays the 

ground for a transversal initiative, con-

necting quantum thermodynamics, quan-

tum information science, quantum phys-

ics and engineering. It makes the connec-

tion between classical and quantum ther-

modynamics, qubit architectures, qubit 

noise models, room temperature control 

electronics and cryo-electronics, quantum 

error correction codes, algorithms and 

compiler designs. It proposes a methodol-

ogy to assess the energetic performance of 

quantum technologies, dubbed MNR 531. 

 

Figure 251: the QEI position paper. Quantum technologies need a Quantum 
Energy Initiative by Alexia Auffèves, PRX Quantum, June 2022 (11 pages). 

 

529 See the QEI website: https://quantum-energy-initiative.org/. It contains a poll (“Join us”) to build the QEI community and a Mani-

festo that quantum professionals can sign to support the initiative. As of the publishing of this book late September 2022, about 200 

signatures had been collected coming from 32 countries. 

530 See Quantum technologies need a Quantum Energy Initiative by Alexia Auffèves, PRX Quantum, June 2022 (11 pages). 

531 See also the thesis The resource cost of large scale quantum computing by Marco Fellous-Asiani, November 2021 (215 pages). 

https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.020101
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.020101
https://quantum-energy-initiative.org/
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.020101
https://arxiv.org/pdf/2112.04022.pdf
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After having first modeled the energy consumption of a scalable fault-tolerant superconducting qubits 

quantum computer and learned some lessons on the conditions of a related energetic advantage, the 

QEI aims to apply this methodology to all types of qubits developed by research laboratories and 

companies around the world. This includes silicon spin qubits, trapped ion qubits, neutral atom qubits 

and photon qubits. The three main paradigms of quantum computing will also need to be evaluated, 

namely programmable quantum gate computing, quantum annealing and quantum simulation. This 

will allow the energy dimension to be exploited for comparison and scaling. These efforts also involve 

the entire quantum computing software chain, in particular error correction codes, algorithms and 

compilers. 

This work could lead to the implementation of a "Q-Green 500" type benchmarking system to com-

pare the best quantum computers in terms of their energy efficiency. They will also provide a basis 

for the creation of tools and models to dimension quantum computer architectures from an energy 

point of view by integrating all their hardware components - quantum and classical - and software. 

They will provide roadmap elements and specifications for companies in the enabling technology 

sector, such as benchmarks for the energy consumption of control electronics systems. 

The QEI self-mandate is not limited to quantum computing. It goes beyond and is intended to expand 

to all quantum technologies, namely quantum telecommunications532 and quantum sensing. 

Modeling a quantum computing energetic advantage 

Thanks to quantum coherence, superposition and entanglement, quantum computers could showcase 

an exponential computing speedup compared to their classical counterparts, depending on the size 

and nature of the problems to be solved and on the used quantum algorithm. This computational 

advantage is usually predicted for ideal, error-free processors. In reality, quantum processors are noisy, 

with error rates currently exceeding 0.1% per operation, a prohibitive level for most algorithms and 

many quantum error correction codes. 

In the short term, algorithms are created that can run on such noisy processors in the quantum com-

puting paradigm called NISQ (Noisy Intermediate Scale Quantum) and with using quantum error 

mitigation techniques. 

 
Figure 252 Different regimes of quantum energy advantage. Source: Alexia Auffèves and Olivier Ezratty, 2022. 

 

532 Work has already started there. See for example Reducing energy consumption of fiber networks via quantum communication 

technology by Janis Notzel and Matteo Rosati, February 2022 (25 pages). With some proposal of a quantum receiver that would reduce 

the power consumption of classical fiber optic lines amplifiers. 
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In the longer term, we’ll rely on quantum error correction using a large number of so-called physical 

qubits assembled as logical qubits, that will enable longer calculations and at an acceptable error rate. 

This number varies from 30 to 10,000 depending on the qubit technology. The associated error cor-

rection mechanisms also considerably increase the number of calculation steps. 

In both cases, demonstrating a computational advantage for real quantum processors is an open ques-

tion. In some cases, quantum computers could be less energy-intensive than conventional computers 

to solve the same problem as illustrated in Figure 252. 

With larger scale FTQC could emerge a sort of quantum energy supremacy when a quantum computer 

solves a problem that no classical computer could process with a reasonable energy footprint like 

what comes out of a nuclear plant reactor (1 GW)533. 

Modeling and optimizing the energetic efficiency of quantum computers must take into account the 

resources used for control and error correction. As a ratio of a performance to a resource, this energy 

efficiency is a hybrid quantity: 

• Computational performance emerges at the fundamental quantum level, and results from the abil-

ity to control the noisy quantum processor to perform an algorithm with a certain accuracy. Un-

derstanding and optimizing these mechanisms is a matter of quantum control, quantum thermo-

dynamics, quantum error correction, algorithms and compilers. 

• Establishing satisfactory control at the quantum level requires the provision of resources at the 

macroscopic level, which determines the energy consumption necessary to carry out the calcula-

tion. This is the domain of enabling technologies including cryogenics, control electronics, ca-

bling, lasers, amplifiers, detectors, whose mix depends on the qubit type. 

It is essential to set up a full-stack quantum computer model coupling these different levels, as well 

as common language and concepts534. On this basis, the methodology proposed in the QEI is simple. 

It sets a target performance at 

the microscopic level defining 

an implicit relationship between 

the different parameters of the 

model and a macroscopic en-

ergy consumption that is then 

minimized under this constraint. 

It was applied on a supercon-

ducting qubits model and con-

sidered typical algorithms used 

for optimization, physical simu-

lations, quantum machine learn-

ing, and cryptanalysis for inte-

ger factorization. 

 
Figure 253 Full-stack model of a superconducting quantum computer coupling a quantum 
level and a macroscopic level of description. Source: Alexia Auffèves and Robert Whitney. 

 

533 Interestingly, one paper shows how Shor algorithm is reaching this exact threshold, in Energy Cost of Quantum Circuit Optimisation: 

Predicting That Optimising Shor’s Algorithm Circuit Uses 1 GWh by Alexandru Paler and Robert Basmadjian, ACM Transactions on 

Quantum Computing, March 2022 (no free access). 

534 See Energy use in quantum data centers: Scaling the impact of computer architecture, qubit performance, size, and thermal param-

eters by Michael James Martin et al, NREL, 2021 (18 pages) that proposes a modelling of quantum processors energy consumption but 

not in a full-stack manner. It doesn’t take into account the characteristics of the algorithm and is very generic with regards to all enabling 

technologies where many technology choices can impact the total system power consumption. 

Macroscopic level

• Resources = Power consumption: cryo-
power + control electronics

• Parameters = wiring, multiplexing, 
attenuators, amplifiers, control 
electronics, cryogenic stages ..

Fundamental level

• Parameters = microscopic model of fault
tolerant quantum processor (Steane code)

• Performance = successful computation
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A full-stack modeling integrates the sources of quantum noise affecting qubits, the conventional qubit 

control resources such as electronics that generate microwave pulses and voltages, filters and attenu-

ators, cryogenics, cables and amplifiers used for reading the state of the qubits, then the sources of 

heat dissipation involved in the whole material chain and in particular in the cryostat (see Figure 253). 

At last, it takes into account the size of the error correction code, initially a concatenated Steane code 

and then a surface code. 

The model establishes a relationship between microscopic processor parameters such as qubit fidelity, 

with macroscopic qubit control parameters. It allows to minimize the energy consumption of the 

whole computer, under the constraint of reaching a targeted computational performance535. 

Naturally, the results depend strongly on the qubits fidelity. A gain of a factor of 10 could lead to an 

energy gain of a factor of 100. The model can help find out the optimal temperature for control elec-

tronics. For CMOS type technologies and even with a highly optimistic assumed power consumption 

of 2mW per qubit536, room temperature is preferable to run the electronics. It would be similar with 

higher power drains electronics. The technological constraint then lies in the wiring, which must be 

simplified, essentially by using advanced (and future) multiplexing techniques. Another option is to 

use superconducting electronics running at the processor level or at the 4K stage. 

With this model, the possibility of an energy-based quantum advantage was investigated. It computes 

the minimum energy consumption of a fault-tolerant quantum computer to factor an N-bit integer and 

compare it to the classical record537. 

A classical record was obtained in 2021 by an Inria team on a Germany-based supercomputer, for 

factoring a 829-bit key538 with a consumption of 965 GJ, or 1.3MW of power over 8.6 days. 

The models show that a quantum computer operating with qubits 2000 times more faithful than 

Google Sycamore, combined with Steane's code would require 2.7GJ = 2.9MW for 16 minutes, which 

is the amount of energy contained in about 75 liters of fuel oil. That would be 350 times less energy 

than used on the supercomputer. Breaking a 2048-bit RSA key is beyond the reach of a conventional 

supercomputer. On a quantum computer of the same type as above, the energy consumption would 

be 38 GJ =7 MW for 1.5 hours. Using surface codes error correction would lighten the constraint of 

qubit fidelities. 

Estimations were made for different key sizes in the classical and quantum cases (see Figure 254), 

giving access to an energy efficiency in each case. An energetic quantum advantage is clear with 

N=848. 

 

535 All of this modeling comes out of Optimizing resource efficiencies for scalable full-stack quantum computers by Marco Fellous-

Asiani, Jing Hao Chai, Yvain Thonnart, Hui Khoon Ng, Robert S. Whitney and Alexia Auffèves, arXiv, September 2022 (39 pages). 

See also the thesis The resource cost of large scale quantum computing by Marco Fellous-Asiani, November 2021 (215 pages). 

536 A Scalable Cryo-CMOS 2-to-20GHz Digitally Intensive Controller for 4×32 Frequency Multiplexed Spin Qubits/Transmons in 

22nm FinFET Technology for Quantum Computers by Bishnu Patra et al, 2020 (4 pages). This consumption model should still be full 

stack, up to analyzing readout microwaves after traversing parametric amplifiers, HEMTs and ADCs. It is not sure 2 mW are enough 

to do all of this. One key question to ask is what is the theorical lower bound of microwave packets generation energetic costs? 

537 The method is different from the one proposed in Is quantum computing green? An estimate for an energy-efficiency quantum 

advantage by Daniel Jaschke and Simone Montangero, November 2022 (13 pages) which compares NISQ systems and their classical 

emulation equivalent, but not best in-class classical algorithms equivalents. This makes the energetic reasoning incomplete. They also 

remind us that a quantum advantage comes from maximally entangled states, the overarching question of quantum computing scala-

bility. 

538 See The State of the Art in Integer Factoring and Breaking Public-Key Cryptography by Fabrice Boudot, Pierrick Gaudry, Aurore 

Guillevic, Nadia Heninger, Emmanuel Thomé and Paul Zimmermann, June 2022 (9 pages). 

https://arxiv.org/abs/2209.05469
https://arxiv.org/pdf/2112.04022.pdf
https://repository.tudelft.nl/islandora/object/uuid:cf53a0cb-6cd0-4244-ac19-eb55765c68f9/datastream/OBJ/download
https://repository.tudelft.nl/islandora/object/uuid:cf53a0cb-6cd0-4244-ac19-eb55765c68f9/datastream/OBJ/download
https://arxiv.org/abs/2205.12092
https://arxiv.org/abs/2205.12092
https://hal.archives-ouvertes.fr/hal-03691141
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This energy advantage is different in nature from the computational advantage, which considers only 

the computation time539. 

Both advantages are thus achieved for different key sizes. Let us recall that the proposed corrector 

code is resource-intensive and that the result would be much lower with, for example, a surface code. 

 
Figure 254 First results for estimating the quantum energy advantage. Source: Marco Fellous-Asiani, Alexia Auffèves, Robert Whitney. 

This is a theoretical model with many optimistic technology assumptions and complex interdepend-

encies that have to be discussed with many stakeholders, particularly in the enabling technologies 

vendor space. The beauty of the model is to highlight these interdependencies, which can help make 

sound choices in quantum computer design. 

Microscopic energetics of quantum technologies 

The fundamental quantum level mentioned before is already a rich field of research540. The energy 

and entropy at stake when dealing with quantum systems are the kingdom of quantum thermodynami-

cians541. Some of them even investigate the interconnection and optimization of qubit technologies 

and the energetic cost of quantum computing and other quantum technologies like quantum commu-

nications. 

As Kater Murch & al write in a review paper542 “Quantum information processing relies on precise 

control of non-classical states in the presence of many uncontrolled environmental degrees of free-

dom—requiring careful orchestration of how the relevant degrees of freedom interact with that envi-

ronment. These interactions are often viewed as detrimental, as they dissipate energy and decohere 

quantum states. Nonetheless, when controlled, dissipation is an essential tool for manipulating quan-

tum information: Dissipation engineering enables quantum measurement, quantum state preparation, 

and quantum state stabilization”. 

 

539 This is the topic of The impact of hardware specifications on reaching quantum advantage in the fault tolerant regime by Mark 

Webber et al, September 2021 (16 pages) which shows that the number of qubits to achieve a given task that is inaccessible to a classical 

computer depends on the target precision and computing time. 13 to 317 million qubits would be necessary to break Bitcoin signatures 

(which has no real use case…) and about the same order of magnitude to simulate FeMoCo (with potential use cases in reducing the 

energetic footprint of fertilizers production). See also Nitrogen, Bitcoin, and Qubits The Shape of Transmons to Come by The Observer, 

September 2021, and From FeMoco to Bitcoin: Universal Quantum answers two major quantum advantage questions by Universal 

Quantum, January 2022, which advertises the benefits of trapped ions qubits, and points to Blueprint for a microwave trapped ion 

quantum computer by Bjoern Lekitsch et al, 2017 (12 pages). 

540 See the colloquium A short story of quantum and information thermodynamics by Alexia Auffèves, March 2021 (14 pages). 

541 See for example Third law of thermodynamics and the scaling of quantum computers by Lorenzo Buffoni et al, March-October 

2022 (9 pages) which looks a fundamental issue related to the limits of the preparation of a qubit ground state. 

542 See the review papers Engineered Dissipation for Quantum Information Science by Patrick M. Harrington, Erich Mueller and Kater 

Murch, February 2022 (28 pages) and Energy dynamics, heat production and heat-work conversion with qubits: towards the develop-

ment of quantum machines by Liliana Arrachea, May 2022 (63 pages). 
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https://avs.scitation.org/doi/10.1116/5.0073075
https://quantumobserver.substack.com/p/nitrogen-bitcoin-and-qubits
https://medium.com/@universalquantum/from-femoco-to-bitcoin-universal-quantum-answers-two-major-quantum-advantage-questions-40a7e5c34b7
https://www.science.org/doi/10.1126/sciadv.1601540
https://www.science.org/doi/10.1126/sciadv.1601540
https://arxiv.org/abs/2102.00920
https://arxiv.org/abs/2203.09545
https://arxiv.org/abs/2202.05280
https://arxiv.org/abs/2205.14200
https://arxiv.org/abs/2205.14200
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There are many quantum thermodynamics concepts in play in qubits inner working and with other 

quantum technologies. Each qubit technology comes with its own assets and challenges with regard 

to their energy consumption. 

Superconducting qubits are a well investigated area where qubits microwaves spontaneous emission 

is a dissipative process engendering errors and decoherence, with energy exchanges between the qubit 

and its controlling microwave during a qubit gate operation543, error mitigation which can make use 

(among various other techniques) engineering dissipation with energy baths whether it is handled 

with bosonic qubits like cat-qubits or with programmed error correction, engineering dissipation 

which can also help efficiently prepare (entangled) Bell states with two qubits, the Zeno effect with 

measurement backactions, how to optimize the measurement operation with various types of micro-

wave light (single photon, coherent light, thermal light)544, the connection between quantum meas-

urement and error correction545 and ways to purify the state of a single qubit with a quantum thermo-

dynamic method546. There are also specific cooling mechanisms for superconducting qubits and even 

some connections between qubit thermodynamics and the way to optimize computing at the compiler 

level. At last, in the internal debates between the types of superconducting qubits, let’s note that flux-

onium qubits have a lower energy consumption since being driven by lower frequency microwaves 

and need less cooling, but at the price of various constraints. 

Silicon spin energetics are also studied. Their operating parameter and controls are a bit different 

than with superconducting qubits, with a richer mix of microwave pulses and direct current and op-

erations at a potentially higher temperature. Some quantum energetic advantage can even be found at 

the scale of one-qubit full added implemented with a three quantum dots silicon spin qubits with a 

three orders of magnitude gain547 and with entanglement generation between electron spin and pho-

tons in devices mixing static and flying qubits like quantum memories, repeaters and interconnections 

between quantum computing units548. 

Trapped-ions qubits operations can also be optimized with regards to the energetics of their gates549. 

Photon qubits are different beasts with regards to the thermodynamics of the whole food chain be-

tween single photon generations, entanglement preparation, computing (usually, using MBQC) and 

photon readout. A first seed of optical computing energetics was launched in Pascale Senellart’s C2N 

team550. Also, the H2020 OPTOlogic project aims to create light-induced and controlled topology for 

energy-efficient logic operations in quantum photonic computing systems. 

 

543 See Energetics of a Single Qubit Gate by J. Stevens, Andrew Jordan, Audrey Bienfait, Alexia Auffèves, Benjamin Huard et al, PRL, 

September 2021-September 2022 (19 pages). 

544 See Energetic cost of measurements using quantum, coherent, and thermal light by Xiayu Linpeng, Léa Bresque, Maria Maffei, 

Andrew N. Jordan, Alexia Auffèves and Kater W. Murch, PRL, June  2022 (13 pages). 

545 There are also debates about what are heat and work in quantum thermodynamics and qubits. 

546 See Quantum thermodynamic method to purify a qubit on a quantum processing unit by Andrea Solfanelli, Alessandro Santini and 

Michele Campisi, March 2022 (5 pages). 

547 See Quantum dynamics for energetic advantage in a charge-based classical full-adder by João P. Moutinho, Silvano De Franceschi 

et al, July 2022 (18 pages). 

548  See Energy-efficient entanglement generation and readout in a spin-photon interface by Maria Maffei, Andrew Jordan, Alexia 

Auffèves et al, May 2022 (6 pages). 

549 See Classical Half-Adder using Trapped-ion Quantum Bits: Towards Energy-efficient Computation by Sagar Silva Pratapsi et al, 

October 2022 (7 pages). 

550 See Coherence-Powered Charge and Discharge of a Quantum Battery by Ilse Maillette de Buy Wenniger, M. Maffei, N. Somaschi, 

A. Auffèves, P. Senellart et al, February 2022 (19 pages). 

https://arxiv.org/pdf/2109.09648.pdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.220506
https://arxiv.org/abs/2201.13319
https://arxiv.org/abs/2206.14241
https://arxiv.org/abs/2205.09623
https://arxiv.org/abs/2210.10470
https://arxiv.org/abs/2202.01109
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And in general, there is a direct link between quantum thermodynamics and physics with the speed 

of the quantum gates a quantum computer could execute, with fundamental Quantum Speed Limits 

(QSL)551. 

Quantum sensing is also an interesting field of research with regards to quantum thermodynamics 

and energetics, particularly to find theoretical lower bounds of energy consumption in quantum sen-

sors552. Quantum thermodynamics can also help optimize quantum sensors precision. 

About the reversibility of classical and quantum calculations 

Here we study the impact of theoretical reversibility of gate-based quantum computing on its ener-

getic cost. We first need to define the notion of logical reversibility of computation and its thermody-

namic impact. 

Logical reversibility of a calculation is linked to the ability to reverse it after one or more operations 

and recover input data from output data. This can be done at the scale of a classical logic gate or an 

elementary quantum gate and then up to a complete calculation. If logical reversibility is possible at 

the level of any gate used, then it becomes ipso-facto doable for a complete calculation553. Today's 

classical computers are logically irreversible. They rely on two-bit logic gates that destroy infor-

mation since they generate one bit with two bits and we don’t keep the information from the two 

initial qubits. One bit is thrown away every time. You can't reverse a simple NAND, OR or AND 

logic operation. We could use reversible logic gates that do not destroy information and generate as 

many output bits as input bits. This would lead to a logically reversible calculation. All of this was 

theorized by Charles Bennett in 1973 and Tommaso Toffoli in 1980. Classical computing is a big 

energy spender because logic gates are not logically reversible. The lower bound of energy consump-

tion of current classical computing comes from Landauer's famous limit of kT ln(2) energy dissipated 

per irreversible bit operation, which can be the erasure of a bit or the merging of two computation 

paths. Even though we are far off this limit with current classical computing technologies, this lower 

bound could be avoided with logical reversible computing. 

The implementation of this logical reversibility by rewinding calculations would reduce the energetic 

cost of classical computing, the energy spent in the forward calculation being potentially recovered 

in the reverse calculation. It was not a chosen path for various reasons. First was the steadiness of 

Moore’s empirical law for many decades. Second is reversible classical architecture have significant 

overhead in the number of transistors used. 

Thermodynamic reversibility is another matter and can be obtained when the system is continuously 

balanced with its thermal bath. It requires handling operations in a quasi-static way, namely, slowly 

and with logical gates requiring a minimum energy spending. This is the field of adiabatic computing. 

Gate-based quantum computing is logically reversible because it uses unitary operations which are 

all mathematically reversible. Qubits readout is the only logically irreversible operation when it col-

lapses qubit states to a basis state554. 

 

551 See From quantum speed limits to energy-efficient quantum gates by Maxwell Aifer and Sebastian Deffner, February 2022 (19 

pages). It mentions that Amazon Web Services (AWS) classical computing is charged with about 4x10-13 cents per classical floating 

point operation when a single quantum circuit evaluation currently costs 1 cent on an AWS-owned Rigetti QPU (pricing source). 

552 See Thermodynamic principle for quantum metrology by Yaoming Chu and Jianming Cai, Huazhong University of Science and 

Technology, March 2022 (19 pages) and Notes on Thermodynamic Principle for Quantum Metrology by Yaoming Chu and Jianming 

Cai, Huazhong University of Science and Technology, August 2022 (6 pages). 

553 See these detailed explanations on the reversibility of classical calculus: Synthesis of Reversible Logic Circuits by Vivek Shende et 

al, 2002 (30 pages). 

554 Measurement Based Quantum Computing, which relies mainly on measurement during the entire calculation, is irreversible by 

construction. This is why it is also called 1WQC for one way quantum computing. 

https://arxiv.org/abs/2202.01839
https://aws.amazon.com/braket/pricing/
https://www.researchgate.net/publication/359208250_Thermodynamic_principle_for_quantum_metrology
https://arxiv.org/abs/2208.05167
http://www.princeton.edu/~rblee/ELE572Papers/Fall04Readings/Misc/rev_syn
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Qubits readout is reversible only when the qubit states are perfectly aligned with the basis qubit states 

| ⟩ and |1⟩, i.e., when the readout doesn’t change the qubit quantum state. 

However, quantum computing is not really thermodynamically reversible. It would be reversible in 

the absence of noise and if measurements were not changing qubit’s internal states. Achieving phys-

ical irreversibility would also mandate that all non-quantum qubit control electronics rely on physi-

cally and thermodynamically reversible processes or at least be energy-saving operations. 

One way to achieve this would be to use adiabatic and reversible electronic components working 

from within the cryostat, but it’s not really possible, particularly at the DAC/ADC levels, given these 

analog/digital pulse signals conversions are not reversible processes. 

Another explored avenue is ABQC for Asynchronous Ballistic Quantum Computing, promoted by 

Michael P. Frank's team at the DoE Sandia Labs in the USA. They plan to implement it with Josephson 

junction circuits555. 

 
Figure 255:reversibility in quantum computing. Source: Olivier Ezratty, 2021. 

Quantum reversible computing can also be used in quantum memory and with the uncompute trick 

of results that are no longer necessary, such as those sitting in ancilla qubits556. However, quantum 

reversibility is not the key to reducing the energy consumption of quantum computing. 

Macroscopic energetics of quantum computing 

We’ll look here into more details about the “classical” and “macroscopic” power consumption of a 

quantum computer, taking first the example of a superconducting qubits QPU. 

To date, the energy consumption of a quantum computer is relatively reasonable. A current quantum 

computer with superconducting qubits consumes about 25 kW, of which 16 kW comes from cryogen-

ics. Cold atoms or photons quantum computers consume even less energy, in particular because they 

do not require cryogenic cooling to 15 mK. 

 

555 See Pathfinding Thermodynamically Reversible Quantum Computation by Karpur Shukla and Michael P. Frank, January 2020 (28 

slides) and Asynchronous Ballistic Reversible Computing using Superconducting Elements by Michael P. Frank et al, April 2020 (27 

slides). 

556 See Putting Qubits to Work - Quantum Memory Management by Yongshan Ding and Fred Chong, July 2020. 
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all quantum gates are mathematically reversible, 
this is a property of the matrix linear transformations

on a practical basis:

• the gates are not physically and thermodynamically 
reversible due to some irreversible processes like micro-
wave generations and DACs (digital analog converters) 
and because gates are analog and noisy.

• part of the digital processes taking place before micro-
waves generation and after their readout conversion 
back to digital could be implemented in classical 
adiabatic / thermodynamically reversible fashion.

• being investigated at Sandia Labs, Wisconsin University 
and with SeeQC, with their RSFQ superconducting 
based logic, microwaves DACs and ADCs.we could theorically run an algorithm and rewind it 

entirely to return to the initial state, which could help 
recover part of the energy spent in the system

input data output data

can be useful for some sub-parts of algorithms run 
before the end of computing and measurement, used 
in the “uncompute trick” at the end of some algorithms 
like for solving linear equations with HHL. it keeps the 

result x with resetting all other qubits without any 
measurement.
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https://cfwebprod.sandia.gov/cfdocs/CompResearch/docs/ACI-PI-meeting-v2.pdf
https://cfwebprod.sandia.gov/cfdocs/CompResearch/docs/Shukla_Pathfinding.pdf
https://cfwebprod.sandia.gov/cfdocs/CompResearch/docs/ACI-PI-meeting-v2.pdf
https://www.sigarch.org/putting-qubits-to-work-quantum-memory-management/
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Photon qubits only require photon sources and detectors cooled at between 3K and 10K which is less 

energy hungry in face-value provided it scales well with the number of used qubits. 

When thousands of qubits will fit in these machines, their power consumption will increase due to 

the energetic cost of qubit control for initialization, quantum gates, error correction and qubit 

readout557. Most of qubits energetic costs come from the signals used for gate activations and readout. 

These signals are microwaves pulses, direct current pulses and laser beams. The related spent power 

seems to increase linearly with the number of qubits. But error correction requires a large number of 

physical qubits per logical qubits, adding another power consumption multiplying factor. It will de-

pend on the fidelity of the physical qubits and the ratio of physical qubits per logical qubits. The 

higher the fidelity, the lower this ratio will be. On top of that, the cryogenic cost of the qubits grows 

very fast as the temperature is lower in proportion of the mass to cool. 

Let’s breakdown the power consumption of a typical quantum computer: 

Control electronics power consumption varies greatly from one technology to another and depends 

on the number of physical qubits managed, which will be counted in millions with large scale quan-

tum computers (LSQC). It is currently high for the control of superconducting qubits based on mi-

crowaves produced outside the cryostat with electronics coming from Zurich Instruments, Qblox, 

Quantum Machines and the likes. Microwave readouts is costly in bandwidth, requiring Gbits/s of 

data streams per qubit. Microwave production with cryo-CMOS components sitting in the cryostat 

looks promising and is studied at Google, Intel, Microsoft, CEA-LIST and elsewhere. It can signifi-

cantly reduce microwave generation related power consumption and may make sense for silicon spin 

qubits who run at higher temperatures than superconducting qubits and have a higher cooling budget 

of 500 to 1500µW at 100 mK. Trapped ion-based qubits control is performed with lasers and conven-

tionally generated microwave pulses. With cold atoms, qubits control exploits a couple lasers and an 

SLM matrix that potentially supports a thousand qubits with modest power consumption. With photon 

qubits, the power drain seems more important for photon detection (about 7.5W per qubit) than for 

photon generation (about 1mW per qubit, source: Quandela). Superconducting based photon detectors 

are more demanding with cooling. 

Cryogenics consumes up to 16 kW558 for superconducting and silicon qubits and a little less for other 

types of qubits due to higher temperatures, such as the 3K to 10K of photon generators and detectors 

used with photon qubits. Cryogenics will be required for cold atoms at the ultra-vacuum pump level, 

but will not significantly scale with the number of injected atoms. These are cooled with laser beams 

and tweezers and under ultra-high vacuum. 

The cryogenics consumption is usually continuous, without variations between thermalization and 

production. Thermalization lasts about 24 hours for dilution refrigerator systems used with supercon-

ducting and electron spins qubits. 

Vacuum is generated with superconducting and silicon spin qubits while cold atoms and trapped ions 

qubits use ultra-high vacuum. Photons do not need it. With superconducting and silicon qubits, vac-

uum comes from pumps and dilution refrigeration cooling. Cold atoms require only 100W for the 

ultra-vacuum pump plus about 300W for its cooling at 4K. Trapped ions systems use heating strips 

covering the vacuum chamber with a process that can take weeks. This is a fixed cost because when 

vacuum is in place, heating is stopped, and vacuum remains stable during computations. 

 

557 This is the thesis of Joni Ikonen, Juha Salmilehto and Mikko Mottonen in Energy-Efficient Quantum Computing 2016 (12 pages). 

558 This cooling power usually doesn’t take into account the cost of cooling the water circulating in the cryostat compressor. 

https://arxiv.org/pdf/1609.02732.pdf


Understanding Quantum Technologies 2022 - Quantum computing engineering / Quantum technologies energetics - 261 

Computer control is used with all types of qubits. They all require one to three control servers that 

drive the qubit gates and readout devices by exploiting compiled quantum software, that transforms 

qubit gates into low-level instructions for qubits initialization, control and readout. These servers are 

networked, either on premise or in the cloud and via conventional network switches. They represent 

a limited fixed cost with an estimated consumption of between 300W and 1 kW. Part of the control 

computing could be moved into the cryostat for superconducting and electron spin qubits, in order to 

implement autonomous error correction codes. The control computer would then only drive logical 

qubits and not the physical qubits of the configuration. 

Error correction is an important parameter that will condition the power consumption of a quantum 

computer. The key parameter is the ratio between the number of physical qubits and logical qubits, 

which depends on physical qubit fidelities. The higher this one is, the lower the ratio of physical/log-

ical qubits. It also depends on the algorithm size and its target performance. To perform LSQC (large 

scale quantum computing), the number of qubits to control will be multiplied and generate high en-

ergy consumption. However, error correction codes may run up against another wall: the scale de-

pendence of qubit noise. Namely, qubit gates and readout fidelities usually decrease with the number 

of qubits. 

This may have the consequence of reversing the effect of increasing the number of qubits used in 

error correction. The error rate of logical qubits gates then increases, instead of decreasing559. The 

same problem arises with surface codes although their overhead seems lower than with concatenated 

codes. For error correction codes to be effective, the error rate of qubits should be at least ten times 

lower than their current level. In addition, we must also consider the fact that quantum algorithms are 

executed thousands of times and their result are then averaged. This increases the power drain of a 

quantum computation because it extends its duration by three orders of magnitude, at least, for the 

time being. In their work modelling a full-stack energetic cost of a superconducting qubits computer, 

Fellous-Asiani, Whitney, Auffèves et al found out that, from the energetic footprint standpoint, it is 

way more efficient to use room temperature electronics than cryo-CMOS due to the overhead cost of 

their cooling. This result moves the scalability burden cost on the wiring and its multiplexing. On top 

of that, control electronics have an energetic bill that is much bigger than the cryogeny used for the 

electronic components sitting in the cryostat (cables, filters, attenuators, qubit chipsets, circulators, 

amplifiers). 

Many of these quantum computer components have a variable energy cost depending on the number 

of qubits, including the cryogenic side. Indeed, the electronics embedded in cryostats release heat in 

approximate proportion to the number of physical qubits used. This heat must be evacuated within 

the cryostat. The consumption of the control electronics also generally depends on the number of 

qubits. It seems that, up to a thousand qubits, this control electronics is a fixed cost for cold atoms. 

Only vacuum creation and the control computer seem to be fixed costs. 

In the entrepreneurial scene, it’s interesting to observe that the total power consumption of a quantum 

computer recently starting to become a selling point, although not yet being perceived as being an 

important one. For example, AQT (trapped ions) explain that their 20-qubit system can be attached 

to a regular 220V/110W plug with their <2kW power drain, similar to a kitchen oven. Pasqal is using 

a similar selling point for its Fresnel quantum simulator. 

Creating a scalable quantum computer is clearly an optimization problem taking into account many 

energetic constraints. Qubits systems that operate at cryogenic temperature are constrained by the 

cryostat cooling power and by the heat released within the cryostat. 

 

559 This is what comes out of Limitations in quantum computing from resource constraints by Marco Fellous-Asiani, Jing Hao Chai, 

Robert S. Whitney, Alexia Auffèves and Hui Khoon Ng, PRX Quantum, November 2021 (8 pages). 

https://journals.aps.org/prxquantum/pdf/10.1103/PRXQuantum.2.040335
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Superconducting and silicon spins qubits are the most challenging for that respect. Heat is generated 

by the inbound cable microwave attenuation filters and in the qubit readout related microwave am-

plifiers. In addition, the part of microwave generation and readout systems that is integrated in the 

cryostat have their own thermal footprint. All this must fit into the current thermal budget of the 

cryostats that is currently limited to 1W at the 4K stage and to about 25 μW at the lower 15 mK stage. 

We will probably be able to create even more powerful cryostats with more pulse heads and as dilu-

tions with a gain of an order of magnitude for the available cooling power. Other optimizations can 

be implemented to increase the available cooling power at very low temperature with getting closer 

to the theoretical Carnot efficiency. which seems possible with large cryostats. These are still con-

straints for the scalability in number of qubits, particularly for LSQC (large scale quantum computers) 

which will require millions of physical qubits! 

Several options are investigated to reduce the power consumption of the qubits-related classical elec-

tronics. An interesting one is superconducting components such as those from SeeQC. D-Wave has 

integrated its own superconducting controls in its own quantum processor. With cryo-CMOS control 

electronics, the heat dissipation is greater. 

 
Figure 256: current quantum computers total power and decomposition. (cc) Olivier Ezratty, 2022. 

The other way to be less constrained is to run the qubits at higher temperatures. This is what is possible 

with silicon spin qubits, which only require a temperature between 100mK and 1K instead of 15 mK 

for superconductors. This increases the thermal budget for the control electronics at the qubit stage. 

Some significant engineering is required to optimize a multi-parameter system, at least with super-

conducting and silicon spin qubits: 

1. Physical scalability requires putting as much as possible qubits control electronics inside the 

cryostat… but it is not efficiency energy wise unless control electronics are of the superconduct-

ing breed (SFQ). 

2. These electronics thermal dissipation is constrained by the available cryostat cooling power. 

3. Two paths must be investigated simultaneously: increase the available cryostat cooling power 

and reduce these electronics thermal footprint as low as possible. 
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4. Find an efficient way to handle digital communication between the inside and outside of the 

cryostat. Fiber optics, wireless, multiplexing, up/down signal conversions, whatever! 

5. Look at various ways to reduce qubits power drain, with optimizing their own quantum ther-

modynamics, particularly when implementing error correction codes. It can also come from algo-

rithm and compiler designs. Reducing the number of physical qubits per logical qubits is an option 

pursued for example with bosonic codes and cat-qubits who are self-correcting flip errors. 

6. With scale-out solutions involving connecting several quantum computing processing units with 

some microwaves and photonic links, look at the energetic footprint of this connectivity, on top 

of its probable impact on qubit links fidelity. 

Energetic cost of distributed architectures 

The temptation is great to create ever larger quantum computers, with giant cryostats in the case of 

superconducting qubits, like we’ll see with IBM and Google’s roadmaps. Another approach would be 

to create distributed architectures of quantum computers linked together by quantum connection 

based on entangled photons, a choice made by IonQ with their trapped ions qubits, noticeably because 

it is difficult to scale these qubits beyond a couple dozens. 

In theory, this would make it possible to create computing clusters that, seen from the outside, would 

create a single computer, a bit like a large classical server cluster. 

This will be conditioned by the capability of converting qubits states to photons qubits states and by 

the resulting qubit connectivity between the various quantum processors units of this quantum cluster. 

But this is not just about “connecting” qubits. Interconnect architectures are about creating fragile 

entangled states between qubits using the intermediary of photons. These may create some statistical 

overhead on their own, which has to be boiled in for both assessing the real obtained quantum com-

puting scalability and the related energetic footprint. 

Use cases energetic assessment 

Another longer-term question deserves to be asked: does the potential energetic advantage of quantum 

computing depend on algorithms and applications? What will happen if and when quantum compu-

ting becomes widespread? Are we finally going to create a new source of energy consumption that 

will be added to existing sources, which are already growing fast in the digital world? What will be 

its impact? How can it be limited? 

At this stage, it is too early to have a clear idea. Answers will largely come from the emergence or 

not of quantum solutions for volume applications, such as autonomous vehicle routing or personalized 

health solutions. 

Without volume-oriented applications, quantum computers will be dedicated to niche applications 

equivalent to those of current supercomputers, which are mainly used in fundamental and applied 

research or for public services like weather forecasts. 

On their end, volume applications will only be achievable once the quantum computing scalability 

will work and millions of low-noise qubits can be operated. This scalability will probably come from 

fixing some of energetic consumption issues of quantum computing. And we’ll close the loop! 

Then, we’ll have to look at the externalities of these applications and potential Jevon’s effects. Namely, 

some new solutions will have a given quantum computing energetic cost but may help reduce the 

environmental footprint in other domains like in transportation. If it’s well balanced, that’s fine. If, 

on the other hand, the externalities are not positive, like, say in finance portfolio optimization tasks, 

you will have to think about it. 
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Economics 

Given we are at the very early stage of the quantum computing era, it’s still difficult to assess the 

economics of this industry. It’s too small to generate economies of scale giving some indications on 

the cost and price of a regular quantum computer. Still, we can make some projections based on a 

couple assumptions. 

The only “priced” quantum computers on the market today are coming from D-Wave. Their units are 

priced at  about $14M. They have sold only a few of these. Most D-Wave customers are using D-

Wave computers sitting on the cloud either with D-Wave itself or with Amazon. Some customers pay 

in excess of $200K per year to benefit from a premium access to these machines. As far as we know, 

the other “volume” manufacturer of quantum computers is IBM, but they haven’t sold any unit so far, 

at least publicly. They installed a couple ones in Germany, South Korea, Japan and Canada in their 

own facilities, to serve these markets through various local research, university and industry partners. 

The rest is provided through their own cloud services. 

One can economically make a distinction between cost (of R&D, goods and manufacturing), price 

(how much is it sold or rented) and value (what value is it bringing to customers, particularly, com-

pared with existing classical computing solutions). Right now, the equation is simple: costs are high, 

prices are high as well when computers are sold (particularly superconducting qubits ones) and value 

is low at this point, and is positioned in the educational and proof-of-concept realms. 

A quantum computer cost and price depend on several parameters including its underlying R&D, bill 

of materials of off-the-shelf and custom-designed components, manufacturing and integration costs, 

economies of scale, marketing and sales costs, the cost of maintenance and consumables if any, and 

finally, the manufacturer's profit. The higher the sales volume, the greater the economies of scale. 

Volumes are currently very low given most quantum computers are just prototypes that are not yet 

useful for production-grade applications. 

At some point, when and if we reach some quantum advantage threshold, useful applications will 

emerge. It will first target niche b2b and government markets560. Then, when applications and inno-

vation ramp-up, we may have a larger number of corporate users. It will justify scaling manufacturing 

capacities. R&D fixed costs will then be easier to amortize with volume. Cost of goods may also 

decrease, particularly if technology progress can help get rid of the complicated wirings and electron-

ics that we have today in some of these devices. 

Let's look one by one at the major hardware components of a quantum computer looking at how it 

will benefit from economies of scale: 

• Control computer(s): these are standard rack-mounted servers as well as the associated network-

ing connection. These are the most generic parts of a quantum computer. 

• Chipset: quantum registers chipsets are the cornerstone of electron-based quantum computers, 

such as with superconducting and electron spin qubits. Even if they are manufactured in CMOS 

or similar technologies, their manufacturing volume is very low. Economies of scale are therefore 

almost non-existent. You don’t need such components with cold atoms and trapped ions qubits. It 

is replaced by specialized optical components to direct the laser beams controlling the qubit atoms. 

With NV centers, chipsets can be cheap to manufacture if done in volume. 

 

560 Some economists think that quantum computers may offer an economic advantage compared to classical computing even without 

reaching a computing advantage, thanks to asymmetries in cost structures. This still is conjecture based since these economists didn’t 

really analyze the real possibility of pre-quantum-advantage NISQ computers to bring any usefulness. The proposed model is only 

based on economies of scale and the effects of competition. See Quantum Economic Advantage by Francesco Bova, Avi Goldfarb and 

Roger G. Melko, National Bureau of Economic Research, February 2022 (28 pages). 

https://www.nber.org/system/files/working_papers/w29724/w29724.pdf
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• Electronic components: these are used to create, process, transmit and send the quantum gate 

signals to the qubits. Their technology depends on the type of qubit. These signals are microwaves 

for superconducting and electron spins qubits, laser-based photons for cold atoms and trapped 

ions, and some other varieties of electro-magnetic signals otherwise. Standard and expensive la-

boratory equipment are used for microwave generations such as those from Rohde&Schwarz. 

More integrated equipment is sold by companies like Zurich Instruments, Qblox, Quantum Ma-

chines and Keysight. It’s using customized FPGA and rather standard electronic components. 

When these tools are miniaturized as ASICs running at room temperature or cryo-CMOS running 

at temperatures below 4K, their small economies of scale make it rather expensive. 

• Cabling: niobium-titanium superconducting cabling used to feed superconducting and electron 

spin qubits with microwaves are very expensive, costing about $3K each. And we need about 

three such cables for each and every qubit. This drives high-costs for manufacturing supercon-

ducting and electron-spin based qubits systems. The main companies providing these cables are 

Coax&Co and Delft Circuits. 

• Cryogenics: these are standard systems but marketed in low volumes. They can cost up to $1M 

for superconducting and silicon qubits. Their cost is one to two orders of magnitude lower for the 

cryogenics of components such as photon qubits. Large cryostats use an enclosed cooled system 

with many cylindrical layers of protection, a GHS (gas handling system), a compressor (such as 

those coming from CryoMech and Sumitomo) and another compressor used to cool the water 

feeding the primary compressor. 

• Consumables: in quantum computers operating at very low temperatures, there is at least some 

liquid nitrogen and gaseous helium 3 and 4. The latter two are not consumables and operate in a 

closed circuit in dry dilution systems. It’s still expensive. 

• Casing: this is about steel, glass and design with some specifics linked to vibrations isolation. 

As quantum technologies mature, some cost structures will increase and others will decrease. Econ-

omies of scale will do the rest. We can therefore forecast that the $15M D-Wave computer price tag 

will remain for some time in the top range of quantum computers prices, at least at superconducting 

qubits. Some computers will be less expensive than $1M. In practice, many quantum computers will 

be usable as resources in the cloud and at a more moderate cost. This is what IBM, Rigetti, D-Wave, 

Microsoft and Amazon (with third-party machines for the latter two) are already offering. Microsoft 

and Amazon quantum cloud pricing is already quite high. Then, one can wonder about its added value. 

Quantum uncertainty 

Estimating if and when scalable and useful quantum computers will be available is a difficult art and 

science. The opinion spread between optimists and pessimists is quite large. Some entrepreneurs ex-

pect to achieve miracles in less than one decade while some scientists, on the other hand, think that 

this will never happen. In between, other scientists are moderately optimists and expect the wait to 

last at least a couple decades. Let’s look at these various opinions. 

Optimism 

Google said it achieved quantum supremacy in October 2019. It was not a true supremacy since their 

Sycamore setting was doing no programmable computing solving a specific problem. It was found 

later that, due to the qubit noise in their system, it was relatively easy to emulate it on a classical 

server cluster, and discussed here in this book, starting page 694. So much for any quantum supremacy 

or advantage! It was the same with the so-called boson sampling experiments quantum advantages 

coming from China in 2019 and 2020. These were unprogrammable random photon mixers. Later 

boson sampling experiments in 2021 and 2022, like withy Xanadu, were programmable, but did not 

show a practical computing advantage. 
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As published in their 2020 roadmaps, Google, IBM and Amazon expect to achieve true quantum 

supremacy relatively quickly and create a quantum computer with 100 logical qubits in less than a 

decade. 

Kenneth Regan thought in 2017 that an industry vendor - probably Google - would claim to have 

reached quantum supremacy in 2018 and that it would quickly be contradicted by the scientific com-

munity561. This happened in 2019 and the contradictions came fast. That was quite a good prediction! 

For the specialists who can dissect their scientific publications, the view is obviously more nuanced, 

especially concerning the reliability of the qubits they generate. They communicate a lot about their 

efforts to reduce the noise of qubits to make them more reliable562. 

Alain Aspect does not see any strong scientific obstacle preventing the creation of reliable quantum 

computers. He believes that the uncertainty is mostly a technological and engineering one, but that it 

will take a few decades to create one reliable advantage-grade quantum computer. However, there is 

nothing to prevent this process from being accelerated, if it is fueled by good talent and public/private 

investments. John Preskill has the same opinion: it will work, but it will take several decades. Nico-

las Gisin estimates that the pace to quantum usability is accelerating 563. Jian-Wei Pan is even more 

optimistic, forecasting some regular quantum advantage before 2027 564. 

Optimists also include the many hardware quantum computing startups, all with solutions that are 

expected to work on a large scale within the next five years. They are found in all types of qubits: 

superconductors (IQM, QCI), electron spins (Quantum Motion, SQC), cold atoms (Pasqal, Atom 

Computing, ColdQuanta, QuEra), trapped ions (IonQ, Quantinuum, Universal Quantum) and photons 

(PsiQuantum which predicts one million qubits in less than five to ten years, Orca Computing, Quan-

dela, Xanadu). 

At last, you have ultra-optimists like Michio Kaku, a Japanese physicists turned into a futurist and 

best-selling author and who cocreated the string field theory seems affected by a variant of the Nobel 

disease. His upcoming book “Quantum Supremacy”, to be published in 2023, predicts that quantum 

computing will soon “solve some of humanity's biggest problems, like global warming, world hunger, 

and incurable disease”. That’s a little overpromising! 

Pessimism 

Pessimism comes from a few researchers, who are not necessarily specialized in the field in which 

they express themselves. Above all, they are pessimistic about the ability to fix the noise that affects 

qubits, whatever their type565. 

The first and best-known of these pessimists is the Israeli researcher Gil Kalai who believes that we 

will never be able to create quantum computers with a low error rate566. According to him, we cannot 

create stable quantum computers because of the noise that affects the qubits. This is illustrated in the 

scale below in Figure 257, which sets the lowest reasonably achievable noise level well above the 

level required to create a scalable quantum computer. 

 

561 In Predictions we didn't make, January 2018. 

562 See The Era of quantum computing is here.Outlook: cloudy by Philipp Ball, in Science, April 2018. 

563 See Quantum computing at the quantum advantage threshold: a down-to-business review by A.K. Fedorov, Nicolas Gisin, Sergei 

Beloussov et al, March 2022 (55 pages). 

564 See Jian-Wei Pan Sees Routine Quantum Advantage Within Five Years by Matt Swayne, The Quantum Insider, February 2022. 

565 See The different forms of quantum computing skepticism by Boaz Barak, 2017. 

566 See Why Quantum Computers Cannot Work, 2013 (60 slides) illustrating How Quantum Computers Fail: Quantum Codes, Corre-

lations in Physical Systems, and Noise Accumulation, 2011 (16 pages) and The Argument Against Quantum Computers by Katia 

Moskwitch, February 2017. Gil Kalai declares: "My expectation is that the ultimate triumph of quantum information theory will be in 

explaining why quantum computers cannot be built". 

https://rjlipton.wordpress.com/2018/01/02/predictions-we-didnt-make/
https://www.wired.com/story/the-era-of-quantum-computing-is-here-outlook-cloudy
https://arxiv.org/abs/2203.17181
https://thequantuminsider.com/2022/02/07/jian-wei-pan-sees-routine-quantum-advantage-within-five-years/
https://windowsontheory.org/2017/10/30/the-different-forms-of-quantum-computing-skepticism/
https://www.math.ucdavis.edu/~deloera/TEACHING/VIDEOS/Kalai-Lectures/hkD.pdf
https://arxiv.org/abs/1106.0485
https://arxiv.org/abs/1106.0485
https://www.quantamagazine.org/gil-kalais-argument-against-quantum-computers-20180207/
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He is working on the creation of some mathematical model that would prove the impossibility of 

overriding these errors, even with quantum error correction codes. In 2022, he published another 

paper to prove his point, with a philosophical approach related to the notion of free will567. 

        
Figure 257: Gil Kalai’s quantum computing errors complexity scale. 

Another skeptic of quantum computing is the Mikhail Dyakonov (born in 1940 in the USSR) who 

works in the Charles Coulomb Laboratory (L2C) of the CNRS and the University of Montpellier in 

France. He detailed his views in an article at the end of 2018, which he later turned into a book568. 

His argument is more intuitive but less documented than the work of Gil Kalai569. 

We also have Serge Haroche for whom universal quantum computing is an unreachable dream, also 

because of that damned noise. On the other hand, he thinks that the path of quantum simulation, 

especially based on cold atoms, is reasonable and realistic. 

Xavier Waintal (CEA-IRIG in Grenoble, France) also has serious reservations about the possibility 

of creating large-scale quantum computers. Here again, the culprit is noise. His reasoning is based on 

physical explanations different from those of Gil Kalai. Qubit operations are relying on very complex 

n-body quantum problems and error correction codes generally deal with only two types of errors 

(flip, phase) but not with all sources of error. He recommends exploiting the mean-fields theory which 

allows to model the complex interactions between qubits and their environment570. These are very 

fundamental questions to address. I’d say his arguments are both the most documented I’ve seen but 

which, well used, may fuel interesting research to find solutions. 

Cristian Calude and Alastair Abbott point out that the advantage of the main quantum algorithms 

usable in practice would generate a modest quadratic acceleration (square root of classical computing 

time) that could be achieved on classical computers with heuristic approaches571. 

Quantum skepticism is also evident in Ed Sperling's November 2017 review of the field, which 

included a reminder of all the obstacles to be overcome572. 

 

567 See Quantum Computers, Predictability, and Free Will by Gil Kalai, April 2022 (33 pages). 

568 See The Case Against Quantum Computing, 2018. He even made a short book about it, Will We Ever Have a Quantum Computer?, 

2020 (54 pages, free download). As well as a debate on the subject launched by Scott Aaronson in Happy New Year! My response to 

M. I.Dyakonov. See also Skepticism of Computing by Scott Aaronson who dissects 11 objections on quantum computing capabilities. 

See also Noise stability, noise sensitivity and the quantum computer puzzle by Gil Kalai, 2018 (1h04mn). 

569 See a response to this argument in The Case Against 'The Case Against Quantum Computing' by Ben Crige, January 2019 and a 

highly documented response from Scott Aaronson in Happy New Year! My response to M. I. Dyakonov, 2013. 

570 See What determines the ultimate precision of a quantum computer? by Xavier Waintal, 2017 (6 pages) that we have already men-

tioned. Xavier Waintal has notably developed classical algorithms for the simulation of N-body problems. They are used by various 

teams of researchers in condensed matter physics, notably those working on topological matter and Majorana fermions. They run on 

laptops and supercomputers. 

571 In The development of a scientific field by Alastair Abbott and Cristian Calude, June 2016. 

572 In Quantum Madness by Ed Sterling, November 2017. 
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error rate.

γ : error rate level required to 
demonstrate a practical quantum 
supremacy.

β  : error rate required to implement 
quantum error correction.

α : error rate required to create a 
scalable quantum computer.
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https://www.researchgate.net/publication/340940709_Will_We_Ever_Have_a_Quantum_Computer
https://www.scottaaronson.com/blog/?p=1211
https://www.scottaaronson.com/blog/?p=1211
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https://www.youtube.com/watch?v=oR-ufBz13Eg&feature=youtu.be&t=21m26s
https://www.hpcwire.com/2019/01/09/the-case-against-the-case-against-quantum-computing/
https://www.hpcwire.com/2019/01/09/the-case-against-the-case-against-quantum-computing/
https://scottaaronson.blog/?p=1211#comment-59962
https://arxiv.org/abs/1702.07688
http://www.quantumforquants.org/quantum-computing/limits-of-quantum-computing/
https://semiengineering.com/quantum-madness/
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Leonid Levin (a Russian scientist who defined the NP complete complexity class in 1973) and Oded 

Goldreich (an Israeli professor in computer science from the Weizmann Institute) are other quantum 

computing skeptics mentioned by Scott Aaronson in Lecture 14: Skepticism of Quantum Computing. 

Another argument against scalable quantum computing deals with the computational state vector am-

plitudes values becoming tiny as the number of qubits grows. After just applying a set of H gates on 

N qubits, this amplitude becomes 1/2N for each computational basis state in the qubits register. It 

becomes quite small as N grows beyond 50. Are these values corresponding to some physical observ-

able that would have a value way below the physical error rate in the system? Or even below some 

physical Planck constant? Well, this is good food for thought. 

At least, the computational state vector always has a norm of 

1. And the physical observables in the system remain based on 

the individual qubits basis states | ⟩ and |1⟩. 

Managing uncertainty 

One key challenge is to make a distinction between scientific 

unfeasibility, scientific uncertainty and technological uncer-

tainty. This set of uncertainties raises existential questions 

about how to manage such a long innovation cycle. When should we invest? When are market posi-

tions being settled? Is fundamental research decoupled from industrialization? Is quantum computing 

a simple engineering matter? Or, on the other hand, will it be impossible to control very large swaths 

of maximally entangled physical qubits? 

Note that the pessimists quoted above are not Americans and most of the optimists are. Is there a 

cultural bias here? These variations in innovation and economic cultures have an impact on industry 

approaches. Major IT companies such as IBM, Google, Intel, Amazon and Microsoft can fund quan-

tum computing R&D investments with a very long-term vision. They have the profitability, the cash 

and the ability to attract skills to do so. You may still note that, at this point in time, these large IT 

vendors have not yet engaged in a startup acquisition spree like they did in the fields of artificial 

intelligence and other emerging technologies. 

 
Figure 258: a compilation of the putative equivalents of Moore’s law in quantum computing. They all need updates! Otherwise, you 

can’t prove there’s a real ongoing acceleration of progress in quantum computing science and technology. 

Rose law (2003)
“quantum Moore’s law"

error ratesqubits stability time

number of reliable operations

qubits coherence time

not yet applicable to qubits numbers

not follow-up since 2016

“For me, the most important 

application of a quantum com-

puter is disproving the people 

who said it’s impossible. The 

rest is just icing on the cake.” 

Scott Aaronson 

2019. 

https://www.scottaaronson.com/democritus/lec14.html
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Well-funded startups such as D-Wave, Rigetti, IonQ, PsiQuantum, OQC and IQM can also adopt a 

fairly long-term view, even if it still depends on their ability to commercialize quantum computer 

prototypes and to attract long-term oriented investors. The corresponding amounts are not necessarily 

crazy. 

The engineering problems to be solved deal with qubits materials and manufacturing techniques, 

quantum error correction, control electronics, large-scale cryogenics and of course algorithmic and 

software advances. The required approach is multidisciplinary with mathematics, fundamental quan-

tum physics, thermodynamics and chemistry, and finally, code, including machine learning which is 

notably used for qubits calibration. 

We can try to extrapolate the evolutions of the last ten years in quantum computing. When he was the 

co-founder of D-Wave, Geordie Rose enacted in 2003 his own equivalent of Moore's empirical law, 

Rose's Law, predicting a doubling every year of the number of qubits in a quantum computer, as show 

in Figure 258. Since 2007, D-Wave delivered well on this promise but the progress has been sluggish 

for gate-based quantum computers. 

Most of these charts have not been up-

dated and some even include numbers 

corresponding to nonoperational sys-

tems like Google’s 2018 72-qubit Bris-

tlecone or IonQ’s 129 qubits which 

never saw the day of light. You then un-

derstand why you must be cautious 

when interpreting these “exponential 

charts” with looking at a similar chart 

created in 2015 that positioned NMR 

qubits as best-in-class fort their scalabil-

ity potential573 . In reality, NMR qubits 

didn’t really scale well. 

Some exponential law can however be 

observed in the evolution of other oper-

ating parameters of quantum computers 

such as the stability time of qubits, their 

error rate and the number of consecutive 

operations performed reliably 574 . Re-

cently, Rob Schoelkopf from Yale Uni-

versity created his own law showcasing 

the progress with superconducting 

qubits coherence times and gates fideli-

ties and times. 

 
Figure 259: a chart with number of qubits per technology and year, as of 2015. It 
gave the impression, back then, that NMR qubits were the most scalable. They 

are not! Source: Recent advances in nuclear magnetic resonance quantum 
information processing by Ben Criger, Gina Passante, Daniel Park and Raymond 

Laflamme, The Royal Society Publishing, 2015 (16 pages). 

I tried to understand why the predictions of creating viable quantum computers were always quite 

long-term, between 5 and 50 years. One of the answers comes from the length of cycles in the asso-

ciated research and manufacturing processes. 

 

573 See Recent advances in nuclear magnetic resonance quantum information processing by Ben Criger, Gina Passante, Daniel Park 

and Raymond Laflamme, The Royal Society Publishing, 2015 (16 pages). 

574 Some of the diagrams below come from the Technical Roadmap for Fault-Tolerant Quantum Computing, a UK report published in 

October 2016 and from this other source. 

https://www.fanaticalfuturist.com/2016/08/quantum-computing-roses-law-is-moores-law-on-steroids/
https://royalsocietypublishing.org/doi/10.1098/rsta.2011.0352
https://royalsocietypublishing.org/doi/10.1098/rsta.2011.0352
https://royalsocietypublishing.org/doi/10.1098/rsta.2011.0352
https://www.nqit.ox.ac.uk/sites/www.nqit.ox.ac.uk/files/2016-11/NQIT%20Technical%20Roadmap.pdf
https://www.nqit.ox.ac.uk/sites/www.nqit.ox.ac.uk/files/2016-11/NQIT%20Technical%20Roadmap.pdf
https://riverlane.io/wp-content/uploads/twoQtop-1184x662.png
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For example, creating a prototype silicon-based qubit chipset takes up to nine months of manufactur-

ing with up to 160 manufacturing steps. After this manufacturing process, component characterization 

and packaging stage add more time. 

Components characterization qualitatively tests and selects the manufactured components. This can 

last up to a month and in the best case down to a week. Then, to carry out the tests, the thermalization 

of the computer takes about 24 hours and the change of the chipset to be tested takes at least 3 to 7 

hours as we’ll discovered in the section on cryogenics, page 473. 

 
Figure 260: Rob Schoelkopf charts on progress with superconducting qubits coherence times and gates fidelities and times, Twitter 

source (didn’t find a better one), August 2020. 

The design to manufacturing whole cycle lasts about 2,5 years. Finally, the test & learn cycles are 

often very long, much longer than with software! This long cycle may be shorter with other solid-

state qubits like supercomputing qubits, and also with photon qubits for which semiconducting pho-

tonic circuits are also required. 

Challenges ahead 

Whether you are an optimist or a pessimist with regards to the advent of scalable quantum computers, 

you need to adopt an educated view of the challenges ahead. Over time, as my understanding of these 

challenges was growing, I tended to shift from “optimism” to “neutralism” or, at least, to being a 

“documented optimist”. Some of the challenges ahead are indeed enormous. 

Xavier Waintal uses the scale 

shown in Figure 261, with 5 

difficulty levels, to build a 

quantum computing machine. 

It positions where we are right 

now and the challenges ahead. 

It goes beyond large scale 

computing given some quan-

tum memory would be man-

datory for some key algo-

rithms like QML and HHL. 

 
Figure 261: Source: Xavier Waintal. 

My chart in Figure 262 goes into some details with laying out some of these challenges, most of 

which being covered extensively in various parts of this document. 

Two things come to mind: one is that quantum computers scalability is the most challenging issue to 

tackle with. If quantum computing capacity is known to theoretically scale exponentially with the 

number of qubits, you may wonder whether the scale challenge itself is also an exponential one. 

adapted from a Xavier Waintal presentation in 2020

difficulty scale technology use cases examples

1 quantum simulator 

(analog-no gates)

quantum simulations D-Wave, Pasqal

2 gates-based analog 

systems, low fidelity

system validation

NISQ algorithms

Google, IBM, Rigetti, …

3 gates-based analog 

systems, low fidelity

variational calculations in 

quantum chemistry

Possibly PsiQuantum

4 ideal quasi-deterministic 

gates-based systems 

(FTQC/LSQ)

factoring large numbers, 

exact quantum chemistry

TBD

5 4 + quantum memory quantum machine 

learning, linear algebra 

(HHL)

TBD

https://twitter.com/jjgarciaripoll/status/1295752348124553217
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One way to grasp it is to look at IBM and Google’s progress with their superconducting qubits. It’s 

been sluggish since 2019 with 72/127 qubits, given that most benchmarks show that only fewer than 

20 qubits are practically usable575. There’s still some hope with bosonic codes and cat-qubits which 

could limit the logical/physical scaling overhead. Also, scale-out options with qubits interconnect 

options using microwaves or photons are interesting but have their own scalability challenges. Other 

qubit types like electron spins and photons also look promising. 

 
Figure 262: a map of the various challenges to make quantum computing a practical reality. (cc) Olivier Ezratty, 2021. 

The second challenge deals with real algorithms speedups. Not all algorithms showcase an exponen-

tial theoretical speedup. Grover’s algorithm speedup is only polynomial. All non-exponential 

speedups may end-up being useless due to their implementation cost. The trick of the trade is that all 

speedups are theoretical but not yet practical. Another way to look at this is to envision, even with 

moderate algorithms speedups, an energetic advantage for quantum computing, as discussed in the 

related part that we just saw, starting on page 249. 

These speedups are never documented with taking into account all the quantum computing food 

chain: data preparation, oracle operations, quantum memory access when it is required, quantum error 

correction, non-Clifford group quantum gates generation (particularly for all algorithms using a quan-

tum Fourier transform, and there are many) and the number of shots/runs required (with or without 

quantum error corrections). 

I wish somebody did produce such evaluations with actual and projected data on these different as-

pects of gate-based quantum computing, even if it brings bad news! When bad news travel fast, fixes 

arrive faster, if there are any! And this is valid for the dominant wave of NISQ hybrid algorithms. 

One broader challenge for the industry is to spur developer creativity for the design of even more 

algorithms and ways to assemble many quantum algorithms to create innovative solutions. 

In the end, it looks like quantum simulators may be one very viable short-term option but we also still 

lack data to prove it. Some algorithms are being evaluated to run on these quantum simulators, like 

the ones from Pasqal and ColdQuanta but they have only been tested so far on classical computers 

emulators. The quantum software ecosystem will have to look at this! 

 

575 See one example here from Google with experiments on Sycamore stopping at 20 qubits: Efficient and Noise Resilient Measure-

ments for Quantum Chemistry on Near-Term Quantum Computers by William J. Huggins et al, Google AI, June 2020 (17 pages). 
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Quantum annealing and photonic coherent Ising machines could also bring their share of hope. The 

debate is still out to assess what is the quantum advantage of D-Wave with its latest annealer genera-

tion, relying on their 5000 qubits Pegasus chipset. 

I still count on two things to reach quantum computing scalability and practicality. One is the great 

diversity of paths chosen by scientists and entrepreneurs. I have never seen so many variations in 

hardware technologies than in the quantum space. This creates a sort of fault-tolerance for innovation. 

The second, more generally, is I still believe and bet on scientists and engineers’ creativity to solve 

these highly complicated problems. It is still a very generic commonplace reasoning that has not much 

value per se. 

 

Quantum computing engineering key takeaways 

▪ A quantum computer is based on physical qubits of different nature, the main ones being superconducting qubits, 

electron spin qubits, NV centers, cold atoms, trapped ions and photons. They all have pros and cons and no one is 

perfect at this stage. Future systems may combine several of these technologies. 

▪ Many key parameters are required to create a functional quantum computer. It must rely on two-states quantum 

objects (qubits). These must be initializable and manipulable with a set of universal gates enabling the implemen-

tation of any linear transformation of qubit states. Qubits must be measurable at the end of algorithms. Their co-

herence time must allow the execution of a sufficient number of quantum gates. Decoherence and errors must be 

as low as possible. 

▪ Most quantum computers are composed of several parts: the qubit circuit (for solid-state qubits), vacuum enclosures 

(particularly with cold atoms and trapped ions) or waveguides (photons), usually housed in a cryogenic vacuum 

chamber (with the exceptions of photons and NV centers), some electronics sending laser rays or coaxial cables 

guided microwaves or direct currents onto qubits and a classical computer driving these electronic components. 

▪ Since qubits are noisy, scientists have devised quantum error correcting schemes. These rely on creating logical 

“corrected” qubits composed of a lot of physical qubits, up to 10,000. This creates huge scalability challenges, 

many of them with classical enabling technologies like cabling, electronics and cryogeny. The science of quantum 

error correction, quantum error mitigation (a new section in this edition) and fault-tolerant quantum computing is 

a realm in itself. 

▪ Many quantum algorithms also require some form of quantum memory, either for data preparation and loading 

(such as with quantum machine learning) or to access efficiently classical data (such as with oracle based algorithms 

like a Grover search). These quantum memories don’t exist yet. 

▪ The energetic cost of quantum computing is both a potential benefit but also an immense challenge, particularly 

when a large number of physical qubits are required to create large scale fault-tolerant computers. All components 

must be carefully designed to take into account the cryogenic cooling power as well as the available space to house 

cabling and cryo-electronics. This explains the creation of the Quantum Energy Initiative by Alexia Auffèves, Oliv-

ier Ezratty and Robert Whitney, which creates a community of researchers and industry vendors and organizations 

working collectively on this topic. 

▪ The economics of quantum computers are still uncertain due to their immaturity and the current low manufacturing 

volume. Uncertainty is also strong with regards to the feasibility of scalable quantum computers. The scalability 

challenges ahead are enormous. One of them is to benefit from actual algorithm speedups when including all end-

to-end computing operations. 



Understanding Quantum Technologies 2022 - Quantum computing hardware / Quantum uncertainty - 273 

Quantum computing hardware 

In a bottom-up approach, we’ve covered successively the basics of quantum physics, the mathemati-

cal aspects of gate-based quantum computing, then quantum computing engineering and enabling 

technologies. Let’s now move to the last stack, quantum computers, with focusing on their specifics 

depending on the types of physical qubits they are using. We are dealing here with all sorts of players: 

public research laboratories, large established companies as well as startups. 

 
Figure 263: a map of key research lab and industry vendors in quantum computing hardware per qubit type. (cc) Olivier 

Ezratty, 2022. Qubits drawing source: Scientists are close to building a quantum computer that can beat a conventional one 
by Gabriel Popkin in Science Mag, December 2016. I consolidated the logos lists since 2018. It’s incomplete for the research 

labs at the bottom but rather exhaustive for the vendors at the top. 

There number startups in this inventory keeps growing, in Figure 263. They do not shy away from 

Google and IBM. There are not many Chinese startups yet. For the moment, the country's investments 

in quantum computing are concentrated in well-funded public research like with Jian Wei-Pan’s giant 

lab in Hefei and with large cloud companies like Baidu, Alibaba and Alibaba. Notice that Chinese 

labs are missing in the chart. There are eight main categories of quantum computers grouped into 

three categories: 

Atoms: 

• Trapped ions found in particular at IonQ, a spin-off from the University of Maryland, as well as 

at Honeywell and the Austrian startup Alpine Quantum Technologies. 

• Cold atoms like rubidium, cesium and strontium are used by Pasqal, QuEra, ColdQuanta and 

Atom Computing to create both analog quantum computers and gate-based quantum computers. 

• Nuclear Magnetic Resonance, which is nearly abandoned as a path for quantum computing, 

NISQ or beyond despite one China company selling a desktop version for educational use cases. 

Electrons: 

• NV centers with only a few industrial players like Quantum Brilliance. Most NV centers appli-

cations are in quantum sensing. 
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• Superconducting effect qubits are used in IBM's, Google, Rigetti, OQC and IQM quantum com-

puters as well as in D-Wave quantum annealers. This is a broad category with Josephson qubits 

(transmon, fluxonium, coaxmon, unimon, ...) and photon cavities-based qubits using supercon-

ducting control qubits (cat-qubits, GKP) with Alice&Bob, Amazon, Nord Quantique and QCI. 

• Quantum dots spins qubits pushed notably by Intel, Quantum Motion, SQC, C12, Archer and 

the consortium between CEA-Leti CNRS Institut Néel and CEA-IRIG in France. There are many 

variations there as well. 

• Topological qubits with the hypothetical Majorana fermions from Microsoft whose existence is 

yet to be proven. Other topological qubits avenues are investigated in research laboratories at the 

fundamental research level. 

Flying qubits: 

• Photon qubits, with a lot of variations like with the use of MBQC architectures to circumvents 

the difficulty to handle two-qubit gates and the limited computing depth of flying qubits, boson 

sampling and coherent Ising machines. The current main photon qubit vendors are PsiQuantum, 

Xanadu, Orca Computing and Quandela. 

• Flying electrons, a separate track of qubits, with no commercial vendor yet involved in it. It’s a 

fundamental research field. 

Solid-states qubits usually refer to the electron qubits category with superconducting and electron 

spin qubits. However, trapped ions and photon qubit also rely on semiconductor circuits for their 

operations. But the “ions” are flying above their control circuits and the photons are circulating in 

nanophotonic circuits. 

 
Figure 264: figures of merit per qubit type. Best gate time covers only the electronics drive part but not the whole classical drive 
computing time. Best T1 is the best qubit relaxation time. (cc) Olivier Ezratty, 2022. Data sources: cold atoms (ColdQuanta summer 
2022, In situ equalization of single-atom loading in large-scale optical tweezer arrays by Kai-Niklas Schymik, Florence Nogrette, 
Antoine Browaeys, Thierry Lahaye et al, PRA, August 2022 and Ultrafast energy exchange between two single Rydberg atoms on a 
nanosecond timescale by Y. Chew et al, Nature Photonics, 2022 (7 pages)), trapped ions (Trapped Ion Quantum Computing: Progress 
and Challenges, 2019, Materials Challenges for Trapped Ion Quantum Computers, 2020, Infineon, IonQ and Quantinuum), silicon 
(Roadmap on quantum nanotechnologies, 2020), superconducting (IBM papers), NV centers (Quantum computer based on color 
centers in diamond, 2021). I list only the most demanding two qubit gates and readouts fidelities. Cold atoms systems are usually 
simulators, but data pertains to gate-based implementations. 
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Many of the commercial companies in this panorama are associated with American or European re-

search laboratories. Google collaborates with the University of Santa Barbara in California, IBM and 

Microsoft with the University of Delft in the Netherlands, and IBM with the University of Zurich, 

among other publicly funded research organizations. 

These categories of technologies have different levels of maturity. Superconducting qubits are the 

most proven to date. Trapped ions are best-in-class with regards to fidelity and connectivity but do 

not scale well. Neutral atoms are starting to scale better. Linear optics and NV centers have also some 

difficulties to scale. Electron spin-based systems could scale but are less mature. Finally, Majorana 

fermions are still in limbo. But other qubit types are looming around and may become promising 

(other topological materials, Silicon Carbide, etc.). Creating assessment on the maturity of these tech-

nology pertains more to weather forecast than climate change predictions. Meaning, while you can 

forge some ideas on the relative maturity of these technologies with a short term view, it’s much 

harder to make sound predictions in the longer term. For example, scaling these various technologies 

face very different challenges. As such, the table in Figure 264 is a sketchy and probably highly ques-

tionable comparison between these different qubits, particularly with cold atoms which are so far, 

used in quantum simulation mode and not gate-based architectures. 

Another way of comparing qubit classes is to look at where the industry bucks are going. I created 

the chart below in Figure 265 with doing some guesswork on how much was invested by the large IT 

companies (IBM, Google, Microsoft, Amazon, Intel). But again, investors are not necessary in posi-

tion to guess which technology will really scale. 

 
Figure 265: fuzzy logic assessment of industry investments per qubit type mixing capital investment for startups and internal 

investments for legacy companies. LTD=life to date. UQ = Universal Quantum. OI = Oxford Ionics. cc Olivier Ezratty, 2022. 

These numbers are approximate and if you have some information to correct or update it, I’ll take it! 

For startups, it’s easier and consolidate the amount publicly raised either in venture capital or through 

a SPAC (for D-Wave, IonQ and Rigetti). What do you learn from this chart? That superconducting 

qubits are kings, followed by trapped ions and photon qubits. Therefore, silicon and cold atoms qubits 

seem under invested. Both because it seems Intel has not yet invested much in silicon qubits that have 

a rather low TRL and since not large company invested in cold atoms. I would seriously advise not 

to determine future winners based on these amounts. 

There is so much scientific and technology uncertainty! Some solutions even not in this chart could 

show up in the future, either in the topological qubits space, beyond Microsoft’s sole endeavor, or 

with SiC and other variations of spin cavities (beyond NV centers which don’t show up in the chart 

due to the very small amount raised by the couple startups from this field). 
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Another summary view, below, shows how various qubit types have use cases beyond quantum com-

puting and even, within the three paradigm of quantum computing with all qubit types being usable 

for quantum simulations although it seems it is only available with neutral atom qubits with commer-

cial vendors. Photons, cavity spins and cold atoms have the broadest use cases given they have many 

applications in quantum sensing. Silicon qubits seem to have a narrower usage scope but don’t dis-

count them too soon. They may showcase one of the best scalability potential for quantum computing. 

 
Figure 266: qubit types and their use cases in all quantum computing paradigms and on telecommunications and sensing. Orange 

means: less commonplace and/or harder to implement. (cc) Olivier Ezratty, 2022. 

At last, here is a summary of the scalability challenges faced by the main qubit types around (I left 

aside topological and NV centers qubits). All these topics are detailed in this part576. 

 
Figure 267: the various pathways to scalability in quantum computing per qubit type. (cc) Olivier Ezratty, 2022. 

 

576 See 2022 Roadmap for Materials for Quantum Technologies by Christoph Becher et al, February 2022 (38 pages) which provides 

an overview of many qubit types and their various challenges. 
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Quantum annealing 

Quantum annealing is a particular quantum computing paradigm and technology that is also based on 

quantum physics and qubits but works entirely differently compared to gate-based quantum compu-

ting as we’ll detail here. It has characteristics and performance levels that are intermediate between 

traditional supercomputers and general-purpose (fault-tolerant) gate-based quantum computers. D-

Wave is the main commercial player in this category. Some research laboratories are also involved in 

quantum annealing but not as many as those involved in the different types of gate-based quantum 

computers. 

In the 2000s, the interest in Shor’s factoring algorithm created more traction for gates-based quantum 

computing, at the expense of quantum annealing. Ironically, the largest integer factoring (of 6 digits: 

376,289) by a quantum processor was achieved in 2018 on a D-Wave quantum annealer and not with 

Shor’s algorithm on a gate-based system and it is still the record to date577. 

History 

The quantum annealing paradigm (QA) is an optimization process for finding the global minimum of 

a given objective function by a process using quantum fluctuations and the tunnel effect578. It is mostly 

used for solving problems like combinatorial optimization problems where the search space is discrete, 

with many local minima. It is still usable for chemical simulations and non-discrete problems. 

The idea to implement quantum annealing using quantum tunnelling effect came first in 1988 and 

1989 in Italy and Germany579. It was then perfected in Japan by Tadashi Kadowaki and Hidetoshi 

Nishimori in 1998 with the “introduction of quantum fluctuations into the simulated annealing pro-

cess of optimization problems, aiming at faster convergence to the optimal state. Quantum fluctua-

tions cause transitions between states and thus play the same role as thermal fluctuations in the con-

ventional approach. The idea is tested by the transverse Ising model, in which the transverse field is 

a function of time similar to the temperature in the conventional method. The goal is to find the ground 

state of the diagonal part of the Hamiltonian with high accuracy as quickly as possible”580. 

As described in Wikipedia: “Quantum annealing starts from a quantum-mechanical superposition of 

all possible states (candidate states) with equal weights. Then, the system evolves following the time-

dependent Schrödinger equation […]. The amplitudes of all candidate states keep changing, realizing 

a quantum parallelism, according to the time-dependent strength of the transverse field, which causes 

quantum tunneling between states. If the rate of change of the transverse field is slow enough, the 

system stays close to the ground state of the instantaneous Hamiltonian. The transverse field is finally 

switched off, and the system is expected to have reached the ground state of the classical Ising model 

that corresponds to the solution to the original optimization problem”. In here, what is a “transverse 

field”? It is a transverse magnetic field that is applied in an homogenous way on qubits and then 

slowly decreased to control the evolution of the Ising model581. 

A year after Tadashi Kadowaki and Hidetoshi Nishimori’s paper, D-Wave was created in Canada and 

it produced its first commercial annealer 13 years later, in 2012. But Japan did not surrender to the 

idea to create annealing industry solutions. 

 

577 See Quantum Annealing for Prime Factorization by Shuxian Jiang et al, 2018 (9 pages). 

578 Source: https://en.wikipedia.org/wiki/Quantum_annealing 

579 See A numerical implementation of quantum annealing by S. Albeviero et al, University of Milan, July 1988 (10 pages) which refers 

to Quantum stochastic optimization by Bruno Apolloni et al, 1989 (12 pages). 

580 See Quantum annealing in the transverse Ising model by Tadashi Kadowaki and Hidetoshi Nishimori, 1998 (9 pages). 

581 An Ising model is a statistical physics model created to solve problems of simulation of ferromagnetic and para-magnetic materials 

associating particles having two state levels (a magnetic moment +1 or -1) which are linked together. 

https://d-nb.info/1175785180/34
https://en.wikipedia.org/wiki/Quantum_annealing
https://www.researchgate.net/publication/250309136
https://doi.org/10.1016%2F0304-4149%2889%2990040-9
https://arxiv.org/abs/cond-mat/9804280
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It took the form of a digital annealer created by Fujitsu and plans by NEC to create a quantum an-

nealer. Also, many Japanese software startups are dedicated to quantum annealing. 

At some point, John Martinis was working on creating a quantum annealer at UCSB but the idea was 

abandoned in favor of gate-based superconducting qubits when he started working at Google in 

2004582. In Europe, Qilimanjaro (Spain) is in the process of creating a quantum annealer that would 

have greater capacities than the ones from D-Wave. 

In 2000, Edward Farhi et al from the MIT created an algorithm to solve a SAT problem using adia-

batic evolution which is considered an algorithmic cornerstone of quantum annealing583. 

In 2013, Google and NASA set-up a joint quantum computing lab, QUAIL, and toyed with D-Wave 

systems. It drove some awareness on the first supposed and oversold “quantum advantage” in 2015. 

Quantum annealing and D-Wave drove relatively bad press in the quantum community. They oversold 

their capacity and didn’t explain well how it worked. Things fared better starting in 2017 and 2020 

with their latest 2000 and 5000 qubit releases. 

Science 

We must start here with explaining the following schema which connects the (quantum) adiabatic 

theorem and the various forms of digital simulated and quantum annealing: 

• The adiabatic theorem states if you are in the ground state of a slowly varying quantum system, 

you stay in the ground state. It was created by Max Born and Vladimir Fock in 1928. 

• The diabatic theorem is related to quick Hamiltonian evolutions and can be implemented in gate-

based quantum computing although a recent proposal emerged to implement it with a quantum 

annealer using a locally managed transverse field584. 

• It can be implemented to solve various optimization and simulation problems in three manners:  

o Classically digitally with a simulated annealer (including Fujitsu’s digital annealers),  

o With a quantum annealer (D-Wave). 

o With a gate-based quantum computer, using a time discretization of the system Hamil-

tonian evolution. 

• Quantum annealing is faster than digital annealing as found in a 2022 benchmark585. It was also 

found that digitized simulated annealing can be used for more efficient integer factoring on NISQ 

QPUs than with Shor’s algorithm586. 

• Quantum annealing is implemented with converting an optimization problem into a generic 

QUBO optimization problem (Quadratic unconstrained binary optimization) which itself can be 

turned into solving an Ising model on a quantum annealer. 

• Reverse annealing uses classical methods such as simulated annealing to find a trivial solution 

and find better solutions using quantum annealing. This has been recently implemented with D-

Wave annealers and is more efficient than classical quantum annealing. 

 

582 See the thesis Superconducting flux qubits for high-connectivity quantum annealing without lossy dielectrics by Christopher M. 

Quintana, 2017 (413 pages), directed by John Martinis who was then at Google. 

583 See Quantum Computation by Adiabatic Evolution by Edward Farhi, Jeffrey Goldstone, Sam Gutmann and Michael Sipser, MIT 

and Northwestern University, 2000 (24 pages). 

584 See Locally Suppressed Transverse-Field Protocol for Diabatic Quantum Annealing by Louis Fry-Bouriaux et al, UCL October 

2021 (18 pages). 

585 See Benchmarking Quantum(-inspired) Annealing Hardware on Practical Use Cases by Tian Huang et al, March 2022 (35 pages). 

586 See Digitized Adiabatic Quantum Factorization by Narendra N. Hegade, Enrique Solano et al, November 2021 (10 pages). 

https://escholarship.org/content/qt9844c3h3/qt9844c3h3.pdf
https://arxiv.org/abs/quant-ph/0001106
https://arxiv.org/abs/2105.11163
https://arxiv.org/abs/2203.02325
https://arxiv.org/abs/2105.09480
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Figure 268: from the adiabatic theorem to quantum annealing. (cc) Olivier Ezratty, 2022. And some references found in Adiabatic 

quantum computation by Tameem Albash and Daniel A. Lidar, 2018 (71 pages). 

Quantum annealing starts with preparing a system of interconnected qubits with establishing links 

between them using weights that are defined by couplers, a bit like in neural networks used in artificial 

intelligence. It sets the relative qubits connections energy in the longitudinal field (z) and the absolute 

qubits energy as a linear coefficient or bias on each qubit. These values ℎ  and 𝐽 𝑗 are discretized de-

pending on the capabilities of the DACs integrated in the chipset. It was using a 4 bit encoding in the 

first commercial D-Wave systems with values ranging from -1 to +1 by steps of 1/8. The precision of 

these DACs has since then improved with each new generation of D-Wave annealer. 

 
Figure 269: uncovering a quantum annealing Hamiltonian. (cc) Olivier Ezratty, 2022. 

The system is then initialized with setting the qubits at | ⟩, a perfect superposition between | ⟩ and 

|1⟩, corresponding to the lowest-energy state of the system, also called the tunneling Hamiltonian. 
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The annealing process then takes place with progressively reducing this magnetic transverse field 

down to zero, which, thanks to the quantum tunnel effect, will drive the system to an equilibrium state 

that corresponds to a minimum energy level. In the equations in Figure 269, it means reducing the 

value of scalar A(s) and increasing the value of B(s) accordingly, usually not linearly. This leads to 

automatically modifying the values of the qubits (spin up or down in the z direction) towards a result 

that corresponds to the solution of the submitted problem. This annealing process is a magnetic equiv-

alent of a classical thermal annealing. 

From the mathematical standpoint, the system Hamiltonians ℋ𝑝  ℋ𝑆 and ℋ𝑛 described in Figure 269 

are square matrix operators of dimension 2N, N being the number of used qubits. The 𝜎𝑗
𝑧 notation in 

the Ising and annealing Hamiltonian are somewhat confusing. It is actually the tensor product of the 

identity operator for all qubits non equal to j and the Pauli z operator for the given qubit j, as follows. 

A Pauli operator is a 2x2 matrix equivalent to the X, Y and Z single-qubit gates from gate-based 

quantum computing. Thus, 𝜎𝑗
𝑧 is a simplified notation of the whole tensor product of dimension 2N, 

the full version being the following, Ik being identity matrices of dimention 2x2 for all k between 1 

and N at the exception of j: 

𝜎𝑗
𝑧 = I ⨂⋯⨂ 𝐼j− ⨂𝜎𝑗

𝑧⨂ 𝐼𝑗+ ⨂⋯⨂ 𝐼N 

The same can be said of the product 𝜎 
𝑧𝜎𝑗

𝑧 which is also a tensor product of dimension 2N using the 

following equation with Ik for all k between 1 and N at the exception of i and j: 

𝜎 
𝑧𝜎𝑗

𝑧 = I ⨂⋯⨂ 𝐼i− ⨂𝜎 
𝑧⨂ 𝐼i+ ⨂⋯⨂ 𝐼𝑗− ⨂𝜎𝑗

𝑧⨂𝐼j+ ⨂⋯𝐼N 

System Hamiltonian matrix eigenvalues are the possible energy levels of the system. The annealing 

process has the effect of maintaining the system in its minimum energy level. It doesn’t compute these 

eigenvalues but finds the qubit spin values (𝜎 
𝑧) that are minimizing the Hamiltonian. Another nota-

tion of the effect of quantum annealing is to find the combination of N spins noted �̂� that minimizes 

the Hamiltonian. The searched space is Ω𝑁 that contains all N combinations of -1 and +1:  −1  1 𝑁. 

�̂� =  rg min
𝜎⊂Ω 

 ∑ℎ𝑖 𝜎 
𝑧       ∑𝐽 𝑗  𝜎 

𝑧𝜎𝑗
𝑧 

𝑁

 <𝑗

𝑁

 =0

 

At the end of the annealing, the qubits state is read and generates a +1 or a -1 for each of them 

depending on the direction of the magnetic flux of the superconducting loop (and, by the way, we 

don’t care about it being a QND – aka non demolition - measurement). As a result, the solved problem 

search space is discrete and finite. The process is however iterative with several annealing passes and 

results being averaged. Like with gate-based quantum computing, the process is also probabilistic, 

and not just because noise gets involved with an unknown time-evolving Hamiltonian ℋ𝑛 𝑡 . 

 
Figure 270: quantum annealers pros and cons. (cc) Olivier Ezratty, 2022. 
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There are variations in this model’s implementation with regards to the qubits coupling mechanism. 

It can be made on one degree (z for D-Wave) or two and three degrees of freedom (x, y and z, in a 

so-called Heisenberg model) like what Qilimanjaro (Spain) is planning to implement. 

Qubit operations 

Using a quantum annealer works as described in Figure 271. Algorithms are prepared classically with 

converting the given problem into a QUBO problem that is then translated in an Ising model with 

setting up the links between qubits in the initialization process and the qubits “weights”. 

The annealing process then takes place with controlled evolutions of A(s) and B(s) as described in 

the previous chart, with tuning the magnetic transverse field affecting the qubits chipset. When s=1, 

the system proceeds with reading the qubits values +1 or -1. 

 
Figure 271: a quantum annealing computing process. Source: Quantum Annealing for Industry Applications: Introduction and 

Review by Sheir Yarkoni et al, Leiden University and Honda Research, December 2021 (43 pages). 

D-Wave qubits are niobium-based rf-SQUID exploiting superconducting current loops interrupted by 

two Josephson effect barriers that are controlled by variable magnetic fluxes. 

 
Figure 272: rf-SQUIDs used in a D-Wave quantum annealer. Source: D-Wave. 
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Taking always the example of D-Wave annealers, we can dig into how the qubits are controlled to 

prepare and handle an annealing process587. The process needs to control several parameters: 

𝐽 𝑗 the coupling between vertices Vi and Vj is controlled by DACs (digital to analog converters). 

These couplers are set with a static DC flux current applied to their compound-junction. 

ℎ    the energy between two states of qubits i is also controlled via a DAC. But other DACs  

are there to correct the drift created by the annealing process. 

A(s) is a transverse magnetic field applied to all qubits and controlled in the chipset  

by analog lines via the CCJJ DACs. 

B(s) increases over time during annealing, also controlled by CCJJ analog lines in the chipset. 

 

Figure 273: source: how D-Wave qubits are controlled at the physical level. Source: A scalable control system for a superconducting 
adiabatic quantum optimization processor by M. W. Johnson et al, 2009. 

These are optimization problems where the variables 𝐽 𝑗 can only take two values (-1 or +1 for solving 

an Ising model or 0 and 1 for solving a QUBO problem) and where they are linked together by dif-

ferent fixed parameters which are defined as floating numbers (FP32) with the boundary constraints 

−1 ≤ 𝐽 𝑗 ≤ 1 and − ≤ ℎ ≤  . However, the related DACs introduce significant sampling noise due 

to their sampling rate with a couple hundred different steps. In the end, the precision of the data of 

the problem to be solved is much lower, probably below one single byte. We’re far from high-preci-

sion floating point scientific computation. It should be mentioned that D-Wave systems require fre-

quent recalibration. 

The initialization of a D-Wave 2000Q takes 25 ms, the annealing itself usually lasts 20 μs but can be 

extended to 2 ms, and readout time is 260 μs. If we repeat the annealing process a thousand times, we 

end-up running the whole thing in less than a second. Between each run, some time was required to 

enable heat dissipation, with the chipset temperature rising to 500 mK with early generations of D-

Wave annealers. 

 

587 The electronics architecture of superconducting qubits control is described in A scalable control system for a superconducting adi-

abatic quantum optimization processor by M. W. Johnson et al, 2009 (14 pages) and Architectural considerations in the design of a 

superconducting quantum annealing processor by P. I. Bunyk et al, 2014 (9 pages). 

x6 in D-Wave 2000Q
x15 in D-Wave Advantage
X20 in D-Wave Zephyr (next
gen) topology

compound-
compound-Josephson 

junction (CCJJ) provides two 
additional degrees of 

freedom per qubit used for 
correct junction imbalance 
and to evolve A(s) and B(s)

tuning during annealing to keep 
balance between s and s. 5 DACs per qubits

15 coupling DACs per qubits in Pegasus
DACs have 300 or 400 steps

source:  A scalable control 
system for a superconducting 

adiabatic quantum optimization 
processor by M. W. Johnson et 

al, 2009.

https://arxiv.org/abs/0907.3757
https://arxiv.org/abs/0907.3757
https://arxiv.org/abs/0907.3757
https://arxiv.org/abs/0907.3757
https://arxiv.org/abs/1401.5504
https://arxiv.org/abs/1401.5504


Understanding Quantum Technologies 2022 - Quantum computing hardware / Quantum annealing - 283 

The initialization signals of the Hamiltonian 

are multiplexed and sent in digital format 

from the outside to the chip. A chipset re-

quires an order of magnitude of 𝑂 √𝑁
3

  ex-

ternal control lines for N qubits, using sig-

nals multiplexing. 

This greatly simplifies the cabling of the 

cryogenic enclosure of the computer com-

pared to the superconducting IBM and 

Google computers, as shown in the adjacent 

illustration of a 2000Q. Most of what can be 

seen in the intermediate stages in the cryo-

stat corresponds to the dilution cryogenics 

system. 
 

Figure 274: Inside a D-Wave system, with the cryostat open. Source: D-
Wave. 

Annealers don’t need to send microwave pulses to qubits and thus, avoid the related coaxial cables 

used in gate-based superconducting qubits. Some of the magic comes from the integrated DC ramp 

pulses generation circuits that are sitting in the quantum chip. These circuits use SFQ components 

implementing DACs, basically superconducting transistors using Josephson junctions close to those 

of the qubits. Still, these components are noisy and may contribute to the noise affecting the qubits in 

this architecture588. 

Research 

Let’s mention some research work beyond what D-Wave is doing. 

Quantum annealing was explored in 2016 by the IARPA agency in its Quantum-Enhanced Optimi-

zation (QEO) project, which aimed to create an adiabatic computer void of some of the limitations 

from D-Wave, particularly in terms of connectivity and quality of qubits. Appropriately, in view of 

IARPA's mission, the goal was to accelerate the production of quantum computers capable of execut-

ing Shor's integer factoring algorithm to break the public keys coming from intercepted communica-

tions. This project was folded into DARPA’s QAFS project (Quantum Annealing Feasibility Study) 

in February 2020 which produced a 25 coherent annealer system. 

Stanford University is also working on quantum annealing. In 2016, they created a prototype pho-

tonic based annealer with 100 qubits having an all-to-all connectivity (so... 10,000 connections)589. 

This connectivity is what makes such a system “coherent”. This research was still going on in 2021 

and involves NTT in Japan. 

At last, the H2020 European project AVaQus (Annealing-based VAriational QUantum processorS) 

launched in October 2020 brings together five research laboratories (Institut de Física d'Altes Ener-

gies of Barcelona, Karlsruhe Institut für Technologie (KIT) of Karlsruhe, CNRS Institut Néel in 

France, the University of Glasgow and the Consejo Superior de Investigaciones Científicas in Ma-

drid), associated with three startups Delft Circuits (Netherlands), Qilimanjaro (Spain) and HQS 

(Germany). The project is scheduled to end in 2023 and got a funding of €3M, independently of the 

Quantum Flagship program. 

 

588 See Analog errors in quantum annealing: doom and hope by Adam Pearson, 2019 (9 pages). 

589 See A fully-programmable 100-spin coherent Ising machine with all-to-all connections by Peter L. McMahon, Yoshihisa Yamamoto 

et al, 2016 (9 pages). 

https://www.nature.com/articles/s41534-019-0210-7.pdf
http://nlo.stanford.edu/system/files/mcmahon2016.pdf
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Vendors 

We’ll of course start with D-Wave and will follow-on with Qilimanjaro and NEC. 

 
Located in Vancouver, D-Wave (1999, Canada, $724M + SPAC) was for a 

very long time the only supplier of commercial quantum processors. 

D-Wave was created by Geordie Rose (their first CTO and for some time also their CEO590), Haig 

Farris, Bob Wiens and Alexandre Zagoskin, formerly in charge of research. Geordie Rose received 

his PhD in Materials Physics in the mid-1990s from the University of British Columbia. The creation 

of D-Wave is a direct result of this work. He met Haig Farris during his studies while the latter was 

teaching economics. 

It took D-Wave eight years to prototype its first chip containing four qubits and a total of 13 years to 

sell their first quantum computer, the D-Wave One. During these years, they raised $31M, then $1.2M 

in 2012 from InQTel, the CIA's investment fund. In 2011, D-Wave signed a partnership with Lock-

heed Martin, which does some work for the NSA. All in all, the startup went through 13 rounds of 

funding, ending with a SPAC finalized in 2022! 

In February 2022, D-Wave announced its own SPACification via the dedicated investment fund  

DPCM Capital created by Eric Schmidt (former Google, now SandboxAQ chairman), Peter Dia-

mandis (Singularity University), Shervin Pishenar (Hyperloop One founder)591. They were to raise 

$340M, including $40M coming from a Canadian pension fund, PSP Investments. Were also involved 

Goldman Sachs and NEC Corporation. This valued the company at $1.6B which was IPOed in August 

2022. They have another funding source with $150M coming from Lincoln Park Capital. Public fi-

nancial information uncovered that in 2021, D-Wave revenue was $11M with losses of $59M. The 

company expects a fast growth starting in 2025, generating a $551M turnover in 2026. As of early 

2022, they had a staff of 180 including 36 PhDs and a 200 patents portfolio. 

 
Figure 275: timeline of D-Wave’s history. (cc) Olivier Ezratty, 2022. 

 

590 Co-founder Geordie Rose then created Kindred.ai, a startup that aims to integrate General Intelligence (GIA) into robots. He leaved 

Kindred.ai in 2018 to create Sanctuary, a spin-off of Kindred, dedicated to AGI, the quest for the Holy Grail of general artificial 

intelligence. 

591 See their February 2022 investor presentation (25 slides). 
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D-Wave's 2021 management team is quite different. Only one of the co-founders is still part of it, Eric 

Ladizinsky, who is their Chief Scientist. The CEO from 2009 to 2020 was Vern Brownell. Their CTO 

Alan Baratz joined the company in 2017 and became CEO in 2020. 

Although quantum annealing accelerators have technical limitations compared to general-purpose 

quantum computers, they have the advantage of being available and are surrounded by a strong soft-

ware ecosystem. However, most of the 250+ case studies solutions published by D-Wave and their 

customers and partners seem to be proofs of concept. Few seem to have been deployed, be production-

grade, or at least provide a proven quantum advantage over classical computing. D-Wave has devel-

oped its end-to-end quantum annealing computer solution. It is the first full-featured quantum com-

puter in history with a design that allows it to be easily integrated into a clean room. 

Their roadmap has progressed steadily with the first three generations of prototypes created between 

2007 and 2009 and then, starting from 2012, five generations of commercial computers, starting with 

the D-Wave One in 2012 with 128 qubits, the D-Wave 2000Q in 2017 with 2048 qubits and 128,000 

Josephson junctions on a (5.5 mm)2 chipset and a list price of $15M, up to the D-Wave Advantage 

with the Pegasus chipset launched in September 2020 with 5,640 qubits and one million Josephson 

junctions592, each qubit being coupled to 15 other qubits compared to 6 in the 2000Q593. It allows 

more complex problems to be solved with an equivalent number of qubits. It is a performance given 

gate-based superconducting qubits have a 1 to 3 (IBM) to 1 to 4 (Google) connectivity at best. The 

Pegasus chipset is larger, being a square of 8,5 mm. It is manufactured in the USA in Skywater’s 

cleanrooms (formerly a Cypress Semiconductor fab) located in Bloomington, Minnesota. The em-

bedding graph or qubits connectivity is branded a chimera their D-Wave 2000Q annealers and a Peg-

asus graph for their D-Wave Advantage annealers594. 

   
Figure 276: evolution of D-Wave’s qubit connectivity. And their chipset manufacturing process. Source: D-wave. 

 

592 See Quantum annealing with manufactured spins by Mark Johnson et al, 2011 (6 pages) which outlines the D-Wave process. As 

well as Technical Description of the D-Wave Quantum Processing Unit by D-Wave, 2020 (56 pages) and related supplemental infor-

mation (19 pages). The Pegasus architecture from the D-Wave advantage is described in Next Generation Quantum Annealing System 

by Mark Johnson, March 2019 (27 slides) and in Next-Generation Topology of D-Wave Quantum Processors by Kelly Boothby et al, 

2019 (24 pages). See D-Wave Announces General Availability of First Quantum Computer Built for Business by D-Wave, September 

2020. 

593 The chimera uses cells with 8 qubits with internal and external couplings. It has 4 internal couplings within cells and 2 external 

couplings in pre-Pegasus chipsets and 12 internal and 3 external couplings in Pegasus chipsets. 

594 D-Wave's chimera matrix requires a conversion process of its qubit mesh problem. This process is so far mostly exploited for 

problems that fit well with this qubit organization. For an arbitrary optimization problem, the conversion gives a result that is not 

convincing in terms of efficiency and acceleration. This is what emerges from the work of Daniel Vert, then PhD student at CEA LIST, 

in On the limitations of the chimera graph topology in using analog quantum computers by Daniel Vert, Renaud Sidney and Stéphane 

Louise, CEA LIST, 2019 (5 pages) and in Revisiting old combinatorial beasts in the quantum age: quantum annealing versus maximal 

matching by the same authors, October 2019 (36 pages). D-Wave’s chimera structure limits the way a QUBO or other optimization 

problem can be converted into an Ising problem solvable with D-Wave’s chimera structure. 

https://www.researchgate.net/publication/51117464_Quantum_annealing_with_manufactured_spins
https://docs.dwavesys.com/docs/latest/doc_qpu.html
https://static-content.springer.com/esm/art%3A10.1038%2Fnature10012/MediaObjects/41586_2011_BFnature10012_MOESM280_ESM.pdf
https://static-content.springer.com/esm/art%3A10.1038%2Fnature10012/MediaObjects/41586_2011_BFnature10012_MOESM280_ESM.pdf
https://www.dwavesys.com/sites/default/files/5_mwj_qubits_2019.pdf
https://www.dwavesys.com/sites/default/files/14-1026A-C_Next-Generation-Topology-of-DW-Quantum-Processors.pdf
https://arxiv.org/abs/2003.00133
https://www.researchgate.net/publication/332957168_On_the_limitations_of_the_chimera_graph_topology_in_using_analog_quantum_computers
https://arxiv.org/abs/1910.05129
https://arxiv.org/abs/1910.05129
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In October 2021, D-Wave made significant announcements as part of their Clarity roadmap with an 

upcoming Advantage 2 generation codename Zephyr with 7000 qubits to be released by 2024 (with 

a first 500-qubit prototype which was delivered in June 2022), a 20-way qubits connectivity in a new 

graph architecture595. They announced also the future release of a gate-based QPU that will be imple-

mented in a separate (flux-based) multi-layer superconducting processor architecture, starting with 

60 and then 1000 qubits to implement error correction. They plan to use surface code QECs and to 

use some combination of RSFQ and other cryo-electronics to control these qubits. They could be 

highly differentiated for that respect and only challenged by other superconducting qubit vendors 

partnering with SeeQC. 

How about error rates? They are not computed the same way as gate-based single and two qubit gate 

fidelities. The error rate is measured as a precision with the Ising model parameters, which is about 

2% given the DACs precision596. The high-error rate of D-Wave annealing systems can be mitigated 

with some quantum error correction technique, created in 2019597 and more recently in 2022 for post-

processing error correction598 and machine learning aided error correction599. 

Other researchers found that the thermal noise involved in the annealing process could be used as a 

resource to enable faster and more reliable computations, involving the curious process or reverse 

annealing600. It could help finding a better solution than an existing solution already computed with a 

regular annealing process. 

The qubits operate at 10 to 15 mK like all gate-based superconducting qubits. The cryostat is thus the 

same, using a dry dilution system. Cryogeny consumes about 16kW out of a total of 25kW. The re-

maining 9kW is related to traditional computer control systems that are outside the cryostat. The 

cryogenic part includes an enclosure with five layers of magnetic isolation. 

So, what is quantum in D-Wave? Beyond the many Josephson junctions used in their chipset, it comes 

from the tunnelling effect that allows the system to quickly search for a global energy minimum of 

an N-body system601. It is coupled with superposition of the qubit states. According to D-Wave, the 

system also uses entanglement, which is poor and probably circumvented to nearest neighbor qubits. 

This has been questioned by some scientists602. 

Algorithms designed for classical gate-based quantum computers can theoretically be converted into 

algorithms executable on D-Wave and vice versa at a maximum polynomial time overhead cost, 

which can be substantial603. However, a similar problem will require many more qubits with D-Wave 

than with a universal quantum computer. 

 

595 See Zephyr Topology of D-Wave Quantum Processors by Kelly Boothby, Andrew D. King and Jack Raymond, D-Wave, September 

2021 (18 pages). 

596 The question remains open as to whether this architecture is scalable and provides a real quantum advantage. This is questioned in 

Fundamental Limitations to the Scalability of Quantum Annealing Optimizers by Tameen Albash et al, 2019. The reasons: issues of 

noise and thermodynamics. 

597 See Analog errors in quantum annealing: doom and hope by Adam Pearson et al, 2019 (16 pages). 

598 See Post-Error Correction for Quantum Annealing Processor using Reinforcement Learning by Tomasz Śmierzchalski et al, March 

2022 (14 pages). 

599 See Boosting the Performance of Quantum Annealers using Machine Learning by Jure Brence et al, March 2022 (14 pages). 

600 See Thermodynamic study of D-Wave processor could lead to better quantum calculations by Hamish Johnston, June 2020. 

601 See the review paper Quantum Annealing: An Overview by Atanu Rajak et al, India, July 2022 (36 pages). 

602 Jonathan Dowling thought in the previous reference that the only quantum effects of D-Waves were tunneling and superposition, 

but without quantum entanglement. 

603 This is documented in Adiabatic quantum computation is equivalent to standard quantum computation, 2005 (30 pages) and in How 

Powerful is Adiabatic Computation? by Wim van Dam, Michele Mosca and Umesh Vazirani, 2001 (12 pages). 

https://www.dwavesys.com/media/2uznec4s/14-1056a-a_zephyr_topology_of_d-wave_quantum_processors.pdf
http://scholar.google.com/scholar_url?url=http://books.google.com/books%3Fhl%3Den%26lr%3Dlang_en%26id%3DZ--9DwAAQBAJ%26oi%3Dfnd%26pg%3DPA120%26ots%3Dk31RBB_21F%26sig%3Dx5NQ1Un6m7bntamD0RchoSXzHeE&hl=en&sa=X&d=13650406381996275814&scisig=AAGBfm0W6Jkyu1t0aos-Ag3q77RREuZHlQ&nossl=1&oi=scholaralrt&hist=x1s8ZccAAAAJ:9078311828407294955:AAGBfm1zKDSpgrkB26Wf0C7mb92u0w3AVw
https://arxiv.org/abs/1907.12678
https://arxiv.org/abs/2203.02030
https://arxiv.org/abs/2203.02360
https://physicsworld.com/a/thermodynamic-study-of-d-wave-processor-could-lead-to-better-quantum-calculations/
https://arxiv.org/abs/2207.01827
https://arxiv.org/abs/quant-ph/0405098
https://arxiv.org/pdf/quant-ph/0206003.pdf
https://arxiv.org/pdf/quant-ph/0206003.pdf
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On a D-Wave, the number of qubits would need to be up to 32 times the number of quantum gates of 

the classical quantum algorithm but it depends on the problem604. 

According to D-Wave, their annealers can solve NP-complete problems, a category of combinatorial 

problems theoretically solved in polynomial time on D-Wave but which are solved in exponential 

time on a classical computer605, like routing problems, the traveling salesperson (TSP) problem and 

the likes. D-Wave annealers can also be used to solve statistical problems606. 

In 2017, John Preskill estimated that there is no convincing theoretical basis for the advantage of 

quantum annealing, which is one form of adiabatic quantum computing607. He thinks this architecture 

is not theoretically as scalable as general-purpose quantum computers. The arguments about D-

Wave’s annealers quantumness revolve around the low-scale coherence between qubits which may 

prevent an efficient implementation of quantum annealing608. It is also related to the limited connec-

tivity between qubits609. Others think that D-Wave systems can generate at best some quadratic ac-

celeration and not an exponential one, compared to traditional computing610. Daniel Lidar from the 

University of Southern California is investigating variations of quantum annealing algorithms that 

could solve intractable problems on classical computers611. 

D-Wave’s software development environment is Ocean, a suite of open source Python tools and li-

braries accessible via the Ocean SDK on both the D-Wave GitHub repository and in their Leap quan-

tum cloud service (that is also accessible on Amazon Braket). 

It contains a large set of libraries to solve various optimization and constraint satisfaction problems 

as described on the right. We cover it with more details later in this book in the section dedicated to 

hardware vendor software development tools. 

In October 2021, D-Wave released its Constrained Quadratic Model solver (CQM), working with 

both discrete and continuous variables. It expanded the optimization problems D-Wave’s annealers 

can solve, with up to 100.000 variable constraints612 on top of the binary quadratic model (BQM) 

solver problems defined with binary values (0,1) and the discrete quadratic model (DQM) solver for 

problems on nonbinary (multiple choices) values. 

One of the oldest and famous D-Wave publicized case study came from Google and NASA using a 

2012 D-Wave annealer to solve an optimization and combinatorial problem in a graph whose algo-

rithm was designed in 1994. 

 

604 From "Automatically Translating Quantum Programs from a Subset of Common Gates to an Adiabatic Representation" by Malcolm 

Regan et al, seen in Reversible Computation, conference proceedings, 11th International Conference, RC 2019, Lausanne, Switzerland, 

June 2019 (246 pages). 

605 See Practical Annealing-Based Quantum Computing by Catherine McGeoch et al of D-Wave, June 2019 (16 pages) which makes 

an inventory of the benefits of quantum annealing computing, especially in terms of the size of the problems to be solved, which should 

be neither too small because they are trivial, nor too large because they must then be broken down into sub-problems that are manage-

able with the capacity of current D-Wave processors. It seems that the problems to be solved must have global minimums and local 

minimums, the first being difficult to find with classical methods. 

606 See Applications of Quantum Annealing in Statistics by Robert C. Foster, 2019 (30 pages). 

607 In Quantum Computing for Business, 2017 (41 slides). 

608 See How "Quantum" is the D-Wave Machine? by Seung Woo Shin, Umesh Vazirani et al, 2014 (8 pages). 

609 See the example of Phase-coded radar waveform AI-based augmented engineering and optimal design by Quantum Annealing by 

Timothé Presles et al, Thales, August 2021 (9 pages). In this use case, no quantum advantage can be seen with D-Wave due to limited 

qubits connectivity. 

610 This was the opinion of Jonathan P. Dowling in Schrödinger's Killer App - Race to Build the World's First Quantum Computer by 

Jonathan P. Dowling, 2013 (445 pages), pages 208 to 216. 

611 See his Adiabatic quantum computing page on USC Quantum Computation and Open Quantum Systems web site. 

612 See Hybrid Solver for Constrained Quadratic Models, 2021 (8 pages). 

https://b-ok.cc/book/5244341/592c41
https://www.dwavesys.com/sites/default/files/14-1036A-B_wp_Practical_Annealing-Based_Quantum_Computing%20(1).pdf
https://arxiv.org/pdf/1904.06819.pdf
http://www.theory.caltech.edu/~preskill/talks/Q2B_2017_Keynote_Preskill.pdf
https://arxiv.org/abs/1401.7087
https://hal.archives-ouvertes.fr/hal-03318130v2/document
http://web.archive.org/web/20191022011025/http:/www.phys.lsu.edu/~jdowling/publications/SchroedingersKillerApp.pdf
http://qserver.usc.edu/blog/category/topics/adiabatic-quantum-computing/
https://www.dwavesys.com/media/rldh2ghw/14-1055a-a_hybrid_solver_for_constrained_quadratic_models.pdf
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Figure 277: D-Wave Ocean software platform. Source: D-Wave. 

Google announced in 2015 that it had achieved a performance 100 million times better than that of 

traditional computers, a single core of an Intel Xeon server processors613. Like many such claims, 

they were questionable since based on a single optimized algorithm, here, a Quantum Monte Carlo 

simulating quantum tunneling on a classical computer. Critics abounded about this performance614. It 

was a first “hype” moment of quantum computing. 

 
Figure 278: how Google and NASA communicated in 2015 about the performance of a D-Wave annealer. Source: What is the 

Computational Value of Finite Range Tunneling by Vasil S. Denchev, John Martinis, Hartmut Neven et al, January 2016 (17 pages). 

 

613 In Google's D-Wave 2X Quantum Computer 100 Million Times Faster Than Regular Computer Chip by Alyssa Navarro in Tech 

Times, November 2015 and documented in What is the Computational Value of Finite Range Tunneling by Vasil S. Denchev, Sergio 

Boixo, Sergei V. Isakov, Nan Ding, Ryan Babbush, Vadim Smelyanskiy, John Martinis and Hartmut Neven, January 2016 (17 pages). 

614 Including Temperature scaling law for quantum annealing optimizers, 2017 (13 pages), which points out the limitations of quantum 

annealing. 

https://arxiv.org/pdf/1512.02206.pdf
https://arxiv.org/pdf/1512.02206.pdf
https://www.techtimes.com/articles/114614/20151209/googles-d-wave-2x-quantum-computer-100-million-times-faster-than-regular-computer-chip.htm
https://arxiv.org/pdf/1512.02206.pdf
https://arxiv.org/pdf/1703.03871.pdf
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D-Wave communicates on many other of its pilot references 615. Its web site references over 250 case 

studies, the largest number of any quantum computing vendor616. Here are a couple ones: 

• Denso, a Japanese car equipment manufacturer presented at CES 2017 in Las Vegas a system for 

optimizing a fleet of Toyota delivery vehicles. 

• Biogen, 1Qbit and Accenture did prototype in 2012 a screening solution to identify molecules 

for drug retargeting, with a problem of map staining617. It is difficult to say what this has generated 

in practice. Their partner Menten AI performs protein analysis. 

• Lockheed-Martin produced in 2014 some validation procedures for its embedded software in 6 

weeks instead of 8 months with a D-Wave and its QVTRace tool618. 

• Volkswagen simulated the operations of a cab fleet in Beijing, and also a solution to develop new 

batteries619. The solution was used in November 2019 to optimize the shuttle route at Lisbon's 

WebSummit, in partnership with Here and Volkswagen's Data:Lab in Munich. 

• NASA experimented D-Wave annealers in its joint QUAIL lab with Google in various fields, 

including the detection of exoplanets by analysis of telescopic observations using the transit 

method, as well as for various optimization and planning problems620. 

• GE Research experimented some hybrid maintenance resource allocation optimization applica-

tion. 

• Ocado, a British retailer, prototyped some optimization solution for its robots-based warehouse 

operations. 

• Los Alamos National Laboratory with Stanford University prototyped the detection of the 

formation of terrorist networks in Syria with analyzing imbalances in social networks621. 

• Volkswagen experimented quantum annealing to optimize car paint-shop processing in order to 

minimize color switching, but with no clear quantum advantage622. 

• KAIST and LG U+ in Korea used D-Wave annealers to optimize data-transfer routing using a 

fleet of low-earth orbit telecommunications satellites and a QUBO algorithm, with the help of 

Qunova Computing, a Korean quantum software startup623. 

• Researchers in Poland, Hungary, Brazil and the USA found a way to use D-Wave annealers to 

optimize trains dispatching on single-railways lines624. 

 

615 I found this inventory in Quantum Applications by D-Wave, May 2019 (96 slides). 

616 See Quantum Annealing for Industry Applications: Introduction and Review by Sheir Yarkoni et al, Leiden University and Honda 

Research, December 2021 (43 pages) which provides an overview of how D-Wave annealers are “programmed” and what kinds of 

problems it can solve. 

617 Described in Programming with D-Wave Map Coloring Problem, 2013 (12 pages). 

618 See Quantum Computing Approach to V&V of Complex Systems Overview, 2014 (31 slides) and Experimental Evaluation of an 

Adiabatic Quantum System for Combinatorial Optimization, 2013 (11 pages). 

619 See Forget quantum supremacy: This quantum-computing milestone could be just as important by Steve Ranger, December 2019. 

620 See Quantum Computing at NASA: Current Status by Rupak Biswas, 2017 (21 slides) as well as Adiabatic Quantum Computers: 

Testing and Selecting Applications by Mark A. Novotny, 2016 (48 slides). 

621 See Using the D-Wave 2X Quantum Computer to Explore the Formation of Global Terrorist Networks by John Ambrosiano et al, 

2017 (14 pages). 

622 See Multi-car paint shop optimization with quantum annealing by Sheir Yarkoni et al, September 2021 (7 pages). 

623 See KAIST & LG U+ Team Up for Quantum Computing Solution for Ultra-Space 6G Satellite Networking, KAIST press office, 

June 2022. 

624 See Quantum annealing in the NISQ era: railway conflict management by Krzysztof Domino et al, December 2021 (23 pages). 

https://www.dwavesys.com/sites/default/files/D-Wave_Webinar_280519.pdf
https://arxiv.org/abs/2112.07491
https://www.dwavesys.com/sites/default/files/Map%20Coloring%20WP2.pdf
http://www.mys5.org/Proceedings/2014/Day_3_S5_2014/2014-S5-Day3-09_Elliott.pdf
http://graphics8.nytimes.com/packages/pdf/business/quantum-study.pdf
http://graphics8.nytimes.com/packages/pdf/business/quantum-study.pdf
https://www.zdnet.com/article/never-mind-quantum-supremacy-this-quantum-computing-milestone-could-be-just-as-important/
https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20170009213.pdf
https://beyondcmos.ornl.gov/2016/documents/Session%202_talk3-Novotny.pdf
https://beyondcmos.ornl.gov/2016/documents/Session%202_talk3-Novotny.pdf
https://www.lanl.gov/projects/national-security-education-center/information-science-technology/dwave/assets/ambrosiano_dwave2017.pdf
https://arxiv.org/pdf/2109.07876.pdf
https://www.kaist.ac.kr/newsen/html/news/?mode=V&mng_no=21370
https://arxiv.org/abs/2112.03674
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• In April 2020, D-Wave opened free access to its cloud computers to researchers looking for solu-

tions to the covid pandemic19625. The solutions developed included solving optimization prob-

lems such as optimizing patient routing to hospitals in Japan, modeling the spread of the virus, 

managing nurses' schedules in hospitals, assessing the rate of virus mutation and screening mol-

ecules. It remains to be proven that D-Wave provides a real quantum advantage in solving these 

different problems. 

• In February 2021, D-Wave and Google published a study showcasing a computational advantage 

of annealing with the D-Wave Advantage for simulating some condensed matter physics, 3 mil-

lion times faster than with classical methods. It didn’t exactly describe the classical hardware that 

is being used as a reference, but it looked like a traditional Intel-based server626. These compari-

sons with a single narrow algorithm are insufficient to draw any conclusions. Another similar 

work was published in 2022 with using 2000 qubits for accurate simulations of coherent quantum 

dynamics at large scales627. This paper did show that there was indeed large scale coherence hap-

pening in D-Wave annealers, a key support to solve complex problems. 

We can also mention some recent quantum annealing algorithms: 

• Sorting lists and building search trees or heaps, which can be modeled as QUBO problems628. 

• Neural network training with using binary encoding the neural network free parameters, poly-

nomial approximation of the activation function and reduction of binary higher-order polynomials 

into quadratic ones629. 

• Parallelizing annealing on several quantum annealings with decomposing a problem graph into 

several graphs with the DBK algorithm, used for the Maximum Clique problem with 120 nodes 

and 6395 edges630. These smaller disjointed graphs are executed in a D-Wave Advantage. 

• Physical simulations of topological matter and phase change631. 

As of 2022, D-Wave had installed fewer than 10 quantum annealers at customer sites632 and operates 

more than 30 of them in its own facilities, with more than half of them dedicated to their cloud access 

offering, some of them being available through the Amazon Braket cloud offering. 

One D-Wave Advantage was ordered by the DoE Los Alamos National Laboratory in September 2019 

and deployed since then633. In January 2022, a first D-Wave (Advantage) system was deployed in 

Europe, at the Forschungszentrum Jülich Supercomputing Center. It was also the first D-Wave cou-

pled with a supercomputer as part of the Jülich UNified Infrastructure for Quantum computing 

(JUNIQ). 

 

625 See Can Quantum Computers Help Us Respond to the Coronavirus? by Mark Anderson, April 2020. 

626 See Scaling advantage over path-integral Monte Carlo in quantum simulation of geometrically frustrated magnets, February 2021 

(6 pages). 

627 See Coherent quantum annealing in a programmable 2000-qubit Ising chain by Andrew D. King et al, Nature, February-September 

2022 (24 pages). 

628 See QUBOs for Sorting Lists and Building Trees by Christian Bauckhage et al, March 2022 (6 pages). 

629 See Completely Quantum Neural Networks by Steve Abel et al, February 2022 (12 pages). 

630 See Solving Larger Optimization Problems Using Parallel Quantum Annealing by Elijah Pelofske et al, May 2022 (16 pages). See 

also Parallel Quantum Annealing by Elijah Pelofske et al, November 2021 (12 pages). 

631 See Observation of topological phenomena in a programmable lattice of 1,800 qubits, August 2018 (37 slides). 

632 Identified customers are the joint Google/NASA Quail research center, USRA (Universities Space Research Association), Lockheed 

Martin and the University of Southern California sharing one system, and Jülich Supercomputing Centre in Germany (since 2021). 

Other customers like in pharmaceutical companies are using D-Wave annealers through their Leap cloud offering. 

633 See Nuclear weapons lab buys D-Wave's next-gen quantum computer by Stephen Shankland, September 2019 and On the Emerging 

Potential of Quantum Annealing Hardware for Combinatorial Optimization by Byron Tassef et al, October 2022 (25 pages). 

https://spectrum.ieee.org/tech-talk/computing/hardware/can-quantum-computing-help-us-respond-to-the-coronavirus
https://www.nature.com/articles/s41467-021-20901-5.pdf
https://arxiv.org/abs/2202.05847
https://arxiv.org/abs/2203.08815
https://arxiv.org/abs/2202.11727
https://arxiv.org/abs/2205.12165
https://arxiv.org/abs/2111.05995
https://www.dwavesys.com/sites/default/files/31_Thurs_AM_King.pdf
https://www.cnet.com/news/nuclear-weapons-lab-buys-d-wave-next-gen-quantum-computer/
https://arxiv.org/abs/2210.04291
https://arxiv.org/abs/2210.04291
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The Julich team has published several benchmarks of various algorithms since then634. 

In summary, quantum annealing may be a technique contested by many specialists, but it has the merit 

of existing and being testable in many use cases635. It will probably make some progress with newly 

published cases running on its Advantage generation. And we are looking forward at their capabilities 

to implement gate-based superconducting qubits computing. 

 

Qilimanjaro (2019, Spain) is a startup based in Barcelona created by three 

physicists coming from different Spanish institutions (Barcelona Supercompu-

ting Center, IFAE, University of Barcelona) and with a strong international 

experience and two experienced business managers!  

The founding team assembles Jose Ignacio Latorre (Chief Science Officer, also now the Director of 

CQT in Singapore and Chief Research of CRO Quantum at TII in Abu Dhabi, went through MIT, 

CERN and Niels Bohr Institute), Pol Forn-Díaz (Chief Hardware Architect, TU Delft, MIT, Caltech 

and IQC Waterloo), Artur Garcia Sáez (Chief Software Architect, ICFO, Stony Brook), plus Víctor 

Canivell (Chief Business Officer) and Jordi Blasco (Chief Financial & Legal Officer). 

They develop their own quantum annealer based on coherent flux qubits. Their differentiation lies 

with a better qubit coherence, qubits coupling designs and qubits connectivity. 

These qubits will be first controlled by classical electronics working at room temperature. In a later 

stage, they plan to create cryogenic controls on a separate chipset. They rely on two fabs for their 

qubits designs, the one from IFAE and the one from the Institute of Microelectronics of Barcelona 

(IMB-CNM, which has similarities with the C2N in Palaiseau, France). 

In a full-stack approach, they are also developing QIBO, a quantum software platform in the cloud. 

It is the cloud operating service to run software batches on the future Qilimanjaro quantum annealer, 

classical quantum emulators and gate-based quantum computers with a design pattern to create clas-

sical/quantum hybrid algorithms. But they also plan to sell their hardware to customers willing to use 

it on-premises. 

They initially wanted to launch an ICO (initial coin offering) to fund the company when it was trendy 

but abandoned it. On top of benefiting from public grants, the company started to work for an un-

named French international company involved in logistics to develop quantum inspired optimization 

algorithms. They then established a partnership with Abu-Dhabi to help the Emirate create its Quan-

tum Research Centre at the Technology Innovation Institute (QRC-TII). They provide Abu Dhabi with 

their know-how to build the QCR research lab and team, provide access to their technology with the 

goal to sell them a multi-qubit quantum processor before 2023, and let them then become self-suffi-

cient. Jose-Ignacio Latorre became their TII’s Chief Scientist after the deal was made. In 2020, he 

also became the director of CQT in Singapore after having been a visiting professor since 2013. CQT 

may play a role first in Qilimanjaro’s software development efforts. 

Qilimanjaro also benefits from European funding through the project AVAQUS already mentioned. 

This project coordinator is Pol Forn-Díaz, head of the IFAE Quantum Computing Technologies group 

on top of his role in Qilimanjaro. It involves the superconducting team from Nicolas Roch at Institut 

Néel in Grenoble who designs the microwave amplifiers used in flux qubits readouts. 

 

634 Like Improved variational quantum eigensolver via quasi-dynamical evolution by Manpreet Singh Jattana, Kristel Michielsen et al, 

February 2022 (19 pages) and Quantum annealing for hard 2-SAT problems : Distribution and scaling of minimum energy gap and 

success probability by Vrinda Mehta, Fengping Jin, Hans De Raedt and Kristel Michielsen, February 2022 (17 pages). 

635 To learn more about D-Wave, here are their explanations about the structure of their hardware, a video explaining the structure of 

D-Wave chipsets, a video from Linus, a blogger who gets into the bowels of a D-Wave 2000Q in quite a detailed way, the video of 

Colin Williams's presentation at USI in June 2018 in Paris (33 minutes) as well as Near-Term Applications of Quantum Annealing, 

2016, an interesting Lockheed Martin presentation on the uses of a D-Wave computer (34 slides). And testimonials from their customers 

in Qubits 2017. See also Brief description on the state of the art of some local optimization methods: Quantum annealing by Alfonso 

de la Fuente Ruiz, 2014 (21 pages). 

https://arxiv.org/abs/2202.10130
https://arxiv.org/abs/2202.00118
https://arxiv.org/abs/2202.00118
https://www.dwavesys.com/tutorials/background-reading-series/introduction-d-wave-quantum-hardware
https://www.youtube.com/watch?&v=PqSgmCg1kew
https://www.youtube.com/watch?v=60OkanvToFI
https://www.youtube.com/watch?v=keb1TSg-bAs
https://www.youtube.com/watch?v=keb1TSg-bAs
http://www.fz-juelich.de/ias/jsc/EN/Expertise/Workshops/Conferences/QUAASI16/Programme/Talks/quaasi16-adachi.pdf?__blob=publicationFile
https://dwavefederal.com/qubits-2017/
https://arxiv.org/ftp/arxiv/papers/1404/1404.2465.pdf
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At last, let’s mention that NEC (Japan) is also developing coherent quantum 

annealers using parametric oscillators and qubits as couplers. 

They ambition to have an available system by 2023 with an “all-to-all” qubits connectivity (which is 

actually a nearest-neighbor one)636. They seem to reuse some research work done on superconducting 

qubits initially aimed at gate-based quantum computing. Meanwhile, they also work on some simu-

lated annealing software running on their classical supercomputer, the SX-Aurora Tsubasa. 

Superconducting qubits 

After describing superconducting-based quantum annealing, let's move on to gate-based supercon-

ducting qubits quantum computers. From a physical point of view, D-Wave's accelerators and super-

conducting qubits ones have in common to be based on Josephson junctions but their qubit physics, 

overall architectures, control signals and programming models are way different. 

 
Figure 279: superconducting qubits pros and cons. (cc) Olivier Ezratty, 2022. 

Superconducting qubits seem to be the kings in quantum computing town, being exploited or chosen 

by IBM, Google, Rigetti, Amazon, Alibaba, as well as many startups such as IQM (Finland) and OQC 

(UK). It is the currently best scalable architecture in the gate-based model, even if the results are still 

modest with a record of 127 operational qubits for with IBM and 66 in China as of mid-2022637. 

Like all existing gate-based quantum systems, superconducting qubits computers are in the pre-NISQ 

or NISQ realm, aka noisy intermediate-scale computers, with such a low qubit gates and readout 

fidelity that they are impractical for most industry use cases. 

It is observable with the discrepancy between the number of available physical qubits (72, 80 and 127 

with Google, Rigetti and IBM) and the number of qubits that are actually exploited with useful algo-

rithms, that doesn’t exceed 20 at this point in time (besides a correction error code using 49 qubits on 

a 72 qubit chipset by Google in July 2022). IBM’s quantum volume is currently capped at 9 useful 

qubits with their best 27 qubits system using their Falcon R10 chipset. 

The short term workaround of low fidelity are quantum error mitigation techniques and adapted quan-

tum algorithms. 

 

636 See Quantum Computing Initiatives, NEC. 

637 See a general point on the issue in Superconducting Qubits: Current State of Play by Morten Kjaergaard et al, MIT & Chalmers, 

2020 (30 pages). 

• qubit coherence time usually < 300 μs.

• high qubits noise levels with most vendors.

• cryogeny constrained technology at <15 mK.

• heterogeneous qubits requiring calibration and 
complex micro-wave frequency maps.

• cabling complexity and many passive and 
active electronic components to control qubits 
with micro-waves.

• qubit coupling limited to neighbor qubits in 2D 
structures (as compared with trapped ions).

• qubits size and uneasy miniaturization.

• key technology in public research and with
commercial vendors (IBM, Google, Rigetti, 
Intel, Amazon, OQC, IQM, etc).

• record of 127 programmable qubits with IBM.

• constant progress in noise reduction, 
particularly with the cat-qubits variation which 
could enable a record low ratio of 
physical/logical qubits.

• many existing enabling technologies: 
cryostats, cabling, amplifiers, logic, sensors.

• potentially scalable technology and 
deployable in 2D geometries.
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https://www.nec.com/en/global/quantum-computing/index.html
https://arxiv.org/pdf/1905.13641.pdf
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Longer term workarounds are quantum error correction and qubits number scalability. It creates prob-

lems that are not yet solved with regards to fidelity stabilization with a growing number of qubits, 

solving the qubits cabling maze with cryogenic electronics or signals multiplexing and scaling cryo-

stats cooling power. 

Google and IBM’s current approaches to scale their systems are way too optimistic as we’ll see later 

but you can still bet on them solving both fundamental and engineering problems638. 

The Josephson effect is used in these qubits to control the flow of a circulating current through a thin 

nanometric insulating barrier between two superconducting metals, creating a tunnel junction. It cre-

ates a nonlinear and nondissipative physical system with a single degree of freedom, the number of 

Cooper pairs (electron pairs) traversing the tunnel junction conjugated to the superconducting phase 

difference across it. Superconducting qubits have the particularity of being the only mainstream ones 

that are macroscopic, in the sense that they are not linked to the control of a single particle as an atom, 

electron or photon, as in most other qubit technologies. 

At superconducting temperature, the superconducting electrons in a Josephson loop look like a single 

particle, with billions of electron Cooper pairs behaving as bosons which can be condensed into the 

same quantum state. They form an artificial atom with precisely controllable energy levels according 

to their parameters comprising a Josephson barrier, some capacitances and inductances connected in 

series and/or in parallel and some non-destructive readout circuits using a nearby resonator639. One 

qubit is using about 1011 electrons (100 billion). 

Superconducting qubits use non dissipative elements: capacitors, inductors and the Josephson junc-

tion which act as a nonlinear non-dissipative inductor. Capacitors store energy in the electric field 

while inductors store energy in the magnetic field. But at any non-zero frequency, superconductors 

still dissipate some power, through two channels: the transport by the Cooper pairs and by normal 

charge carriers (quasi-particles), that is proportional to the quasi-particle density, which diminishes 

exponentially at low temperatures. 

History 

The history of superconducting qubits started in the mid-1980s but you need to fly back to 1957 with 

the creation of the BCS theory that explained (partially) how pairs of opposite spin electrons - aka 

Cooper pairs - behave at low temperatures, generating the superconducting effect. Then, 1962 marks 

the Josephson effect discovery by Brian Josephson, completed by its experimental proof in 1963 by 

Philip Anderson and John Rowell. In 1980, Antony Leggett modelized the collective degrees of 

freedom of superconducting circuits. A bit like a Bose-Einstein condensate of cold atoms, Cooper-

pairs of electrons in a superconducting material behave like a single quantum object with its own 

quantum wave640. 

In 1985, John Clarke, Michel Devoret (his post-doc) and John Martinis (his PhD), all at Berkeley, 

implemented the first spectroscopy of such artificial atom, using microwave radiations to excite it, 

creating the first phase qubit641.  Back then, the JJ (the little nickname for Josephson junctions) was 

implemented with Nb-NbOx-PbIn (niobium, lead, indium) and cooled with a He4-based cryostat. 

 

638 See for example the review paper A practical guide for building superconducting quantum devices by Yvonne Y. Gao et al, September 

2021 (49 pages). 

639 This artificial atom property was demonstrated in 1985. See Energy-Level Quantization in the Zero-Voltage State of a Current-

Biased Josephson Junction by John Martinis, Michel Devoret and John Clarke, 1985 (2 pages). 

640 See A Brief History of Superconducting Quantum Computing by Steven Girvin, August 2021 (39 mn). 

641 See Energy-Level Quantization in the Zero-Voltage State of a Current-Biased Josephson Junction by John M. Martinis, Michel H. 

Devoret and John Clarke, PRL, 1985 (4 pages). 

https://arxiv.org/pdf/2106.06173.pdf
http://iramis.cea.fr/drecam/spec/Pres/Quantro/Qsite/publi/articles/fichiers/preprints/85-PRL-Martinis-EnergyLevels.pdf
http://iramis.cea.fr/drecam/spec/Pres/Quantro/Qsite/publi/articles/fichiers/preprints/85-PRL-Martinis-EnergyLevels.pdf
https://www.youtube.com/watch?v=xjlGL4Mvq7A
https://iramis.cea.fr/drecam/spec/Pres/Quantro/Qsite/publi/articles/fichiers/preprints/85-PRL-Martinis-EnergyLevels.pdf


Understanding Quantum Technologies 2022 - Quantum computing hardware / Superconducting qubits - 294 

In 1998, Vincent Bouchiat, then a PhD in Michel Devoret, Daniel Esteve and Cristian Urbina’s 

Quantronics group at CEA-Saclay in France, implemented the first Cooper Pairs Box (CPB) in a loop 

and characterized its ground state. 

The first demonstration of quantum coherent superposition with the first excited state was achieved 

in 1999 by Yasunobu Nakamura with Yuri Pashkin and Jaw-Shen Tsai at NEC Labs in Tsukuba, 

Japan642. It was the first “charge qubit” per se, with a tiny coherence time of 2 ns. They extended it in 

2001, implementing the first measurement of Rabi oscillations associated with the transition between 

two Josephson levels in the Cooper pair box, using the configuration developed by Vincent Bouchiat 

and Michel Devoret in 1998. A first functional qubit version of the Cooper pair box, the quantronium, 

was demonstrated by the CEA-Saclay Quantronics team in 2002643. 

  

Figure 280: Daniel Esteve (CEA Quantronics) showing to the author the first operational two-transmon processor in his laboratory, 
June 2018. 

The modern version of the CPB circuit, the transmon, was developed at Yale University in 2006. The 

Yale University research teams led by Rob Schoelkopf, Michel Devoret and Steve Girvin welcomed 

many talented theoreticians and experimentalists who were key contributors to the progress of trans-

mon qubits. Alexandre Blais and Andreas Wallraff developed around 2003-2004 the key principles 

of circuit QED (cQED)644. It allowed quantum non-demolition readout of qubit state in the dispersive 

regime. A QND readout happens after measurement collapses the wave function onto | ⟩ or |1⟩ and 

a subsequent readout will yield the same | ⟩ or |1⟩645. Then, David Schuster and Jay Gambetta 

created between 2007 and 2011 2D and 3D cavity resonators designs646. Jens Koch created Cooper 

 

642 See Coherent control of macroscopic quantum states in a single-Cooper-pair box by Yasunobu Nakamura, Yuri Pashkin and Jaw-

Shen Tsai, Nature, 1999 (4 pages). 

643 See Superconducting quantum bits by Hans Mooij, Physics World, December 2004 that provides more technical insights of what 

was achieved in Japan and France between 1999 and 2022. It took about 12 years to CEA’s team to reach 4 qubits as described in the 

interesting thesis Design, fabrication and test of a four superconducting quantum-bit processor by Vivien Schmidt, 2015 (191 pages). 

Back then, IBM and Google teams were also at a similar stage. 

644 cQED was defined in Cavity quantum electrodynamics for superconducting electrical circuits: An architecture for quantum compu-

tation by Alexandre Blais, Ren-Shou Huang, Andreas Wallraff, Steve Girvin and Rob. Schoelkopf, PRA, 2004 (14 pages) and Strong 

coupling of a single photon to a superconducting qubit using circuit quantum electrodynamics by Andreas Wallraff, David Schuster, 

Alexandre Blais, Steve Girvin, Rob Schoelkopf et al, Nature, 2004 (7 pages). See also Superconducting Qubits: A Short Review by 

Michel H. Devoret, Andreas Wallraff and John M. Martinis, 2004 (41 pages) and Circuit QED and engineering charge based supercon-

ducting qubits by Steve Girvin, Michel Devoret and Rob Schoelkopf, 2009 (27 pages). 

645 QND was created by Vladimir Braginsky (1931-2016) in Russia in the early 1980s. 

646 See Circuit Quantum Electrodynamics by David Schuster, 2007 (255 pages), 3D microwave cavity with magnetic flux control and 

enhanced quality factor by Yarema Reshitnyk et al, 2016 (6 pages)  and the foundational paper Observation of high coherence in 

Josephson junction qubits measured in a three-dimensional circuit QED architecture by Hanhee Paik, Michel Devoret et al, 2011 (5 

pages). 

https://arxiv.org/abs/cond-mat/9904003
https://physicsworld.com/a/superconducting-quantum-bits/
https://tel.archives-ouvertes.fr/tel-01214394/document
https://arxiv.org/abs/cond-mat/0402216
https://arxiv.org/abs/cond-mat/0402216
https://www.researchgate.net/publication/8356677_Strong_coupling_of_a_single_photon_to_a_superconducting_qubit_using_circuit_quantum_electrodynamics
https://www.researchgate.net/publication/8356677_Strong_coupling_of_a_single_photon_to_a_superconducting_qubit_using_circuit_quantum_electrodynamics
https://arxiv.org/abs/cond-mat/0411174
https://www.researchgate.net/publication/45891233_Circuit_QED_and_engineering_charge_based_superconducting_qubits
https://www.researchgate.net/publication/45891233_Circuit_QED_and_engineering_charge_based_superconducting_qubits
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/SchusterThesis.pdf
https://epjquantumtechnology.springeropen.com/track/pdf/10.1140/epjqt/s40507-016-0050-8.pdf
https://epjquantumtechnology.springeropen.com/track/pdf/10.1140/epjqt/s40507-016-0050-8.pdf
https://arxiv.org/abs/1105.4652
https://arxiv.org/abs/1105.4652
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pair boxes with a large shunting capacitance which created a modest reduction in anharmonicity and 

enabled strong coupling with microwave photons647. 

 
Figure 281: principles of circuit QED. Source: Circuit QED - Lecture Notes by Nathan K. Langford, 2013 (79 pages). 

Jerry Chow was also a key contributor between 2005 and 2010 and has since then been at IBM, now 

leading their quantum hardware system developments in Jay Gambetta’s team. In 2009. Devoret, 

Schoelkopf, Leonardo Di Carlo (now at TU Delft), Jerry Chow et al created the first programmable 

two-qubit processor and implemented a small Grover search on it. Blake Robert Johnson proposed 

in 2011 to use a Purcell filter to protect a qubit from spontaneous emission coming from the Purcell 

effect that is a relaxation through the readout resonator. It’s a mix of low-pass and high-pass micro-

wave filter648. Matt Reagor and Hanhee Paik improved in 2013 the stability of microwaves in 3D 

resonators used in superconducting qubits649. Hanhee Paik has been working as a researcher at IBM 

since 2014 after a two-year stint at Raytheon BBN. Nowadays, the Yale University team are working 

on variations of cat-qubits. 

Other contributions worth mentioning are Hans Mooij (TU Delft) who created a flux-qubit with three 

Josephson junctions in 1999 with experiments done in 2000. Andrew Hook (Princeton) contributed 

to the development of the transmon qubit. In 2010, Andrew Cleland, John Martinis and their PhD 

Arron O’Connell were able to entangle three flux superconducting qubits and to control it with a 

mechanical resonator650. It led to the creation of the Xmon tunable qubit in 2013651, which was later 

used by Martinis at Google after 2014. Andrew Cleland now runs his own lab at the University of 

Chicago. In 2017, Peter Leek then at Oxford created the coaxmon superconducting qubit, where the 

qubit and resonator are on opposing sides of a single chip, with control and readout wiring being 

provided by coaxial wiring running perpendicular to the chip plane652. 

It led the same year to the creation of OQC. At last, in 2022, Mikko Möttönen from IQM created the 

Unimon superconducting qubit with a simpler setting, better nonlinearity and fidelities653. 

 

647 See Charge insensitive qubit design derived from the Cooper pair box by Jens Koch, Terri M. Yu, Jay Gambetta, Andrew. Houck, 

David Schuster, J. Majer, Alexandre Blais, Michel Devoret, Steve Girvin and Rob Schoelkopf, 2007 (21 pages). That’s quite a hall of 

fame for a paper! 

648  See Controlling Photons in Superconducting Electrical Circuits by Blake Robert Johnson, a thesis under the direction of Rob 

Schoelkopf, 2011 (190 pages) which proposed the Purcell filter. See also Controlling the Spontaneous Emission of a Superconducting 

Transmon Qubit by Andrew Houck, Jay Gambetta, Michel Devoret, Rob Schoelkopf et al, 2008 (4 pages) and Quantum theory of a 

bandpass Purcell filter for qubit readout by Eyob A. Sete et al, 2015 (15 pages). The spontaneous emission rate (SER) is one key 

contributor that affects a superconducting qubit coherence time T1. 

649 See Reaching 10 ms single photon lifetimes for superconducting aluminum cavities by Matt Reagor, Hanhee Paik et al, 2013 (4 

pages). 

650 See Quantum ground state and single-phonon control of a mechanical resonator by Aaron O’Connell, John Martinis, Andrew Cle-

land et al, Nature, 2010 (7 pages). 

651 See Coherent Josephson qubit suitable for scalable quantum integrated circuits by R. Barends, John Martinis and Andrew Cleland, 

April 2013 (10 pages). 

652 See Double-sided coaxial circuit QED with out-of-plane wiring by J. Rahamim, Peter Leek et al, 2017 (4 pages). 

653 See Unimon qubit by Eric Hyyppä, Mikko Möttönen et al, March 2022 (37 pages). 

https://arxiv.org/abs/1310.1897
https://arxiv.org/abs/cond-mat/0703002
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/johnson-thesis.pdf
https://rsl.yale.edu/sites/default/files/physrevlett.101.pdf.controlling_the_spontaneous_0.pdf
https://rsl.yale.edu/sites/default/files/physrevlett.101.pdf.controlling_the_spontaneous_0.pdf
https://arxiv.org/abs/1504.06030
https://arxiv.org/abs/1504.06030
https://arxiv.org/abs/1302.4408
https://clelandlab.uchicago.edu/pdf/oconnell_nature.pdf
https://arxiv.org/abs/1304.2322
https://arxiv.org/abs/1703.05828
https://arxiv.org/abs/2203.05896
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Figure 282: a historical timeline of superconducting qubits. The contribution of scientists at Yale University seems dominant here, 

thus the nickname of the “Yale gang”. (cc) Olivier Ezratty, 2022. 

We’ll also talk later about the cat-qubits, created in 2013 by Maryar Mirrahimi and Zaki Leghtas. 

Let’s now circle back to the different types of superconducting qubits that differ in the way they 

encode quantum information in two distinct states654: 

Phase Qubits use larger Josephson junctions than in charge qubits. Their state corresponds to two 

levels of current energy in a Josephson junction. This approach was tested by NIST in the USA among 

other places but no commercial vendor seems to use this type of superconducting qubit. John Martinis 

 

654 This is well explained in Practical realization of Quantum Computation, (36 slides). 
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tested such qubits back in 2012 at UCSB in a 5-qubit system used to factorize the number 15 655. A 

German (Jülich, University of Munster) and Russian (Kotelnikov Institute) team proposed in early 

2020 to use YBa2Cu3O7-x nanotubes (also called YBCO, for yttrium, barium, copper and oxide, which 

is superconducting at 92K) to create phase qubits controllable by a single microwave photon656. 

Flux Qubits: their states correspond to the direction of flow of the superconducting current in its loop. 

It couples a capacitor, from one to three Josephson junctions and a superinductor and has high coher-

ence and large anharmonicity which also enable the handling of qutrits instead of qubits like what 

Rigetti is experimenting. Measuring the state of such a qubit uses a SQUID (superconducting quan-

tum interference device) with two Josephson junctions connected in parallel, a magnetometer that 

measures the current direction in the qubit, thus its basis state 0 or 1. This type of superconducting 

qubit is adopted by D-Wave (in annealing mode and soon, gate-based mode) and Qilimanjaro (in 

annealing mode), Rigetti, Alibaba657, Bleximo and Atlantic Quantum in the vendors space. It is stud-

ied in research labs at the MIT, TU-Delft (until 2010), the Lawrence Berkeley National Laboratory 

(Irfan Siddiqi658), the University of Berkeley and Yale University (Shruti Puri), the University of 

Maryland (Vladimir Manucharyan659), in Russia660. 

In recent works, fluxonium qubits generated the best T1/T2 with T1 exceeding 1 ms. They use control 

frequencies below 1 GHz which lowers down dielectric loss effects and leads to long relaxation time 

T1. Single-qubit gates can have good speed in the range of 10 ns and errors levels around 10−4. In this 

architecture, both readout and control crosstalk are expected to be small661. Their main shortcomings 

are their lower control frequencies and bad protection from both relaxation (T1) and dephasing (T2). 

Charge Qubits: their states correspond to current flow thresholds in the Josephson junction of the 

superconducting loop. Small Josephson junctions delimit a superconducting island with a well-de-

fined electrical charge. The basis states of such charge qubits are the states of charge of the island in 

Cooper pairs. The most common variant is the transmon, for “transmission line shunted plasma os-

cillation qubit”, which reduces the effect of charge noise but with a weaker anharmonicity662. With 

transmons, the Cooper pairs box is operated in the phase regime. 

The nonlinear Josephson junction inductance makes the LC resonator slightly anharmonic, and its 

two lowest energy levels are the basis states of the qubit. Transmons are used by IBM, Google, IQM 

and others. To date, these are the qubits generating the lowest error rate in superconducting qubits but 

their low anharmonicity creates a toll on gate and readout speeds. 

 

655 See Computing prime factors with a Josephson phase qubit quantum processor by Erik Lucero, John Martinis et al, 2012 (5 pages). 

656 See Energy quantization in superconducting nanowires, February 2020, referring to Energy-level quantization and single-photon 

control of phase slips in YBa2Cu3O7-x nanowires by M. Lyatti, February 2020. 

657 See Fluxonium qubits for ultra-high-fidelity and scalable quantum processors by Chunqing Deng, (49 minutes) and Fluxonium: An 

Alternative Qubit Platform for High-Fidelity Operations by Feng Bao et al, 2022 (19 pages). 

658 See Scalable High-Performance Fluxonium Quantum Processor by Long B. Nguyen, Irfan Siddiqi Singh et al, January 2022 (29 

pages). 

659 See Millisecond coherence in a superconducting qubit by Aaron Somoroff, Vladimir Manucharyan et al, University of Maryland, 

March 2021 (14 pages). Not only do they have a T2 exceeding 1.35 ms but their single-qubit gate fidelity also exceeds 0.9999. See also 

The high-coherence fluxonium qubit by Long B. Nguyen, Vladimir E. Manucharyan et al, October 2018 (12 pages). 

660 See High fidelity two-qubit gates on fluxoniums using a tunable coupler by Ilya N. Moskalenko, Russia, March 2022 (18 pages) 

which proposes a fluxonium architecture with two qubits CZ gates fidelities of 99,23%. 

661 See Transmon and Fluxonium Qubits by Emanuel Hubenschmid, June 2020 (106 slides). 

662 See Charge insensitive qubit design derived from the Cooper pair box by Jens Koch, Jay Gambetta, Alexandre Blais, Michel Devoret, 

Rob Schoelkopf et al, 2007 (21 pages). 

https://arxiv.org/pdf/1202.5707.pdf
https://www.swissquantumhub.com/energy-quantization-in-superconducting-nanowires/
https://www.nature.com/articles/s41467-020-14548-x
https://www.nature.com/articles/s41467-020-14548-x
https://www.youtube.com/watch?v=XJJJGEl03WE
https://arxiv.org/abs/2111.13504
https://arxiv.org/abs/2111.13504
https://arxiv.org/abs/2201.09374
https://arxiv.org/abs/2103.08578
https://arxiv.org/abs/1810.11006
https://arxiv.org/abs/2203.16302
https://theorie.physik.uni-konstanz.de/burkard/sites/default/files/images/Seminar_3_TrFl.pdf
https://arxiv.org/pdf/cond-mat/0703002.pdf
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They are divided into at least two categories: qubits with a single Josephson junction (single junction 

transmon, used by IBM) or with two Josephson junctions connected in parallel (spit transmon, used 

by Google)663. 

Then, you have many variations with the coaxmon (OQC) and unimon (IQM) and the mergemon or 

merged element transmon where the Josephson junction is engineered to act as its own parallel shunt 

capacitor, reducing the size of the qubit664. 

 
Figure 283: the different types of superconducting qubits and the related industry vendors. inspired from Implementing Qubits with 
Superconducting Integrated Circuits by Michel Devoret, 2004 (41 pages) and Flux Noise in Superconducting Qubits, 2015 (44 slides). 

Andreev Spin Qubits (ASQ) is a research-level qubit that relies on a localized microscopic excitation 

of the BCS condensate that natively has only two levels and is based on a nanowire. It is not a col-

lective excitation of the superconducting loop circuit. This qubit type was proposed at and is studied 

at Chalmers in Sweden665 (funded as a H2020 program from 2019 to 2023666), at CEA Saclay in 

France667, NBI in Denmark and also QuTech in The Netherlands, among other places. 

Since it manipulates electron spins in relation to a superconducting resonator and makes use of circuit 

electrodynamics (cQED), it sits in between the categories of superconducting and silicon spin qubits. 

 

663 Transmon is a diminutive of "Transmission line shunted plasmon oscillation circuit" created by Rob Schoelkopf, in other words, an 

oscillator circuit based on shunted Josephson junction. The shunt has become a capacitance that filters low frequencies. A plasmon is 

the collective behavior of free electrons of metals, here in the form of superconducting Cooper pairs. 

664 See Merged-element transmon by R. Zhao et al, December 2020 (8 pages) and Merged-Element Transmons: Design and Qubit 

Performance by H. J. Mamin et al, IBM Research, August 2021 (8 pages). 

665 See the initial proposal in Andreev Level Qubit by A. Zazunov et al, PRL, 2003 (4 pages), Dynamics and phonon-induced decoher-

ence of Andreev level qubit by A. Zazunov et al, PRB, 2005 (22 pages) and the thesis Coherent manipulation of Andreev Bound States 

in an atomic contact by Camille Janvier, CEA Quantronic, 2016 (268 pages). And recent research in Coherent manipulation of an 

Andreev spin qubit by M. Hays, Michel Devoret et al, Science, 2021 (17 pages) and Direct manipulation of a superconducting spin 

qubit strongly coupled to a transmon qubit by Marta Pita-Vidal et al, August 2022 (24 pages). 

666 See Andreev qubits for scalable quantum computation with an EU contribution of 3.5M€. 

667 See Circuit-QED with phase-biased Josephson weak links by C. Metzger, Christian Urbina, Hugues Pothier et al, January 2021 (22 

pages). 
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https://web.archive.org/web/20100708090419/http:/qulab.eng.yale.edu/documents/reprints/QIP_Devoret_squbit_review.pdf
https://web.archive.org/web/20100708090419/http:/qulab.eng.yale.edu/documents/reprints/QIP_Devoret_squbit_review.pdf
http://www.um.es/bohr/files/moo/SlYu.pdf
https://arxiv.org/abs/2008.07652
https://arxiv.org/abs/2103.09163
https://arxiv.org/abs/2103.09163
https://arxiv.org/abs/cond-mat/0206342
https://arxiv.org/abs/cond-mat/0404656
https://arxiv.org/abs/cond-mat/0404656
https://tel.archives-ouvertes.fr/tel-01431433/file/75947_JANVIER_2016_diffusion.pdf
https://tel.archives-ouvertes.fr/tel-01431433/file/75947_JANVIER_2016_diffusion.pdf
https://arxiv.org/abs/2101.06701
https://arxiv.org/abs/2101.06701
https://arxiv.org/abs/2208.10094
https://arxiv.org/abs/2208.10094
https://cordis.europa.eu/project/id/828948/reporting
https://arxiv.org/abs/2010.00430
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cat-qubits are cavity-based qubits connected to a transmon qubit used only for their preparation, 

readout and/or correction depending on the implementation. The cat-qubit technique was devised by 

Mazyar Mirrahimi and Zaki Leghtas around 2013, particularly during their work at Yale University 

with Michel Devoret. It was then adopted by Rob Schoelkopf’s team at Yale. 

bosonic qubits is a broad category of qubits that are resilient to noise or generating less noise and 

make it possible to assemble logical qubits with much fewer physical qubits, in the 10-100 range 

instead of 1,000-10,000 range668. It contains cat-qubits and GKP codes669. Other protected qubits 

include the zero-π qubits of Peter Brooks, Alexei Kitaev and John Preskill which use two Josephson 

junctions, the bifluxon670 and other variants671. 

The cat-qubits approach is chosen by Alice&Bob (France), Amazon (USA) and QCI (USA) while 

Nord Quantique (Canada) seems to use another breed of bosonic code. Cat-qubits are also investi-

gated in many other research labs like RIKEN in Japan672. The QuCoS QuantERA collaborative 

three-year European project is focused on demonstrating the scalability of cat-qubits. It combines the 

University of Innsbruck (Gerhard Kirchmair), ENS Lyon (Benjamin Huard), Mines ParisTech and 

ENS Paris (Zaki Leghtas), KIT (Ioan Pop), Inria (Mazyar Mirrahimi), the Romanian National Institute 

for Research and Development of Isotopic and Molecular Technologies (Luiza Buimaga-Iarinca) and 

Quantum Machines (Israel). 

How about using superconducting qubits for implementing quantum simulations? It is not a common 

practice. One of the reasons is the lack of generic long-range connectivity that could enable some 

direct entanglement between all qubits. It would require a different physical arrangement of the qubits 

and to create specific long-range connections between the qubits. This is possible with using cross-

resonance gates that create interactions between qubits with their respective resonance frequencies. 

Science 

For what follows, we will focus on those transmon qubits that are the most common and exploited by 

IBM, Google and IQM. They are anharmonic and therefore nonlinear oscillators. Their nonlinearity 

comes from the Josephson junction which allows to better separate two energy states of the supercon-

ducting loop (on the right in Figure 284) than with a simple linear resonator coupling a capacitor and 

an inductor (on the left in Figure 284). In a harmonic oscillator, the energy levels are spaced equally 

and are multiples of the first energy level (ħωr in the diagram). 

The capacitance has an electrical energy (kinetic) and the inductance has a magnetic energy (poten-

tial). With the transmon qubit, the Josephson tunnel junction has a nonlinear inductance which creates 

its anharmonicity. In both cases, the flowing current is quantized with discrete energy levels corre-

sponding to the horizontal bars in the graph in Figure 284, with corresponding different current phases 

corresponding to the intersection between these bars and the parabolic (CPB) and cosinusoidal (JJ) 

curves. 

 

668 See Quantum information processing with bosonic qubits in circuit QED by Atharv Joshi et al, 2021 (24 pages). 

669 See Quantum Error Correction with the GKP Code and Concatenation with Stabilizer Codes by Yang Wang, July 2019 (59 pages). 

670 See Moving beyond the transmon: Noise-protected superconducting quantum circuits by András Gyenis, Alexandre Blais, Andrew 

A. Hook, David I. Schuster et al, June 2021 (14 pages). 

671 Like Superconducting circuit protected by two-Cooper-pair tunneling by W. C. Smith, A. Kou, X. Xiao, U. Vool and M. H. Devoret, 

2020 (9 pages) which uses pairs of Cooper pairs to create a qubit that is insensitive to multiple relaxation and dephasing mechanisms. 

And also Encoding qubits in multimode grid states by Baptiste Royer, Shraddha Sing and Steven M. Girvin, January 2022 (38 pages) 

and  Coherent control of a multi-qubit dark state in waveguide quantum electrodynamics by Maximilian Zanner et al, Nature Physics, 

March 2022 (8 pages). 

672 See Fault-Tolerant Multi-Qubit Geometric Entangling Gates Using Photonic Cat Qubits by Ye-Hong Chen et al, RIKEN, 2021 (12 

pages). About a realization of Mølmer-Sørensen multi-qubit cat-qubits gates. 

https://iopscience.iop.org/article/10.1088/2058-9565/abe989/pdf
https://arxiv.org/abs/1908.00147
https://arxiv.org/abs/2106.10296
https://www.nature.com/articles/s41534-019-0231-2%20:
https://arxiv.org/abs/2201.12337
https://arxiv.org/abs/2106.05623
https://arxiv.org/abs/2109.04643v2
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These energy states are usually controlled by microwaves pulses. These interactions between super-

conducting qubits and microwave photons are part of a branch of quantum physics called circuit 

quantum electrodynamics, or cQED673. 

 
Figure 284: why superconducting qubits use an anharmonic oscillator. (cc) Olivier Ezratty, 2022,with schema from “A Quantum 

Engineer’s Guide to Superconducting Qubits” by Philip Krantz et al, 2019. 

Qubits use a linear superposition of the first two energy levels which 

have a different wave function relating the phase and current prob-

abilities across the Josephson junction. The superposed states in the 

Bloch sphere equator like  | ⟩  |1⟩ /√  and  | ⟩ − |1⟩ /√  cor-

respond to an oscillating current that is dampened over time, as Rabi 

oscillations, in the 10 MHz range, shown in Figure 285. The ħω01 

energy level between the basis states | ⟩ and |1⟩ correspond to mi-

crowave frequencies in the 4 to 8 GHz band. 

 

Figure 285: a Rabi oscillation for 
superposed qubit states, at a frequency 

in the 10 MHz range. 

These frequencies must be well separable from the following ones. 

This separation is made possible because the (microwave photon) 

energy sent to move from one level to the other is different from one 

of these levels to other higher levels. Since the upper levels are less 

spaced, their related transition energy is lower. As the qubits are ac-

tivated by microwaves, they are no longer likely to switch to a 

higher energy level. The anharmonic oscillator in the Josephson 

loop is provided by a nonlinear inductance Lj. The energy level be-

tween | ⟩ and |1⟩ of ħω01 is higher than the energy levels needed to 

go to the upper levels ħω12 and ħω23. It is also compatible with the 

cooling temperature of the processor and the ambient noise.  

 
Figure 286: | ⟩ and |1⟩ wave function 

giving the probability of phase   in blue 
and green. Source: Superconducting circuit 
protected by two-Cooper-pair tunneling by 

W. C. Smith et al, 2020 (9 pages). 

 

673 See Circuit-QED with phase-biased Josephson weak links by C. Metzger, Christian Urbina, Hugues Pothier et al, January 2021 (22 

pages). Serge Haroche was awarded the Nobel Prize in Physics in 2012 for his work on the interaction between cold atoms and super-

conducting cavities. See on this subject the excellent Circuit Quantum Electrodynamics by Alexandre Blais, Andreas Wallraff et al, 

May 2020 (82 pages). 
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https://www.nature.com/articles/s41534-019-0231-2%20:
https://www.nature.com/articles/s41534-019-0231-2%20:
https://arxiv.org/abs/2010.00430
https://arxiv.org/pdf/2005.12667.pdf
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Those of the superconducting qubits control around 5 GHz have an energy level equivalent to a tem-

perature of about 250 mK, much higher than the 15 mK temperature commonly used674. The micro-

waves for silicon qubit control are located between 8 and 26 GHz and enable qubit temperatures of 

100 mK while some can even reach 1,5K. 

 
Figure 287: the rationale behind the 15 mK operating temperature of superconducting qubits. (cc) Olivier Ezratty, 2021. 

There is another reason for running the qubit at around 15 mK. It takes a certain amount of energy, 

known as the energy gap, to break up the Cooper pairs running in a superconducting qubit. In alumi-

num that is the typical material used to create the Josephson junction and its surroundings, the energy 

gap corresponds to 90 GHz at 20 mK. It is an order of magnitude greater than the energy difference 

between the two levels in a qubit. It means that the qubit can be driven with lower energies (in the 4-

8 GHz range) without breaking up the superconducting current Cooper pairs and altering the quantum 

coherence of the qubit675. 

What differentiates phase, charge 

(transmon) and flux qubits are the 

relative values of the charge energy 

(EC, aka Coulomb charge energy), 

the Josephson coupling energy (EJ) 

and the qubit inductance energy 

(EL)676. 

 

Figure 288: periodic table of superconducting circuits. Source: Introduction to 
Quantum Electromagnetic Circuits by Uri Vool and Michel Devoret, 2017 (56 pages). 

Then, just with transmon qubits, you find other variations with: 

• Fixed (IBM, MIT677) or tunable (Google) qubit frequencies. 

• Tunable couplers (Google). 

• Architectures mixing digital and analog superconducting computing678. 

 

674 See Why 4-8 GHz? The rationale behind common qubit frequencies, The Observer, January 2022, explains the rationale for the 

microwaves frequencies being used with superconducting qubits. Above 8 GHz, electronics are too expensive and below 4 GHz, the 

ambient thermal noise is too important. 

675 Source: Superconducting quantum bits by Hans Mooij, Physics World, December 2004. 

676 This is well explained in Experiments on superconducting qubits coupled to resonators by Marcus Jerger aus Bühl, 2013 (140 pages). 

677 See Cancelling microwave crosstalk with fixed-frequency qubits by Wuerkaixi Nuerbolati et al, April 2022 (5 pages). 

678 See Superconducting Circuit Architecture for Digital-Analog Quantum Computing by J. Yu, Enrique Solano et al, March 2021 / 

May 2022 (23 pages). 
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https://arxiv.org/pdf/1610.03438.pdf
https://arxiv.org/pdf/1610.03438.pdf
https://quantumobserver.substack.com/p/why-4-8-ghz?r=rrmvm
https://physicsworld.com/a/superconducting-quantum-bits/
https://publikationen.bibliothek.kit.edu/1000033614/2479290
https://arxiv.org/abs/2204.02946
https://arxiv.org/abs/2103.15696
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• Controlled-phase gates with variable amplitude and frequency which could significantly reduce 

the depth of quantum circuits particularly for implementing a quantum Fourier transform required 

in many algorithms like Shor, HHL and QML (C-Rθ)
679. 

• New techniques to implement faster qubit readout680. 

• And techniques using qutrits instead of qubits (with Rigetti). 

Of course, many researchers are looking for ways to improve qubits fidelities with better materials 

and designs681. 

In some cases, researchers invent useless things like with trying to entangle superconducting qubits 

with tardigrades682. 

But the physics of a superconducting qubit is much more complicated than that for the neophyte. The 

qubit itself is coupled to a cavity containing a resonator usually implemented as a coplanar wave-

guide (CPW) resonator on a superconducting circuit. Its length usually corresponds to a quarter-

wavelength or the resonator drive frequency. With a 6 GHz drive frequency, it turns into a 1.25 cm 

resonator that is usually squeezed in a serpentine layout. 

 
Figure 289: Jaynes-Cumming cQED Hamiltonian, (cc) Olivier Ezratty, 2022. 

The energy of the ensemble is modelized by a Jaynes-Cummings Hamiltonian as shown in Figure 

289 683. 

 

679 See Extensible circuit-QED architecture via amplitude- and frequency-variable microwaves by Agustin Di Paolo, Alexandre Blais, 

William D. Oliver et al, MIT, April 2022 (29 pages). 

680 See Fast readout and reset of a superconducting qubit coupled to a resonator with an intrinsic Purcell filter by Yoshiki Sunada, 

Yasunobu Nakamura et al, February 2022 (12 pages) and Realization of fast all-microwave CZ gates with a tunable coupler by Shaowei 

Li, Jian-Wei Pan et al, February 2022 (12 pages). 

681 Like with Engineering superconducting qubits to reduce quasiparticles and charge noise by Xianchuang Pan et al, February 2022 

(23 pages) which reduces quasiparticles generation coming from broken Cooper pairs. 

682 See Entanglement between superconducting qubits and a tardigrade by K. S. Lee et al, December (19 pages) and the pushback it 

generated in Peers dispute claim that tardigrades were entangled with qubits by Bob Yirka , Phys.org, December 2021, Schrödinger’s 

Tardigrade Claim Incites Pushback At issue: Quantum-entangled water bears?! by Philippe Ross, IEEE Journal, December 2021 and 

Frequency Shifts Do Not Imply Quantum Entanglement by Ben Brubaker, January 2022. The arXiv paper was later published in the 

New Journal of Physics from IOP Science. 

683 See The Jaynes-Cummings model and its descendants by Jonas Larson and Th. K. Mavrogordatos, February 2022 (237 pages). 
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https://arxiv.org/abs/2202.01435
https://arxiv.org/abs/2112.07978v1
https://phys.org/news/2021-12-peers-dispute-tardigrades-entangled-qubits.html
https://spectrum.ieee.org/schrodingers-tardigrade
https://spectrum.ieee.org/schrodingers-tardigrade
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https://iopscience.iop.org/article/10.1088/1367-2630/aca81f
https://arxiv.org/abs/2202.00330
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This involves many notions like a Jaynes-Cummings spectrum, a resonant regime (the cavity-qubit 

are interoperating oscillators), dressed states (the different energy levels of the qubits) and a dispersive 

regime (enabling qubits readout with the resonator)684. 

Many parameters define a superconducting qubit’s characteristics, like its Q factor, the ratio between 

the energy stored in an oscillator and the energy dissipated per oscillation cycle times   . It charac-

terizes the stability of a superconducting qubit and determines its T1 or relaxation time. The greater 

the Q factor is, the longer T1 will be685 but it can be detrimental to noise sensitivity. 

Qubit operations 

The general principle of superconducting qubits operations is as follows: 

• Qubit quantum state in the generic case of a transmon is a two-level charge of Cooper pairs that 

correspond to a nonlinear oscillator containing at least a Josephson junction and a capacitance 

laid out in a current loop. A flux bias (direct current pulse) can be used to individually control 

each qubit resonant frequency if it is frequency tunable. It can help reduce control frequency 

crosstalk between qubits but at the cost of a lower lifetime (T1). It is better to have fixed and 

different qubit frequencies. 

 
Figure 290: qubit drive microwaves generation. Source: A Quantum Engineer's Guide to Superconducting Qubits, by Philip Krantz et 

al, 2019 (67 pages). 

 

684 Some sources to learn cQED: the review paper Microwave photonics with superconducting quantum circuits by Xiu Gu et al, 2017 

(170 pages) that describes well how superconducting qubits interact with microwaves. Superconducting Qubits and Circuits Artificial 

Atoms Coupled to Microwave Photons by Steve Girvin, Les Houches 2011 (132 pages), the review Practical Guide for Building Su-

perconducting Quantum Devices by Yvonne Y. Gao, Adriaan Rol, Steven Touzard and Chen Wang, November 2021 (48 pages) and 

Superconducting qubit in a resonator test of the Leggett-Garg inequality and single-shot readout by Agustin Palacios-Laloy, 2010 (253 

pages). 

685 See Decoherence benchmarking of superconducting qubits by Jonathan J. Burnett et al, Nature, 2019 (8 pages) and Extending 

Coherence in Superconducting Qubits: from microseconds to milliseconds by Adam Patrick Sears, a thesis under the supervision of 

Rob Schoelkopf, 2013 (178 pages). 
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https://arxiv.org/abs/1904.06560
https://arxiv.org/abs/1707.02046
https://copilot.caltech.edu/documents/16774/girvin_notes_superconducting_qubits_and_circuits_2011.pdf
https://copilot.caltech.edu/documents/16774/girvin_notes_superconducting_qubits_and_circuits_2011.pdf
https://www.researchgate.net/publication/356373537_Practical_Guide_for_Building_Superconducting_Quantum_Devices
https://www.researchgate.net/publication/356373537_Practical_Guide_for_Building_Superconducting_Quantum_Devices
https://tel.archives-ouvertes.fr/tel-00815078/document
https://www.nature.com/articles/s41534-019-0168-5
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/sears.pdf
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/sears.pdf
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• Single-qubit quantum gates are generated by microwave pulses sent via coaxial cables on the 

qubits. Their frequency is adjusted to the energy level ħω01 mentioned above. This frequency is 

calibrated to be different on adjacent qubits to avoid crosstalk effects686. The microwave pulse 

amplitude controls the rotation angle and its phase adjusts the axis of the gate rotation operation. 

• This makes it possible to create T, S and R gates with a phase other than a quarter or half turn in 

the Bloch sphere687. In practice, two arbitrary waveform generators create a wave form for “in-

phase” and “quadrature” (I and Q) signals which are two microwave pulses that have the same 

(local-oscillator originated) frequency and are 90° out of phase, as shown in Figure 290. 

• The I signal is a cosine waveform and the Q signal is a sine waveform. They add-up in the mixer 

to create a pulse signal with an arbitrary phase depending on the relative amplitudes of the I and 

Q waveform signals688. The mixer then adds the local oscillator signal to the resulting signal689. 

At 5 GHz, an LO pulse lasts 0,2 ns. Most single qubit gate last at least 10 to 20 ns. It means in 

that case that a generated microwave packet contains about 50 to a hundred 5 GHz pulses shaped 

by its wave form. Microwave pulses generated at ambient temperature are progressively attenu-

ated and filtered at every stage of the cryostat so that only a couple hundred microwave photons 

reach the qubit. The attenuators eliminate photons proportionally to the cooling budget available 

at each cold plate stage. 

• Two-qubit quantum gates are realized with a coupling circuit positioned between the two qubits, 

which can be a simple capacitor or a dynamically controllable system. As we will see later, this 

coupling is managed with an intermediate qubit in Google's Sycamore processor and their Chinese 

equivalents. IBM is not using couplers but instead cross-resonance gates. 

• Qubits readout depends on its type. With transmon qubits, a resonator is coupled to the qubit. It 

transmits a microwave pulse in a resonator that is coupled with the qubit using microwave reflec-

tometry. The qubit state slightly affects the resonator frequency and phase. These readout micro-

waves are usually amplified in several stages. The method is called “dispersive readout” where 

for a fixed microwave drive frequency, the resonance frequency of the waveguide resonator shifts 

depending on the qubit measured state690. This measurement technique protects the qubit from all 

radiations except the readout microwave pulse at ωr, it amplifies the outgoing signal with the 

lowest added noise (near the quantum limit). The readout also creates a differentiated phase in the 

reflected microwave that is analyzed after demixing which generates the in-phase and quadrature 

signals (I/Q). Measuring the phase of the reflected microwave determines the state of the qubit 

after measurement without destroying it. It’s a QND readout as already explained. 

 

686 A precise calibration of these frequencies is also necessary because of the variability of the behavior of Josephson loops, which are 

different from one another due to imprecise manufacturing techniques. This variability does not exist for qubits based on single particles 

such as trapped ions or cold atoms. See Control and mitigation of microwave crosstalk with frequency-tunable qubits by Ruixia Wang 

et al, Beijing Academy of Quantum Information Sciences, July 2022 (5 pages) which proposes a quantum error mitigation technique 

limiting the impact of crosstalk. Static ZZ crosstalk is the one many researchers are working to suppress like in Frequency adjustable 

Resonator as a Tunable Coupler for Xmon Qubits by Hui Wang et al, China, August 2022 (12 pages). ZZ crosstalk errors can be 

described as the amplitude of one qubit influencing the amplitude of other qubits. ZX or ZY errors are linked to the amplitude of a 

qubit influencing the phase of other qubits. 

687 These gates can be optimized by modulating the pulsation in an optimal way. See Implementing optimal control pulse shaping for 

improved single-qubit gates by J. M. Chow et al., May 2020 (4 pages) which anticipates the capacity to generate single-qubit gates in 

1 ns, against a current minimum of around 20 ns. 

688 See Radio frequency mixing modules for superconducting qubit room temperature control systems by Yilun Xu, Irfan Siddiqi et al, 

Lawrence Berkeley National Laboratory, July 2021 (7 pages) that describes the role of a signal mixer. 

689 Another option consists in mixing the LO signal separately with the I and Q signals and then merge the resulting signal, removing 

unwanted spurious frequency components. See Frequency Up-Conversion Schemes for Controlling Superconducting Qubits by Johan-

nes Herrmann, Andreas Wallraff et al, October 2022 (9 pages). 

690 See Dispersive Readout, Rabi- and Ramsey-Measurements for Superconducting Qubits by Can Knaut, 2018 (25 slides). 

https://arxiv.org/abs/2207.08416
https://arxiv.org/abs/2202.11594
https://arxiv.org/abs/2202.11594
https://arxiv.org/pdf/1005.1279.pdf
https://arxiv.org/pdf/1005.1279.pdf
https://arxiv.org/abs/2101.00066
https://arxiv.org/abs/2210.02513
https://qudev.phys.ethz.ch/static/content/QIPII18/ExerciseClass/Potocnik/pres1.pdf
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One first stage can use a low-noise superconducting Josephson Parametric Amplifier (JPA) or 

Traveling Wave Parametric Amplifier (TWPA) operating at the quantum limit, then with a high 

electron mobility transistor (HEMT) amplifier running at the 4K stage and, at last, with a Low 

Noise Amplifier (LNA) running at room temperature. 

At last, the amplified microwave is converted in digital format with an ADC (analog to digital 

converter) and analyzed by a FPGA circuit to identify the qubit basis states | ⟩ or |1⟩ with a mi-

crowave phase analysis. 

Frequency-based multiplexed readout can also be achieved to simplify the wiring exiting the qubit 

chipset. The readout microwave is modulated with a higher frequency than the quantum gates 

frequency, above 6 GHz691. 

 
Figure 291: superconducting qubit readout process. Source: A Quantum Engineer's Guide to Superconducting Qubits, by Philip 

Krantz et al, 2019 (67 pages). 

I have always wondered why measuring a simple phase of a microwave signal was so complicated. 

This is the most complex part of superconducting qubits engineering. Could it be possible to 

measure a reflected microwave pulse phase with a simpler analog setting running at the qubit 

temperature and then transmit a simple 0 or 1? Seemingly not. 

• Connectivity is an important feature of a quantum processor. The more qubits are connected with 

each other, the fewer SWAP gates must be run to logically entangle them. With 2D structures, one 

of the problems to be solved lies in the internal connections in the chipset. 

 

691 Other techniques for measuring the state of superconducting qubits are being considered, such as the activation of qubit fluorescence. 

It is done by jumping from the |0⟩ to |2⟩ state of the qubit, the transition to the |1⟩ state not being possible with the fluorescence excitation 

photon. See the thesis Energy and Information in Fluorescence with Superconducting Circuits by Nathanaël Cottet, 2018 (227 pages). 
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• 3D architectures are used 

with one layer for qubit 

readout and another for qubit 

operations but the qubits to-

pology connectivity is at best 

with 4 nearest neighbors like 

with Google’s Sycamore. As 

shown in Figure 292, a Japa-

nese team proposed in 2020 

an original solution consist-

ing in flattening the matrix 

and making it possible to 

connect the control elements 

in 2D. But at the price of 

overlapping part of the links 

between qubits692 . 

 

Figure 292: a proposal to improve superconducting qubits connectivity. Source: Pseudo-2D 
superconducting quantum computing circuit for the surface code by H. Mukai, February 

2019 (8 pages). 

• Digital simulations. Some software solutions are available to simulate the physical behavior of 

superconducting qubits at a low level. Among these, CircuiQ is a proposal from the MIT, Pari-

tyQC and the University of Innsbruck with the participation of Benoît Vermersch (LPMMC, Gre-

noble)693. It’s a Python open source toolbox that can be used for analyzing superconducting cir-

cuits at the physical level, using their Hamiltonian. It can help estimate the qubits T1 under various 

noise mechanisms. 

• There are other similar software packages like scqubits, developed by researchers from North-

western University and SQcircuit from Stanford694. 

Setups 

In the current state of the art, the cryostats housing these qubits are filled with many cables and mi-

crowave attenuators driving the qubits and with first stages amplifiers used in the qubits state 

readout695. Implementing quantum error correction will require 1,000 or 10,000 physical qubits per 

logical qubit696. It will create significant challenges for scaling up the architecture at least, with the 

existing cabling and external microwave generation and readout systems. Thus, the need for cryo-

genic electronics and miniaturized microwaves coaxial cabling that we will soon investigate, starting 

in page 485. 

 

692 See Wiring the quantum computer of the future: A novel simple build with existing technology by Jaw-Shen Tsai (Japan), April 

2020 which points to Pseudo-2D superconducting quantum computing circuit for the surface code by H. Mukai, February 2019 (8 

pages). 

693 See CircuitQ: An open source toolbox for superconducting circuits by Philipp Aumann, William D. Olivier et al, March 2022 (14 

pages). 

694 See Computer-aided quantization and numerical analysis of superconducting circuits by Sai Pavan Chitta, Jen Koch et al, North-

western University, June 2022 (12 pages) and Analysis of arbitrary superconducting quantum circuits accompanied by a Python pack-

age: SQcircuit by Taha Rajabzadeh1, Zhaoyou Wang, Nathan Lee, Takuma Makihara, Yudan Guo, and Amir H. Safavi-Naeini, June 

2022 (23 pages). 

695 This is well explained in Superconducting Circuits Balancing Art and Architecture by Irfan Siddiqi of Berkeley Lab, 2019 (34 slides). 

696 Source: Surface codes: Towards practical large-scale quantum computation by Austin G. Fowler et al, 2012 (54 pages). 

https://arxiv.org/abs/1902.07911
https://arxiv.org/abs/1902.07911
https://phys.org/news/2020-04-wiring-quantum-future-simple-technology.html
https://arxiv.org/abs/1902.07911
https://arxiv.org/abs/2106.05342
https://arxiv.org/abs/2206.08320
https://arxiv.org/pdf/2206.08319.pdf
https://arxiv.org/pdf/2206.08319.pdf
https://www.orau.gov/qispi2018/plenary/Siddiqi_Plenary_QIS_Meeting_2019.pdf
https://arxiv.org/abs/1208.0928
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Digital-to-analog converters, aka 

DACs and Analog-to-Digital con-

verters convert microwaves at room 

temperature and handle a very large 

volume of outbound or inbound 

data of 8 to 14 Gbits/s as shown in 

the diagram in Figure 293 corre-

sponding to Google's Sycamore. 

This data is managed in real time. It 

does not however seem necessary to 

store them. It is not a big-data sys-

tem! 

 

Figure 293: Sycamore’s qubit control and readout architecture. Source: Google. 

The electronics used in research laboratory equipment is illustrated with the example in Figure 294 

of a configuration used to test a 5-qubit superconducting chipset in 2015. 

Its uses classical off-the-shelf equipment from Rohde & Schwarz or Tektronix. 

These external generators are appreciated for the quality of the microwave pulses they produce. For 

a larger number of qubits, multiple microwave generators are used from vendors like Zurich Instru-

ments, Qblox and Quantum Motion that we cover in a dedicated section, page 485. Others, like 

SeeQC, are attempting to miniaturize all or part of these components with superconducting electron-

ics. 

 
Figure 294: a superconducting qubits lab configuration. Source: The electronic interface for quantum processors by J.P.G. van Dijk 

et al, March 2019 (15 pages). I have added visuals of the electronic components used in the configuration. 

Superconducting qubits fidelities are not best-in-class compared to trapped ions. It also decreases 

with the number of qubits. There is some progress being made to reduce qubit noise. It has several 

origins such as charge fluctuations, random electrons and materials impurities. Fidelity is currently 

not high enough to implement error correction codes. Some methods are proposed to improve readout 

fidelity. 

Tektronix AWG 5014

microwave generator

Agilent E8257D

analog signal generator

Alazar ATS9870

microwave acquisition card, 

ADC, and analysis

5 superconducting qubits lab configuration

VLFX-1050

low-pass filter

LNF LNC4_8A

cryogenic amplifier

ZFBT-6GW-FT+

MITEQ AFS3 35-ULN, +30 dB

amplifier

Eccosorb

infrared filter

https://arxiv.org/pdf/1811.01693.pdf
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Figure 295: the tyranny of wires in superconducting qubits. Source: Superconducting Circuits Balancing Art and Architecture by 

Irfan Siddiqi of Berkeley Lab, 2019 (34 slides). 

A team of Canadian and American researchers is proposing a miniaturizable optical measurement697. 

A variant was proposed in 2018 by Robert McDermott of the University of Wisconsin-Madison, with 

the objective of improving measurement fidelity to 99%698. 

The size of superconducting qubits is in the micron range, making it difficult to create large chips 

with millions of qubits. Miniaturization always seems possible but it is difficult to manage because 

the quality of the superconducting qubits seems to decrease with their size699. 

Manufacturing 

Superconducting qubits are electronic circuits built with techniques that are not that far from how 

classical analog circuits are being produced like in the radar and electronics markets, with some sim-

ilarities with digital electronics, aka CMOS chipsets. 

We’ll describe later the specifics of the manufacturing of superconducting qubits. Most thesis coming 

out of superconducting labs contain a description of the manufacturing techniques being used alt-

hough it changes over time700. 

 

697 See Heisenberg-limited qubit readout with two-mode squeezed light, 2015 (12 pages). 

698 In Measurement of a Superconducting Qubit with a Microwave Photon Counter, March 2018 (11 pages). 

699 See Investigating surface loss effects in superconducting transmon qubits by Jay Gambetta et al, 2016 (5 pages) and On-chip inte-

grable planar NbN nano SQUID with broad temperature and magnetic-field operation range by Itamar Holzman and Yachin Ivry, 

Technion, April 2019 (7 pages) who prototyped miniaturized 45 nm x 165 nm SQUIDs. 

700 See for example Design, fabrication and test of a four superconducting quantum-bit processor by Vivien Schmitt, 2015 (192 pages). 

https://www.orau.gov/qispi2018/plenary/Siddiqi_Plenary_QIS_Meeting_2019.pdf
https://arxiv.org/pdf/1502.00607.pdf
https://arxiv.org/abs/1803.01014
https://arxiv.org/abs/1605.08009
https://aip.scitation.org/doi/pdf/10.1063/1.5100259
https://aip.scitation.org/doi/pdf/10.1063/1.5100259
https://tel.archives-ouvertes.fr/tel-01214394/document
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Materials used for manufactur-

ing superconducting qubits in-

clude generally aluminum (for 

the Josephson junction, at least 

for the dielectric), niobium (for 

capacitors and resonators and 

sometimes the Josephson junc-

tion) and indium (for the chipset 

connectors), bore (in boron-ni-

tride in Josephson junction die-

lectric 701 ), titanium nitride (for 

capacitors, with a better quality 

factor) and occasionally sele-

nium (associated with niobium 

and bore in capacitors), silicon or 

sapphire (for the wafer substrate) 

and tantalum702.While most dep-

osition techniques generate poly-

crystalline structures 703 , some 

are starting to investigate epitax-

ial deposition to create mono-

crystalline structures. 

 
Figure 296: the various components and materials used in a superconducting qubit. Source: 

Enhanced coherence of all-nitride superconducting qubits epitaxially grown on silicon 
substrate by Sunmi Kim et al, September 2021. 

IMEC already tests such processes avoiding lift-off and angled evaporation, all done with photoli-

thography. They are part of the related EU project Matqu with CEA-Leti and others to build super-

conducting qubits on 300 mm wafers using existing CMOS fabs. 

Superconducting qubits miniaturization is an interesting area of research given they are currently 

quite large, mainly due to the size of their resonators with a length of λ/4, λ corresponding to their 

control wavelength. It can exceed a size of 1 mm2. Resonators could be as small as 0.04 mm2 using 

special fabrication techniques704.  Similar efforts are undertaken to miniaturize capacitors with van 

der Waals materials (NbSe2-hBN-NbSe2)
705. 

 

701 See Hexagonal boron nitride as a low-loss dielectric for superconducting quantum circuits and qubits by Joel I-J. Wang, William D. 

Oliver et al, MIT, Nature Materials, January 2022 (30 pages) and Enhanced coherence of all-nitride superconducting qubits epitaxially 

grown on silicon substrate by Sunmi Kim et al, September 2021 (7 pages). 

702 See Towards practical quantum computers: transmon qubit with a lifetime approaching 0.5 milliseconds by Chenlu Wang et al, NPJ, 

January 2022 (6 pages). 

703 See Microscopic relaxation channels in materials for superconducting qubits by Anjali Premkumar, Andrew A. Houck et al, Nature 

Communications, July 2021 (9 pages). 

704 See Compact superconducting microwave resonators based on Al-AlOx-Al capacitor by Julia Zotova et al, March 2022 (10 pages) 

and See Tiny materials lead to a big advance in quantum computing by Adam Zewe, MIT News Office, January 2022. For a 5 GHz 

pulse, the wavelength is about 6 cm. A quarter wavelength is then 1.5 cm. 

705 See Miniaturizing transmon qubits using van der Waals materials by Abhinandan Antony et al, Columbia University and Raytheon 

BBN. September 2021 (6 pages). 
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https://arxiv.org/abs/2103.07711
https://arxiv.org/abs/2103.07711
https://arxiv.org/abs/2109.00015
https://www.nature.com/articles/s43246-021-00204-4
https://www.nature.com/articles/s43246-021-00204-4
https://www.nature.com/articles/s41534-021-00510-2
https://www.nature.com/articles/s43246-021-00174-7
https://arxiv.org/abs/2203.09592
https://news.mit.edu/2022/tiny-materials-quibits-quantum-computing-0128
https://arxiv.org/abs/2109.02824
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Research 

A significant number of research laboratories are working on superconducting qubits all over the 

world. In the USA, at Yale University and MIT706, in Europe and in Germany, in Sweden at the 

WACQT of Chalmers University, in France at the CEA, in Switzerland at ETH Zurich707, in Fin-

land708 and in Japan. 

Other works aim at lengthening the coherence time of superconducting qubits, notably at Princeton 

in Andrew A. Houck’s team709. Indeed, this coherence time of the order of one hundred micro-seconds 

(μs) is still quite limiting. It generates a constraint on the number of quantum gates that can be exe-

cuted in a quantum software, even if the accumulated errors become prohibitive before this limit 

threshold. New records were broken in 2021 with 1.6 ms T1 at Princeton and Sherbrooke with a 0−π 

circuit (but with a 25 µs dephasing time, aka T2) and 210 µs with transmon qubits at Yale710. In May 

2021, a China team obtained a 300 µs T1 with a transmon qubit711. IBM reached the 1 ms T1 barrier 

with one experimental planar transmon qubit in May 2021 as well (but the related paper is still pend-

ing). The best lab-level record was with a 1.48 ms T2 coherence time on flux qubits at the University 

of Maryland in Vladimir Manucharyan’s team712. These records are however not necessarily obtained 

with a great number of functional qubits... when more than 2 are used! 

Superconducting qubits lifetime record is still way above this, with 3D SRF cavities (for supercon-

ducting radio frequency cavities). These are developed by the DoE Fermilab and have a very high Q-

factor. 

In 2020, they reached qubit lifetimes of about 

2s with special materials design reducing the 

2-level system losses. Fermilab researchers 

plan to implement qudits with these SRFs, 

packing between 63 and 128 effective qubits 

into 9 SRF cavities hosting qudits. These 

cavities are bulky, the size of the device be-

ing about one meter long in Figure 297713. 

 

Figure 297: the huge SRF superconducting qubits from the DoE Fermilab. 
Source: Superconducting Quantum Materials and Systems Center by Anna 

Grassellino, SQMS Center Director, Fermilab, June 2021 (40 slides), 

 

706 See Quantum Computing @ MIT: The Past, Present, and Future of the Second Revolution in Computing by Francisca Vasconcelos, 

MIT  Fe ru ry       1  p ges . They have developed a 16-qubit superconducting chipset, manufactured by Lincoln Labs at MIT. 

707 With Andreas Wallraff's QuSurf team working on superconducting qubits and their error correction codes. This project is funded by 

the American IARPA agency. In 2019, they were at 7 experimental qubits. It is also supported by the ScaleQIT project (Scalable 

Superconducting Processors for Entangled Quantum Information Technology) funded by the European Union and by the OpenSuperQ 

project of the European flagship. 

708 VTT's goal is to manage 50 to 100 superconducting qubits. VTT has its own circuit manufacturing unit with a 2600 m2 clean room 

of a similar size to CNRS C2V clean room in Palaiseau, France. See Engineering cryogenic setups for 100-qubit scale superconducting 

circuit systems by S. Krinner et al, 2019 (29 pages). 

709 See New material platform for superconducting transmon qubits with coherence times exceeding 0.3 milliseconds by Alex P. M. 

Place, Andrew A. Houck et al, February 2020 (37 pages). Qubits are using tantalum instead of niobium and on a sapphire substrate. 

The paper describes starting page 8 the manufacturing process of these qubits. 

710 See Experimental Realization of a Protected Superconducting Circuit Derived from the 0–π Qubit by András Gyenis, Alexandre 

Blais et al, Sherbrooke, Princeton, U. Chicago and Northwestern University, March 2021 (31 pages) and Direct Dispersive Monitoring 

of Charge Parity in Offset-Charge-Sensitive Transmons by K Serniak, R Schoelkopf, Michel Devoret et al, Yale University, March 

2019 (11 pages) with transmons at a T1 of 210 µs. 

711 See Transmon qubit with relaxation time exceeding 0.5 milliseconds by Chenlu Wang et al, May 2021 (15 pages). 

712 See Millisecond coherence in a superconducting qubit by Aaron Somoroff, Vladimir E. Manucharyan et al, University of Maryland, 

2021 (14 pages), 

713 See Superconducting Quantum Materials and Systems Center by Anna Grassellino, SQMS Center Director, Fermilab, June 2021 

(40 slides), Materials and devices for fundamental quantum science and quantum technologies by Marco Polini et al, January 2022 (19 

pages) and Three-Dimensional Superconducting Resonators at T<20 mK with Photon Lifetimes up to τ=2s by A. Romanenko, R. 

Pilipenko, S. Zorzetti, D. Frolov, M. Awida, S. Belomestnykh, S. Posen, and A. Grassellino, March 2020 (5 pages). 

https://indico.fnal.gov/event/48767/contributions/212914/attachments/144283/183119/PAC2021SQMS.pdf
https://arxiv.org/pdf/2002.05559.pdf
https://link.springer.com/content/pdf/10.1140/epjqt/s40507-019-0072-0.pdf
https://link.springer.com/content/pdf/10.1140/epjqt/s40507-019-0072-0.pdf
https://arxiv.org/pdf/2003.00024.pdf
https://arxiv.org/pdf/1910.07542.pdf
https://arxiv.org/abs/1903.00113
https://arxiv.org/abs/1903.00113
https://arxiv.org/abs/2105.09890
https://arxiv.org/abs/2103.08578
https://indico.fnal.gov/event/48767/contributions/212914/attachments/144283/183119/PAC2021SQMS.pdf
https://arxiv.org/abs/2201.09260
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.13.034032
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Other researchers work on using various qubits materials like titanium nitride and tantalum on sap-

phire substrates, at Princeton, ENS Lyon and Alice&Bob among other locations. These are used in 

complement to the Al/AlO/Al Josephson junctions, for various other parts of the qubit circuits (isola-

tors, capacitances, resonators). 

 
Figure 298: logarithmic evolution of superconducting lifetime over time. Source: Superconducting Qubits Current State of Play by 

Morten Kjaergaard et al, 2020 (30 pages). 

The Quantronics team at CEA-Saclay uses transmons for its quantum circuits, but now explores an-

other route based on high coherence impurity spins in insulators for making qubits, with supercon-

ducting quantum circuits for controlling them. The rationale is that the electro-nuclear spin levels of 

such systems may indeed provide more robust qubits for which quantum error correction could be 

more easily manageable than for transmon qubits. 

Other research conducted at the CEA consists in associating superconducting qubits with NV centers, 

linked by microwaves, to be used as quantum memory as well as a means of more precise readout of 

superconducting qubits. NV centers spins can serve as quantum memory thanks to a spin coherence 

time that is 1000 times longer than that of superconducting qubits (100 milliseconds vs. 100 micro-

seconds). Another field of research is the coupling of superconducting qubits with nuclear spins (in-

stead of electron spins, on phosphorus or bismuth nuclei) via electron spins. 

As with many solid-state qubits, one of the key research goals is to transform these microwave pho-

tons into photons in the visible/infrared band to allow their long-distance transport, in particular via 

fiber optic-based telecommunication, which would become the basis of distributed quantum compu-

ting714. 

There is another interesting field of research aimed at simplifying qubit readout that may avoid the 

burden of parametric microwave amplification and circulators at the 15 mK stage. One of these con-

sists in using microwave photons counting and Josephson photomultipliers (JPM) that are embedded 

directly in the qubit chipset715. It has however some shortcomings to overcome like crosstalk and loss 

of qubit fidelity over time. 

 

714 See for example Microwave-to-optical conversion via four-wave mixing in a cold ytterbium together by Jacob P. Covey et al, July 

2019 which discusses this conversion. 

715 See High-Fidelity Measurement of a Superconducting Qubit Using an On-Chip Microwave Photon Counter by A. Opremcak, Roger 

McDermott et al, PRX, February 2021 (15 pages) and the associated thesis Qubit State Measurement Using a Microwave Photon 

Counter by Alexander M. Opremcak, 2020 (159 pages). 

https://arxiv.org/pdf/1905.13641.pdf
https://journals.aps.org/pra/abstract/10.1103/PhysRevA.100.012307
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.011027
https://mcdermottgroup.physics.wisc.edu/pdfs/AOpremcak.pdf
https://mcdermottgroup.physics.wisc.edu/pdfs/AOpremcak.pdf
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In 2021, a China research team led by Jian-Wei Pan created a 66 superconducting qubits system and 

claimed having reached another quantum advantage. In this Zuchongzhi 2.1 system, they reproduced 

the Google supremacy experiment with a 2D array of qubits with 13 additional qubits, using the same 

coupling technology, with 110 couplers716. Their fidelities were not best-in-class with 99,86% for 

single qubit gates, 99,24% for two-qubit gates and 95,23% for qubits readout, on top of a rather low 

T1 of 30.6μs. In their experiment, though, they did use only 56 of their 66 qubits, showing that qubits 

fidelities are probably not that good when all qubits are activated. In September 2021, they used 60 

qubits on 24 cycles with an improved readout fidelity of 97.74%717. China researchers implemented 

some quantum neuronal sensing application of quantum many-body states718. 

Vendors 

 

IBM is one of the few major players in the IT world that has been investing in 

fundamental research for a very long time in quantum computing719. It is one 

of the most advanced in universal quantum computing research, having fo-

cused on superconducting qubits for a while. 

IBM's quantum activity is driven by Jay Gambetta with researchers in their Yorktown, Poughkeepsie, 

San Jose and Zurich labs, partnering with various American and other countries universities including 

ETH Zurich and EPFL in Switzerland. IBM has both the most significant full-stack physics, hardware, 

software tools and cloud R&D investment and strong market presence. Their in-house manufacturing 

capacity enable them to prototype and produce most of the components needed to build their machines, 

particularly for their qubit chipsets and control electronics. Their most visible outside vendor is 

Bluefors although they are also developing an in-house giant “super-fridge” cryostat codenamed 

Goldeneye. The most recent 2022 update added a scale-out strategy with their QPUs on top of their 

scale-in roadmap announced in 2020720. 

They are also very open and reliable, publishing roadmaps and roadmap updates, respecting their 

planned milestones and with a steady stream of open research publications showcasing their contri-

bution to the complicated quantum computing field even though it sometimes looks like a puzzle that 

may be hard to reassemble. 

IBM’s choice technology is the fixed frequencies transmon superconducting qubits. It is using cross-

resonance two-qubit gates which consists in applying a microwave drive to one qubit (the control) at 

the frequency of another qubit (the target), generating a ZX interaction that is mediated by a bus721. 

 

716 See Strong quantum computational advantage using a superconducting quantum processor by Yulin Wu, Jian-Wei Pan et al, June 

2021 (22 pages). 

717 See Quantum Computational Advantage via 60-Qubit 24-Cycle Random Circuit Sampling by Qingling Zhu, Jian-Wei Pan et al, 

September 2021 (15 pages). 

718 See Quantum Neuronal Sensing of Quantum Many-Body States on a 61-Qubit Programmable Superconducting Processor by Ming 

Gong et al, January 2022 (14 pages). 

719 Who does fundamental research? Mainly IBM, Microsoft, Google and large telecom companies. The Bell Labs coming from the 

dismantling of AT&T in 1982 are now part of Nokia after gone through Lucent and Alcatel-Lucent. 

720 See The Future of Quantum Computing with Superconducting Qubits by Sergey Bravyi, Oliver Dial, Jay M. Gambetta, Dario Gil 

and Zaira Nazario, IBM Quantum, September 2022 (20 pages), a well-crafted paper detailing their scientific roadmap including quan-

tum error correction trade-off choices, chipset manufacturing and scale-in/scale-out architecture. 

721 See First-principles analysis of cross-resonance gate operation by Moein Malekakhlagh et al, IBM Research, May 2020 (30 pages) 

and Mitigating off-resonant error in the cross-resonance gate by Moein Malekakhlagh et al, August 2021 (20 pages). 

https://arxiv.org/pdf/2106.14734.pdf
https://arxiv.org/pdf/2109.03494.pdf
https://arxiv.org/abs/2201.05957
https://arxiv.org/abs/2209.06841
https://arxiv.org/abs/2005.00133
https://arxiv.org/abs/2108.03223
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Its number of qubits increased steadily from 5 in 2016 to 127 in November 2021. IBM's quantum 

systems have been running in the cloud since 2016. These are already used by thousands of research-

ers, students, startups and corporations around the world. After creating laboratory computers, IBM 

ventured into creating packaged ones when announcing the Q System One in January 2019 at the Las 

Vegas CES, initially a 20-qubit system722. 

 
Figure 299: IBM quantum computing timeline. (cc) Olivier Ezratty, 2022. 

The Quantum System One is 2.75 m wide, about the size of a D-Wave quantum annealer. In Figure 

300, ci-dessous on the right, you can see the Quantum System assembly workshop. IBM is imple-

menting a pre-industrial approach to the production of its quantum computers, despite their very lim-

ited capacities and low volume economics. The casing front contains the suspended cryostat while 

the back contains all the computing, electronics and cryostat compressor and pumps. The Quantum 

Systems are also self-calibrating. IBM is continuously improving these systems and updating the 

related qubits lifetime and gates fidelities data on their Quantum Experience web site. 

Most of these units are sitting in IBM’s own data center in Poughkeepsie, with some extra systems 

sitting in IBM sites in Germany (operated with the Fraunhofer Institute), Tokyo in Japan, in Korea at 

Yonsei University, in Canada near Sherbrooke Institut Quantique723  and supposedly at Cleveland 

Clinic in the USA. In October 2022, Joe Biden visited the Poughkeepsie facility724 and was presented 

the Osprey 433 qubit processor that unveiled later in November 2022725. As of October 2022, IBM 

had already retired 26 quantum computers with 1, 5, 7, 15, 20, 27, 28, 53 and 65 qubits726. 

 

722 Its design was created with the design studios Map Project Office and Universal Design Studio (UK) and Goppion (Italy), a 

manufacturer of high-end exhibition devices for museums, which notably designed the protective device for the Mona Lisa in the 

Louvre Museum and the Queen's jewels in the Tower of London. 

723 See IBM Research launches the first Discovery Accelerator in Canada, IBM, February 2022. This deployment represents in invest-

ment of CAN $65M by IBM matched by the Government of Québec. IBM will team up there with Alexandre Blais’ team at Institut 

Quantique in Sherbrooke. 

724 See U.S. President Biden visits IBM’s quantum data center — home of the world’s largest fleet of quantum computers, IBM, October 

2022. 

725 See the details of Osprey’s November 2022 announcement in Assessing IBM Osprey 433-qubit quantum computer, Olivier Ezratty, 

November 2022. 

726 See Retired systems, IBM. Extracted on October 24th, 2022. 
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https://research.ibm.com/blog/quebec-discovery-accelerator
https://research.ibm.com/blog/quantum-computation-center-update
https://www.oezratty.net/wordpress/2022/assessing-ibm-osprey-quantum-computer/
https://quantum-computing.ibm.com/lab/docs/iql/manage/systems/retired-systems
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Figure 300: IBM System Q packaging (left) and without packaging (right). Source: IBM. 

In September 2020, IBM announced their plan to “scale-in” the number of qubits of their quantum 

computers727 with a 127 qubits version ("Eagle") introduced in November 2021728, 433 qubits an-

nounced in November 2022 and to be put online in 2023 ("Osprey") and 1221 qubits in 2023 ("Con-

dor"). 

 
Figure 301: IBM’s superconducting roadmap from 2020 to 2023. Source: IBM. 

This roadmap was updated in May 2022 with the addition of new processors729. 

This was a « scale-out » complementary approach, about how to assemble several quantum chipsets 

with three-steps: first, Heron (133 qubits, 2023) will be assembled in QPU with many units running 

the same algorithm in parallel, accelerating the thousands of runs that are necessary with NISQ sys-

tems algorithms. 

 

727 See IBM's Roadmap For Scaling Quantum Technology by Jay Gambetta, September 2020, completed by IBM publishes its quantum 

roadmap, says it will have a 1,000-qubit machine in 2023 by Frederic Lardinois in TechCrunch. See also IBM Envisions the Road to 

Quantum Computing Like an Apollo Mission by Dexter Johnson, September 2020. 

728 See Eagle’s quantum performance progress by Oliver Dial, IBM, March 2022. 

729 See Expanding the IBM Quantum roadmap to anticipate the future of quantum-centric supercomputing by Jay Gambetta, May 2022. 

https://www.ibm.com/blogs/research/2020/09/ibm-quantum-roadmap/
https://techcrunch.com/2020/09/15/ibm-publishes-its-quantum-roadmap-says-it-will-have-a-1000-qubit-machine-in-2023/
https://techcrunch.com/2020/09/15/ibm-publishes-its-quantum-roadmap-says-it-will-have-a-1000-qubit-machine-in-2023/
https://spectrum.ieee.org/tech-talk/computing/hardware/ibms-envisons-the-road-to-quantum-computing-like-an-apollo-mission
https://spectrum.ieee.org/tech-talk/computing/hardware/ibms-envisons-the-road-to-quantum-computing-like-an-apollo-mission
https://research.ibm.com/blog/eagle-quantum-processor-performance
https://research.ibm.com/blog/ibm-quantum-roadmap-2025
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Figure 302: IBM’s scale-in and scale-out roadmap. Source: IBM. 

Second, Crossbill will assemble three chipsets similar to Heron and total 408 qubits in 2024 (3×133= 

399, we can presume that the remaining 9 qubits are explained by some connectivity constraints). 

These chipsets will be tightly connected with chip-to-chip coupler qubit gates. Then, Flamingo will 

follow in 2024 with 1386 qubits (3×462) with three chipsets blocks interconnected through some 

short-range microwave-photonic link (less than one meter). Then, Kookaburra will reach 4158 qubits 

assembling three blocks of three chipsets associating chip-to-chip micro-wave coupler gates and 

longer range photonic-based interconnectivity. 

We’ll now look at the various technology improvements IBM is implementing or planning to imple-

ment in its various superconducting qubits systems. IBM is probably the most open industry vendor 

with regards to its scientific openness. Among others, their presentations at the Chicago APS March 

Meeting in 2022 was enlightening, particularly with the Industry Session talk from Hanhee Paik and 

another from Oliver Dial730. 

Heavy-Hexagon layout. In July 2021, IBM announced a generalization of their hexagon qubits to-

pology. This heavy-hex lattice is the 4th version of IBM Quantum systems qubits topology and has 

been used upwards of its Falcon processor (27 qubits) as shown in the schema, where useful compu-

ting qubits are in yellow, black qubits in the red zones, the phase (Z) errors correction qubits and the 

white qubits in blue zones, the flip (X) errors corrections qubits 731. It uses a hexagonal arrangement 

with an intermediate qubit on each side of hexagons. The topology is optimized for quantum errors 

correction, using custom hybrid surface and Bacon-Shor subsystem codes. 

The IBM processors qubit numbers can be explained by this architecture and the lattice code distance 

for error correction (Falcon 27 qubits with a distance 3 code, Hummingbird 65 qubits and a distance 

5 code and Eagle with 127 qubits and a distance 7 code). This topology is different from the square 

lattice chosen by Google in its Sycamore processors, which, however, uses coupling qubits, a solution 

that IBM was not relying on until it was announced in May 2022 that they would later implement it. 

 

730 See also this impressive list of over 800 papers from IBM research and its research partners published on arXiv (as of August 2022). 

731 See The IBM Quantum heavy hex lattice by Paul Nation et al, IBM Research, July 2021 and Topological and subsystem codes on 

low-degree graphs with flag qubits by Christopher Chamberland et al, IBM Research, December 2019 (20 pages). Heavy hex requires 

some tuning with algorithms like QAOA. See Scaling of the quantum approximate optimization algorithm on superconducting qubit 

based hardware by Johannes Weidenfeller et al, IBM, February 2022 (20 pages). 

https://airtable.com/shr5QnbLgraHRPx35/tblqDKDgMVdH6YGSE
https://research.ibm.com/blog/heavy-hex-lattice
https://arxiv.org/abs/1907.09528
https://arxiv.org/abs/1907.09528
https://arxiv.org/abs/2202.03459
https://arxiv.org/abs/2202.03459
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IBM was using fixed frequency qubits when Google uses tunable frequency ones. The hex lattice 

reduces the effect of frequency collision between qubits. 

     
Figure 303: Heavy-Hexagon layout (left) and evolution of IBM’s superconducting qubits fidelities over time (right). 

Qubit quality. With improving qubit readouts fidelity using low noise amplifiers (QLA for quantum-

limited amplifiers) 732.They reached fidelities records in November 2021 with Falcon R10 (27 qubits) 

with less than 0.001 errors (aka a “three nines”, meaning 99,9% fidelities for two-qubit gates), but 

with no scientific paper describing Falcon R10 so far. It enabled them to obtain a quantum volume of 

512 in May 2022 with this chipset (meaning: 9 operational qubits). 

They also improve coherence times on a regular basis within a class of systems processors (like Fal-

con for 27 qubits)733. Their record is a T1 of 300 μs with their Falcon R8 processor and 1 ms in 

research (source). They also continuously improve qubit physical properties734. Like with using laser 

annealing in their production735, with new materials design improving their purity and avoiding con-

taminations and computer aided design736, and with improving chipset vacuum isolation during its 

assembly737. Metallic superconducting nanowires could also be controlled with applying a moderate 

voltage to a nearby gate electrode. Switches using this effect would require very little power and 

could mitigate the well-known negative impact of phonons on the coherence of superconducting 

qubits738. 

IBM researchers are also quite prolific in finding ways to improve gates fidelities. Like with enabling 

efficient SWAP gates implementation with low crosstalk, using dispersively coupled fixed-frequency 

transmon qubits and simultaneous driving of the coupled qubits at the frequency of another qubit, 

with a fast two-qubit interaction equivalent to ZX + XZ entangling gates, implemented without 

strongly driving the qubits739. 

 

732 See Rising above the noise: quantum-limited amplifiers empower the readout of IBM Quantum systems by Baleegh Abdo, January 

2020. 

733 T1 and T2 reached about 260 μs in September 2021 with their Peekskill 27 qubit system. It was a 3-times improvement vs previous 

systems. 

734 See Materials challenges and opportunities for quantum computing hardware by Nathalie P. de Leon et al, Science, April 2021 (x 

pages). 

735 See High-fidelity superconducting quantum processors via laser-annealing of transmon qubits by Eric J. Zhang et al, December 

2020 (9 pages) and Laser-annealing Josephson junctions for yielding scaled-up superconducting quantum processors by Jared B. 

Hertzberg et al, August 2021 (8 pages). 

736 See What if We Had a Computer-Aided Design Program for Quantum Computers?, IBM, October 2020 and  Qiskit Metal: IBM 

Community Building a Computer-Aided Program for Quantum Device Design by Matt Swayne, October 2020. 

737 See Ultrahigh Vacuum Packaging and Surface Cleaning for Quantum Devices by M. Mergenthaler et al, 2020 (6 pages). 

738 See Vibrations could flip the switch on future superconducting devices by Markus F. Ritter, Andreas Fuhrer and Fabrizio Nichele, 

March 2022, pointing to Out-of-equilibrium phonons in gated superconducting switches by Markus F. Ritter et al, Nature Electronics, 

March 2022 (7 pages). 

739 See Cross-Cross Resonance Gate by Kentaro Heya and Naoki Kanazawa, IBM Research Japan, PRX, November 2021 (15 pages). 

https://twitter.com/jaygambetta/status/1395347923123245056?lang=en
https://www.ibm.com/blogs/research/2020/01/quantum-limited-amplifiers/
https://quantum-computing.ibm.com/services?services=systems&system=ibm_peekskill
https://www.osti.gov/pages/biblio/1777671
https://arxiv.org/pdf/2012.08475.pdf
https://www.nature.com/articles/s41534-021-00464-5
https://medium.com/qiskit/what-if-we-had-a-computer-aided-design-program-for-quantum-computers-4cb88bd1ddea
https://thequantumdaily.com/2020/10/19/qiskit-metal-ibm-community-building-a-computer-aided-program-for-quantum-device-design/
https://thequantumdaily.com/2020/10/19/qiskit-metal-ibm-community-building-a-computer-aided-program-for-quantum-device-design/
https://arxiv.org/pdf/2010.12090.pdf
https://research.ibm.com/blog/vibrations-could-flip-the-switch-on-future-superconducting-devices
https://www.nature.com/articles/s41928-022-00721-1
https://journals.aps.org/prxquantum/pdf/10.1103/PRXQuantum.2.040336


Understanding Quantum Technologies 2022 - Quantum computing hardware / Superconducting qubits - 317 

3D circuits. It started with stacked pairs of chipsets separating qubits from microwave controls, using 

TSV (through-silicon vias) with their 127 qubit systems in 2021740. 

This 3D chipset layout introduced with Ea-

gle (127 qubits) adds multi-level wiring 

(MLW) on the backside of the interposer. 

Control and readout signals are routed as 

strip lines in the MLW and are well isolated 

from the interposer and qubit metal levels. 

Connections between the qubits and this 

MLW is done via superconducting TSVs 

(through-silicon vias). It reduces crosstalk 

when pairing qubits. They also improved 

readout multiplexing with using 9 lines in-

stead of 5 in Eagle. However, this degrades 

their CNOT gates fidelity due to collisions 

between qubit readout frequencies. 

 
Figure 304: the three stacked die chipset architecture used in Eagle’s 127 

qubit processor. Source: IBM. 

Scalability. With microwaves signals mul-

tiplexing and intelligent filtering for qubit 

states readouts, starting with Hummingbird 

65 qubits system in 2020. They are also us-

ing microwave flexible cables to reduce the 

space used by microwave cabling in cryo-

stats. They are also implementing tunable 

couplers to control qubits entanglement741. 

With Osprey (433 qubits), wires density 

improved using flexible cables and with 

control electronics of “generation 3”, using 

custom-made FPGAs. 

 
Figure 305: IBM’s quantum data center in Poughkeepsie, New York State. 

Source: IBM. 

Scalability will also come from qubits miniaturization coming from various paths like a simplification 

of the readout electronics replacing the usual circulator with a “microwave-controlled qubit readout 

multichip module” (QRMCM)742. 

Error Mitigation. They are optimizing their quantum error correction architecture743, particularly to 

correct T gates errors while using classical QEC for Clifford gates as part of “Quantum readout-error 

mitigation” (QREM). 

 

740 See Merged-Element Transmons: Design and Qubit Performance by H. J. Mamin et al, March 2021 (7 pages). 

741 See Tunable Coupling Architecture for Fixed-frequency Transmons by J. Stehlik et al, IBM Research, February 2021 (7 pages) and 

With fault tolerance the ultimate goal, error mitigation is the path that gets quantum computing to usefulness by Kristan Temme, Ewout 

van den Berg, Abhinav Kandala and Jay Gambetta, July 2022. 

742 See High-Fidelity Qubit Readout Using Interferometric Directional Josephson Devices by Baleegh Abdo et al, December 2021 (34 

pages). Avoiding the magnet-based based circulator for qubit readout using a microwave-controlled qubit readout multichip module 

(QRMCM) that “integrates interferometric directional Josephson devices consisting of an isolator and a reconfigurable isolator or 

amplifier device, and an off-chip low-pass filter”. Also, see Merged-Element Transmons: Design and Qubit Performance by H.J. Mamin 

et al, PRA, August 2021 (7 pages). 

743 Their views on QEC: Hardware-aware approach for fault-tolerant quantum computation by Guanyu Zhu, 2020. 

https://arxiv.org/abs/2103.09163
https://arxiv.org/pdf/2101.07746.pdf
https://research.ibm.com/blog/gammabar-for-quantum-advantage
https://journals.aps.org/prxquantum/pdf/10.1103/PRXQuantum.2.040360
https://arxiv.org/abs/2103.09163
https://www.ibm.com/blogs/research/2020/09/hardware-aware-quantum/
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Figure 306: the various quantum error mitigation techniques IBM is working on. Source: IBM. 

Various algorithms optimizations. IBM research teams are finding many ways, more or less effi-

cient, to optimize algorithms run-time. 

For example, they are allowing more com-

putations with the Bernstein-Vazirani algo-

rithm run on 12 qubits, where SWAP gates 

are replaced with resets, improving fidelity 

from 0.0007 to 0.80. 

They also propose to use “circuit knitting”, 

i.e., combining smaller circuits to simulate 

larger problems using entanglement forg-

ing744. However, this technique has a strong 

tendency to strongly attenuate algorithms 

quantum advantage and parallelism.  

Figure 307: entanglement forging technique. Source : IBM. 

Cryogeny. IBM announced in 2020 that it was working on a giant home-made cryostat called "Gold-

eneye" exceeding current market capacity, to host from a thousand to a million physical qubits745, 

shown in Figure 308. It is due for 2023 and has already been tested as of May 2022 at 25 mK. It has 

about 12 pulse tubes and 6 dry dilutions with half of the dilution being inverted at the bottom. 

 

744 See Doubling the size of quantum simulators by entanglement forging by Andrew Eddins, Sergey Bravy, Sarah Sheldon et al, April 

2021 (17 pages), Entanglement forging The 2x Gambit: IBM Tech Doubles Qubit Effectiveness by Charles Q. Cho, February 2022, 

Simulating Large Quantum Circuits on a Small Quantum Computer by Tianyi Peng, Aram Harrow et al, October 2020, PRL (20 pages), 

Quantum Divide and Compute: Exploring The Effect of Different Noise Sources by Thomas Ayral and F.M Le Régent (Atos) with Zain 

Saleem, Yuri Alexeev, Martin Suchara (DoE Argonne National Laboratory, February 2021 (21 pages) and Constructing a virtual two-

qubit gate by sampling single-qubit operations by Kosuke Mitarai and Keisuke Fujii, Osaka University, JST PRESTO and RIKEN, 

January 2021 (13 pages). 

745 See IBM scientists cool down world’s largest quantum-ready cryogenic concept system by Pat Gumann and Jerry Chow, September 

2022. The device is 3m high and 2m wide with 1.7 m3 of experimental volume and 10 internal plates. Its cooling power is of 10 mW 

at 100 mK and 24W at 4K. 

https://arxiv.org/abs/2104.10220
https://spectrum.ieee.org/ibm-entanglement-forging
https://arxiv.org/abs/1904.00102
https://arxiv.org/abs/2102.03788
https://arxiv.org/pdf/1909.07534.pdf
https://arxiv.org/pdf/1909.07534.pdf
https://research.ibm.com/blog/goldeneye-cryogenic-concept-system
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Figure 308: IBM’s giant Goldeneye dilution refrigerator. Source: IBM. 

QPU interconnect. Beyond 2023 and Condor, scale-out will involve interconnecting quantum pro-

cessing unit microwave-optical transduction and optical fiber to connect QPUs, with optomechanical 

coupling or electro-optic coupling. One option is to use optical channels with SiGe/Si optical resona-

tors746. These quantum units will be cooled with a new generation of cryostats, designed by Bluefors 

as part of their KIDE range using a hexagonal form factor, announced in November 2021. It will 

precede Goldeneye in their roadmap. IBM will start to implement this System Two modular architec-

ture with their 1121 qubits systems in 2023. 

MBQC option. Other longer-term plans consist in using constant depth circuits using entanglement 

and measurements ala “one way quantum computing” and MBQC that is also to be used with flying 

qubits like photons. 

Benchmarking. IBM now uses three key metrics to benchmark its quantum systems. The first one is 

simply their number of qubits which define the scale of their system. The second is the quantum 

volume that was introduced in 2019 and described in details page 686. It defines their computing 

quality. IBM announced it would double every year. 

In April 2022, they obtained a record 

quantum volume of 256, meaning 8 op-

erational qubits and 8 depths of com-

puting, which increased to 512 in May 

2022747 . There is some inconsistency 

with IBM’s roadmap. They expect to 

more than double the number of qubits 

in their system while doubling the 

available quantum volume every year. 

This means adding one operational 

qubit per year! At last, in November 

2021, IBM introduced CLOPS (circuit 

layers operations per seconds) which 

defines the speed of their processor.  
 

Figure 309: IBM’s quantum volume evolution over time. Source: IBM. 

 

746 See Engineering electro-optics in SiGe/Si waveguides for quantum transduction by Jason Orcutt et al, Quantum Science Technology, 

2020 and Ultrahigh-Q on-chip silicon–germanium microresonators by Ryan Schilling, Hanhee Paik et al, Optica, 2022 (4 pages). 

747 See Pushing quantum performance forward with our highest Quantum Volume yet by Petar Jurcevic et al, IBM, April 2022. 

https://iopscience.iop.org/article/10.1088/2058-9565/ab84c1/meta
https://opg.optica.org/optica/fulltext.cfm?uri=optica-9-3-284&id=470104
https://research.ibm.com/blog/quantum-volume-256
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It currently sits between 800 and 2500 

CLOPS748. 

It is also key to care about the level of 

large entanglements in these systems, 

aka genuine multipartite entanglement 

(GME). It was done in 2021 by a team 

of Australian researchers with fidelities 

of 54% for 27 qubits with using some 

quantum readout-error mitigation 

(QREM) 749 . It was also implemented 

by IBM Research with a 65-qubit 

QPU 750 . The schema in Figure 310 

shows the history of experimentally 

prepared quantum states exhibiting N-

qubit GME, where N ≥ 3, with at least 

95% confidence in gate-based quan-

tum systems. It illustrates the chal-

lenges to create large high-fidelity en-

tangled states. 

 

Figure 310: largest multipartite entangled state over time. Source: Generation and 
verification of 27-quit Greenherger-Horne-Zellinger states in a superconducting 

quantum computer by Gary J. Mooney et al, August 2021 (16 pages). 

Serverless. As part of their May 2022 announcements, IBM explained it is adopted a “serverless” 

architecture, another name for a cloud service driving both classical and quantum computers with a 

pay-as-you-go pricing751 . It involves three techniques: circuit knitting that leverages classical re-

sources cut a quantum problem in smaller problems and circuits to run on NISQ QPUs and also use 

classical processing. This is interesting but reduces the quantum acceleration generated by the QPUs 

who will run quantum algorithms of smaller Hilbert space. Then, entanglement forging is a way to 

simplify knitting specific to solving chemistry problems. They then use “quantum embedding” to re-

frame a problem and split it between pieces running classically and others quantumly “for only the 

classically difficult parts of the problem”. At last, error mitigation is based on classical post-pro-

cessing to reduce the impact of some classes of quantum errors. 

Deployments and customer evangelism. IBM has been investing a lot since 2016 to build a com-

munity of developers and users worldwide. They launched the IBM Quantum network in 2017. It 

brings together major Fortune 500 companies, research laboratories and startups interested in devel-

oping quantum solutions. This network offers access free access to quantum systems with one 

(crowded) 15 bits system, 8 5-bit systems and a 1-bit small-use system. Commercial systems have 

respectively 5, 27, 28, 53, 65 and 127 qubits. At last, a quantum emulator (branded a simulator) sup-

ports 32 qubits. As of August 2022, they had 27 quantum systems online. 

IBM also launched a customer Quantum Computation Center in Poughkeepsie, New York, a quantum 

center in Montpellier, France, in 2018, and then a partnership in Germany with a Fraunhofer Institute 

in 2019 plus other quantum centers in Japan and Quebec, Canada. 

 

748 See Quality, Speed, and Scale: three key attributes to measure the performance of near-term quantum computers by Andrew Wack, 

Hanhee Paik, Jay Gambetta et al, 2021 (8 pages). 

749 See Generation and verification of 27-quit Greenherger-Horne-Zellinger states in a superconducting quantum computer by Gary J. 

Mooney et al, August 2021 (16 pages). 

750 See Whole-device entanglement in a 65-qubit superconducting quantum computer by Gary J. Mooney et al, October 2021 (15 pages). 

751 See Introducing Quantum Serverless, a new programming model for leveraging quantum and classical resources by Blake Johnson, 

Ismael Faro, Michael Behrendt and Jay Gambetta, May 2022 

https://arxiv.org/abs/2101.08946
https://arxiv.org/abs/2101.08946
https://arxiv.org/abs/2101.08946
https://arxiv.org/abs/2110.14108
https://arxiv.org/abs/2101.08946
https://arxiv.org/abs/2102.11521
https://research.ibm.com/blog/quantum-serverless-programming
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Their task is to evangelize developers and researchers to encourage them to develop software on their 

Qiskit platform and their quantum systems sitting in the cloud. 

IBM publishes amazing data on their developer community activity with over 410,000 developers 

with a run-rate of 3.5 billion quantum circuits executed each and every day as of April 2022 which 

doesn’t really mean anything. 

At last, we should mention the quantum volume benchmark created by IBM in 2017 and updated in 

2019. We cover it in detail in the section dedicated to benchmarks, page 684. 

In April 2021, IBM finalized the deployment of a 28-qubit Quantum System in its own site near 

Stuttgart, Germany, in relationship with Fraunhofer as an intermediate to reach out the developer 

community752. It was even inaugurated remotely by Chancellor Angela Merkel on June 15th, 2021. 

IBM also announced a partnership of 10 years with Cleveland Clinic in the USA, including the de-

livery of their 1,121 qubits system around 2024. Meanwhile, the customer will rely on the existing 

cloud-based Quantum Experience systems753. Then, in June 2021, IBM announced a five year $300M 

artificial intelligence and quantum computing research partnership with the UK. They plan to hire 60 

scientists as part of the new Hartree National Centre for Digital Innovation (HNCDI)754. IBM has 

however not put all its eggs in the superconducting qubits basket. Their Zurich research center is also 

investigating electron spins and Majorana fermions qubits at a fundamental research level, working 

on this with ETH Zurich and EPFL. Also, in February 2022, IBM invested $25M in Quantinuum755. 

 

Google started to invest in quantum computing in the mid-2010s. In 

2014/2015, it tested some algorithms on a D-Wave quantum annealing system 

installed in the joint QUAIL laboratory established with NASA and located at 

the Ames Research Center in Mountain View. 

Google initially wanted to create its own quantum annealer ala D-Wave but quickly switched gears 

towards gate-based superconducting qubits quantum computing, under the direction of Hartmut Ne-

ven since 2006, who manages quantum hardware and software. In 2019, he put forward an empirical 

law called Dowling-Neven according to which the power of computers doubles exponentially. This 

was exaggerated when you look at their evaluation method756! 

Hardware was developed by John Martinis et al between 2014 and 2020757. All this was done in 

connection with the University of Santa Barbara in California (UCSB), where he came from with part 

of his team. 

 

752 See Fraunhofer launches quantum computing research platform in Germany, April 2021. 

753 See Cleveland Clinic, IBM launch 10-year quantum computing partnership by Mike Miliard, March 2021. 

754 See UK STFC Hartree Centre and IBM Begin Five-Year, £210 Million Partnership to Accelerate Discovery and Innovation with AI 

and Quantum Computing, June 2021. 

755 See IBM invests in Quantinuum, and other quantum news updates by Dan O’Shea, Fierce Electronics, February 2022. 

756 The reasoning is as follows: the number of qubits would so far increase exponentially, and the power doubles with each addition of 

a single qubit. All this, every six months. Unfortunately, the available data on the actual power of today's quantum computers does not 

comply with this law. There is no doubling of the number of operational qubits every six months! There is even regression! Google 

announced 72 qubits in March 2018 and then 53 qubits in October 2019. At IBM, we are in the total confusion between the Q System 

One which went from 20 to 28 qubits between January 2019 and January 2020, which does not look like a doubling every six months. 

On the other hand, this doubling could eventually be achieved with other technologies such as Honeywell's trapped ions or Pasqal's 

cold atoms. In his presentation at Q2B in December 2019, John Preskill highlighted another exponential doubling: gate fidelity rates 

are steadily improving, which would increase quantum volume exponentially. At the same time, the cost of emulating quantum com-

puting on conventional computers increases exponentially with quantum volume. Hence a doubly exponential evolution of computing 

power. The bug? Nothing says that the fidelity of quantum gates will continue to improve steadily. See A New Law to Describe Quantum 

Computing's Rise?, June 2019. 

757 John Martinis resigned from Google in April 2020 after being demoted to a scientific advisory role mid-2019. He explained this in 

an exit interview for Forbes: Google's Top Quantum Scientist Explains In Detail Why He Resigned by Paul Smith-Goodson, 2020. See 

also Google's Head of Quantum Computing Hardware Resigns by Tom Simonite, April 2020. 

https://www.fraunhofer.de/en/press/research-news/2021/april-2021/fraunhofer-launches-quantum-computing-research-platform-in-germany.html
https://www.healthcareitnews.com/news/cleveland-clinic-ibm-launch-10-year-quantum-computing-partnership
https://newsroom.ibm.com/2021-06-03-UK-STFC-Hartree-Centre-and-IBM-Begin-Five-Year,-210-Million-Partnership-to-Accelerate-Discovery-and-Innovation-with-AI-and-Quantum-Computing
https://newsroom.ibm.com/2021-06-03-UK-STFC-Hartree-Centre-and-IBM-Begin-Five-Year,-210-Million-Partnership-to-Accelerate-Discovery-and-Innovation-with-AI-and-Quantum-Computing
https://www.fierceelectronics.com/electronics/ibm-invests-quantinuum-and-other-quantum-new-updates
https://www.quantamagazine.org/does-nevens-law-describe-quantum-computings-rise-20190618/
https://www.quantamagazine.org/does-nevens-law-describe-quantum-computings-rise-20190618/
https://www.forbes.com/sites/moorinsights/2020/04/30/googles-top-quantum-scientist-explains-in-detail-why-he-resigned
https://www.wired.com/story/googles-head-quantum-computing-hardware-resigns/
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In 2017, Google stated its ambition to obtain some quantum supremacy as defined by John Preskill 

in 2011758. In April 2017 came a first 9 qubits chipset. In 2018, their Foxtail 22 qubits chipset was 

tested, but in quiet way. Then came in March 2018 the announcement of a record 72 qubits with their 

Bristlecone generation, promising a two-qubits gates fidelity of 99,56%. It seemed however a dead-

end and was abandoned. Then came the famous October 2019 so-called quantum supremacy with 

their Sycamore processor using 53 qubits and a random algorithm similar to the boson sampling al-

gorithm imagined by Scott Aaronson in 2012759. 

NASA and Google science papers were mistakenly posted on the Internet in September 2019 and then 

officially published in the journal Nature in October 2019760, filing 70 pages with a level of detail 

never seen before761. Google compared their qubits with the most powerful supercomputer of the time, 

the IBM Summit installed at the Department of Energy's Oak Ridge National Laboratory in Tennes-

see762. Computing for 200 seconds on Sycamore would take 10,000 years once emulated on the IBM 

Summit. This comparison didn’t make much sense as we discuss quantum supremacy and advantages 

in another part of this book, page 694. 

 
Figure 311: Google’s quantum computing timeline. (cc) Olivier Ezratty, 2022. 

 

758 See Google says it is on track to definitively prove it has a quantum computer in a few months' time by Tom Simonite, April 2017. 

See also The Question of Quantum Supremacy, May 2018 which references two related papers : Characterizing Quantum Supremacy 

in Near-Term Devices, 2016 (23 pages) and A blueprint for demonstrating quantum supremacy with superconducting qubits, 2017 (22 

pages). 

759 See Quantum Supremacy Using a Programmable Superconducting Processor by John Martinis, October 2019. The most detailed 

presentation on Google’s hardware engineering with Sycamore is available on Google's quantum computer and pursuit of quantum 

supremacy by Ping Yeh, September 2019 (63 slides). See also Quantum Computer Datasheet, Google AI, May 2021 (6 pages) which 

provides detailed indications of Sycamore’s qubit fidelities with the Weber version of the processor. 

760 See Hello quantum world! Google publishes landmark quantum supremacy claim by Elizabeth Gibney, October 2019. 

761 See Quantum supremacy using a programmable superconducting processor by Frank Arute, John Martinis et al, October 2019 (12 

pages) and Supplementary information for "Quantum supremacy using a programmable superconducting processor" by Frank Arute, 

John Martinis et al, October 2019 (58 pages). See also Quantum supremacy using a programmable superconducting processor, a lecture 

by John Martinis at Caltech, November 2019 (one hour). And another version, played at QC Ware's Q2B conference in December 2019 

(19 slides and 32-minute video). At last, here is this video promoting Google's supremacy: Demonstrating Quantum Supremacy, Octo-

ber 2019 (4'42''). 

762 See Google researchers have reportedly achieved "quantum supremacy" by Martin Giles, in the MIT Technology Review, September 

2019 and the source of the paper on the Internet, with illustrations. They use a type of algorithm that is of little use, but which clearly 

favors quantum computing and requires a limited number of quantum gates, which is good for noise-generating quantum processors. 

See also Why I Coined the Term 'Quantum Supremacy' by John Preskill, October 2019. 
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https://www.technologyreview.com/s/604242/googles-new-chip-is-a-stepping-stone-to-quantum-computing-supremacy/
http://ai.googleblog.com/2018/05/the-question-of-quantum-supremacy.html
https://arxiv.org/abs/1608.00263
https://arxiv.org/abs/1608.00263
https://arxiv.org/abs/1709.06678
https://ai.googleblog.com/2019/10/quantum-supremacy-using-programmable.html
https://www2.kek.jp/physics-seminar/files2019/PingYeh_KEK_2019-09-26.pdf
https://www2.kek.jp/physics-seminar/files2019/PingYeh_KEK_2019-09-26.pdf
https://quantumai.google/hardware/datasheet/weber.pdf
https://www.nature.com/articles/d41586-019-03213-z
https://research.google/pubs/pub48651/
https://arxiv.org/abs/1910.11333
https://www.youtube.com/watch?v=FklMpRiTeTA
https://drive.google.com/file/d/1EAx6opl9_wWZnYgguD_H-a12FnPDKFOQ/view
https://www.youtube.com/watch?v=K_H_mbSH45s
https://www.youtube.com/watch?v=-ZNEzzDcllU
https://www.technologyreview.com/f/614416/google-researchers-have-reportedly-achieved-quantum-supremacy/
https://drive.google.com/file/d/19lv8p1fB47z1pEZVlfDXhop082Lc-kdD/view
https://www.wired.com/story/why-i-coined-the-term-quantum-supremacy/
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Let’s have a look at Sycamore’s engineering and its related supremacy benchmark: 

Cross-Entropy Benchmarking (XEB). The benchmark algorithm combined a set of random quan-

tum gates with a homogeneous distribution. This last part scans all the possible values (253) of qubits 

superpositions763. In the supremacy regime, the so-called computation has a 0,2% chance to produce 

the right results. It is executed 3 million times to generate an average measurement mitigating this 

low fidelity764! 

It uses superposition on all the qubits (53), allowing maximum performance. Usually, ancilla qubits 

are necessary to make some calculation. Ancilla qubits are used as buffer values. As a result, the 

exponential advantage decreases accordingly. Typical algorithms don’t benefit from the superposition 

of 253 states but, for example, a lesser 230 or 240 states. Any quantum advantage would then vanish. 

This explains why in most vendors roadmap, the end-goal is to create systems with 100 logical qubits 

and not just between 50 and 55 qubits. The benchmarks use a small 20 quantum gates computing 

depth. Namely, the algorithm tested at full load only chains 20 sequences of quantum gates executed 

simultaneously. This is related to the noise generated in the qubits which limits this depth. Many 

algorithms require a larger number of quantum gates, such as Shor's integer factorization. 

   
Figure 312: John Martinis and his team when he was at Google and Google’s Sycamore’s assembly in their lab. Sources: Google. 

On October 21, 2019, IBM researchers published an article in which they questioned Google's per-

formance, stating that they could run their algorithm in 2.5 days instead of 10,000 years on the IBM 

Summit supercomputer765. This would require adding 64 PB of SSD to the supercomputer, which 

they had not tested. That's about 7 racks full of SSDs at 2019 capacity. IBM wanted to contradict 

Google's claim of quantum supremacy, which they turned into some sort of quantum advantage766. 

 

763 The following explanation can be found in Kevin Harnett's Quantum Supremacy Is Coming: Here's What You Should Know in 

Quanta Magazine, July 2019. 

764 See The Google Quantum Supremacy Demo and the Jerusalem HQCA debate by Gil Kalai, December 2019, where he questions the 

results of Google's quantum supremacy, particularly its evaluation of qubit noise at large scale. 

765 See On "Quantum Supremacy" | IBM Research Blog by Edwin Pednault, October 2019 and Leveraging Secondary Storage  to 

Simulate Deep 54-qubit Sycamore Circuits by Edwin Pednault et al, October 2019 (30 pages). 

766 Google's quantum supremacy quibbles have gone a long way, including IBM's response. And then Has Google Finally Achieved 

Quantum Supremacy?, October 2019, which is quite well documented. Then Quantum supremacy: the gloves are off by Scott Aaronson, 

October 2019 where he discusses the fact that this case is the equivalent of Kasparov vs. Deep Blue, with IBM playing the role of 

Kasparov. Not to mention the debate on supremacy terminology that has once again generated a lot of fuss, as reported in Academics 

derided for claiming 'quantum supremacy' is a racist and colonialist term by Sarah Knapton, December 2019. 

https://www.quantamagazine.org/quantum-supremacy-is-coming-heres-what-you-should-know-20190718/
https://gilkalai.wordpress.com/2019/12/27/the-google-quantum-supremacy-demo/
https://www.ibm.com/blogs/research/2019/10/on-quantum-supremacy/
https://arxiv.org/pdf/1910.09534.pdf
https://arxiv.org/pdf/1910.09534.pdf
https://www.nanalyze.com/2019/10/google-quantum-supremacy/
https://www.nanalyze.com/2019/10/google-quantum-supremacy/
https://www.scottaaronson.com/blog/?p=4372
https://www.telegraph.co.uk/science/2019/12/17/academics-derided-claiming-quantum-supremacy-racist-colonialist/
https://www.telegraph.co.uk/science/2019/12/17/academics-derided-claiming-quantum-supremacy-racist-colonialist/
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On top of that, randomized benchmarking used in Google’s experiment is an approach that is not 

unanimously accepted to establish the superiority of quantum computing over classical computing767. 

 
Figure 313: all the figures of merit of Sycamore processor in 2019. Sources: Quantum supremacy using a programmable superconducting 
processor by Frank Arute, John Martinis et al, October 2019 (12 pages) and Supplementary information for "Quantum supremacy using a 

programmable superconducting processor" by Frank Arute, John Martinis et al, October 2019 (58 pages). 

Qubits couplers. Sycamore uses controllable qubit couplers, a technique pioneered by William D. 

Oliver’s research team at the MIT Lincoln Labs768. There are 86 of them in all, connecting the 53 

qubits of the chipset. This makes a total of 139 qubits. These couplers are in fact qubits whose fre-

quency is controlled by a direct current line (DC). It allows the implementation of fast two qubits 

quantum gates, acting in an average 12 ns. They implement CZ and CPHASE two-qubit gates. Syca-

more’s processor has qubit readout error ranging from 3% to 7% and two-qubit gates have an error 

rate ranging from 0.5% to 1.5% while single-qubit gates have error between 0.05% and 0.5%. 

Machine Learning based calibration. These qubits and couplers are controlled with microwaves 

carried by coaxial cables, at frequencies between 5 and 7 GHz, adjusted by a DC flux line. Google 

developed a deep learning-based qubit calibration code, which has made it possible to refine the qubit 

microwaves activation frequencies to avoid crosstalk between neighboring qubits. 

Isolation: the qubit chipset is protected by some Mu-metal shielding, another one in aluminum and a 

black coating to absorb infrared photons. The processor is made of aluminum and indium on silicon 

and includes two dies stacked on top of each other or next to the other. 

 

767 See Lecture 3: Boson sampling by Fabio Sciarrino (63 slides) and An introduction to boson-sampling by Bryan Gard, Jonathan P. 

Dowling et al, 2014 (13 pages). See the review Quantum computers: amazing progress (Google & IBM), and extraordinary but probably 

false supremacy claims (Google) by Gil Kalai, September 2019 as well as The Quest for Quantum Computational Supremacy by Scott 

Aaronson, September 2019, which was published three weeks before Google’s announcement but was still valid (16 pages). 

768 See Tunable Coupling Scheme for Implementing High-Fidelity Two-Qubit Gates by Fei Yan, William D. Oliver et al, MIT Lincoln 

Labs, PRX, 2018 (10 pages). 

Metric Value Unit Comments

Number of qubits 53 qubits Computing qubits

Couplers 86 couplers Qubits used for coupling computing qubits

Single qubits gates 1,113 gates Number of single qubit gates executed in benchmark

Single qubits gates duration 25 nano-seconds Duration of a single qubit gate

Single qubit error 0,16% percent

Two qubits gates 430 gates Number of two qubits gates executed in benchmark

Two qubits gates duration 12 nano-seconds Duration of a two qubit gate

Two qubits gates error 0,93% percent

Readout error 3,80% percent

Gates depth 20 cycles Number of series of quantum gates executed.

Gates per cycle 55,65 gates/cycle Number of quantum gates executed per cycle

Measured fidelity 0,20% percent Total fidelity of system in supremacy regime

Number of iterations 3,000,000 iterations Number of full algorithm executions

Computing time 6,000 seconds Total computing time

Quantum computing time 30 seconds Total quantum computing time

Readout analog to digital convertors 277 number Generating 8 bits at  1 GB/s

https://research.google/pubs/pub48651/
https://research.google/pubs/pub48651/
https://arxiv.org/abs/1910.11333
https://arxiv.org/abs/1910.11333
https://www.sif.it/media/2e2d8d06.pdf
https://arxiv.org/abs/1406.6767
https://gilkalai.wordpress.com/2019/09/23/quantum-computers-amazing-progress-google-ibm-and-extraordinary-but-probably-false-supremacy-claims-google/
https://gilkalai.wordpress.com/2019/09/23/quantum-computers-amazing-progress-google-ibm-and-extraordinary-but-probably-false-supremacy-claims-google/
https://www.scottaaronson.com/talks/bernays3.ppt
https://dspace.mit.edu/handle/1721.1/119507
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Figure 314: Google’s Sycamore qubits layout, with their data qubits and coupler qubits (in blue). On the right, the interaction 

frequencies with each qubit which were calibrated and optimized using a machine learning solution. Source: Sycamore’s papers. 

Microwave generation. Below is a set of schematics of the control electronics inside and outside the 

cryostat. The system uses 54 external microwave signal generators for the single-qubit gates (X and 

Y), 54 for qubit frequency control and 86 for qubit control. This is completed by 9 readout microwave 

control signals, meaning they are frequency domain multiplexing readout by chunks of 6 qubits 

thanks to their use of a wideband parametric amplifier at the 15 mK stage, what they call an IMPA. 

The control electronics package includes 277 digital-to-analog converters that occupy 14 6U rack-

mount cases. There is a similar number of coaxial cables ending in the cryostat. 

Z gates: DC flux lines are also used to create Z gates, or phase gates. They are controlled with mi-

crowaves in IBM’s superconducting qubits. Using DC flux lines is reducing the phase error observed 

with these gates. 

 

Figure 315: a Russian doll description of Sycamore starting with the qubits and coupler, then with the chipset layout, its size, its 
packaging and connectors, where it is placed in the cryostat and the surrounding control electronics. Source: Google. Compilation 

(cc) Olivier Ezratty, 2020-2022 with sources from Google. 

micro-wave AWG/DAC sources and ADC/FPGA readout

active and passive electronic control components vacuum chamber packaging and chipset

qubits and couplers
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Qubit readouts is done with only a few microwave photons sent to the qubits. The result is amplified 

by 100 dB in several steps, one at the 15 mK processor stage and another at the 3K stage. The resulting 

amplified microwaves are converted digitally by an ADC (analog-to-digital converter) and analyzed 

by a FPGA to detect their phase. The system multiplexes in the frequency domain the readout micro-

waves of 6 qubits groups conveyed by a single cable, between 5 and 7 GHz. 

Energetic advantage: Sycamore showcases some 

energy consumption advantage, with a ratio of 

about one to a million. Its power consumption is 

about 25 kW and the ORNL IBM Summit is at 12 

MW at full charge, and the computing time ratio is 

2.5 minutes vs. 2.5 days (1/1440) in the most fa-

vorable IBM Summit case. But we are probably 

comparing apples and oranges given the suprem-

acy doesn’t relate to solving some useful problem 

with input data and parameters. 

Between 2019 and mid-2022, Google had not yet 

released a new generation processor. Finally, they 

quietly disclosed that they had created a 72-qubit 

version of Sycamore in a paper related to surface 

codes, published in July 2022, as shown in Figure 

316. The next step will be a 100+ qubits QPU to 

implement a distance-7 surface code logical qubit. 

 

Figure 316: Sycamore’s 72 qubit version that implements a 
distance-5 surface code error correction for a single logical qubit, 

that is still insufficient to improve qubit fidelities. Source: 
Suppressing quantum errors by scaling a surface code logical 

qubit by Rajeev Acharya et al, Google AI, July 2022 (44 pages). 

It wants to reduce qubits error rates 

and scale up to a hundred logical 

qubits 769 . In a July 2020 confer-

ence, Hartmut Neven announced 

his 10-year plan to achieve this re-

sult, showing impressive mockups 

of a giant quantum computer con-

taining 100 modules with 10 000 

physical qubits each. It would be a 

giant installation, as shown on the 

impressive artist’s rendering in Fi-

gure 317. 

 
Figure 317: Google’s roadmap for error corrections. Source: Hartmut Neven, July 2020. 

  
Figure 318: Google’s scalability roadmap with logical qubits made of 1000 physical qubits. And a giant system, as envisioned in 

2020. Things may have changed since then. Source: Hartmut Neven, July 2020. 

 

769 Source of the illustrations shown in Figure 317 and Figure 318: Day 1 opening keynote by Hartmut Neven (Quantum Summer 

Symposium 2020), July 2020 (30 mn) and the whole symposium. 

one tiled module
containing 10 000 
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probably 
cabling 
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modules
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https://arxiv.org/abs/2207.06431
https://arxiv.org/abs/2207.06431
https://www.youtube.com/watch?v=TJ6vBNEQReU
https://www.youtube.com/watch?v=TJ6vBNEQReU
https://www.youtube.com/playlist?list=PLQY2H8rRoyvx4VttfJOPRslw8XWT7yaBJ
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Cryo-CMOS. To scale up micro-waves generation and put it inside the cryostat, Google published 

some work on a cryo-CMOS chipset operating at 3K, using simple waveform generators consuming 

a minimum of energy to create only single qubit gates770. 

It has however not yet been de-

ployed. It relies on cosinusoidal 

shape microwaves with the in-

terest of creating spectral 

"holes" corresponding to the 

qubits frequencies harmonics 

of the state |1⟩  to the state | ⟩ 
transition, that must be 

avoided. It corresponds to the 

wavelength known as ω12 as 

seen in the illustration from 

page 299. 

 
Figure 319: qubit control signals optimization with spectral holes matching qubit frequencies 
harmonics. Source: XY Controls of Transmon Qubits by Joseph Bardin, June 2019 (36 slides). 

Qubits improvements. Several physical improvements are tested with their qubits. They reset qubits 

with high fidelity, allowing us to reuse qubits in quantum computations. They also test mid-circuit 

measurement that makes it possible to keep track of computation within quantum circuits. They also 

work on addressing cosmic radiation originated noise in circuits771. 

Error correction codes. At the APS March Meeting 2022 in Chicago, Kevin Satzinger provided an 

update on Google’s ploy with quantum error correction using surface codes. Their mid-term goal is 

to create a “logical qubit” prototype with 100 physical qubits, then extend it to 1000 physical qubits772. 

The end goal is to build logical qubits with error rates around 10-12, a level that is required to execute 

many useful gate-based algorithms. With surface codes, these logical qubits are organized in squared 

arrays of about d2 physical qubits (in blue, green ones are the qubit couplers) where d is the so-called 

code distance (5 in the example below). 

     
Figure 320: how Google plans to reach an error rate of 10-12 with its logical qubits. Source: APS March Meeting: Google, Intel and 

Others Highlight Quantum Progress Points by John Russell, HPCwire, March 2022. 

 

770 See Control of transmon qubits using a cryogenic CMOS integrated circuit by Joseph Bardin, March 2020 (35 minutes) and A 28nm 

Bulk-CMOS 4-to-8GHz <2mW Cryogenic Pulse Modulator for Scalable Quantum Computing by Joseph Bardin, Craig Gidney, Charles 

Neil, Hartmut Neven, John Martinis et al, February 2019 (13 pages). 

771 See Resolving catastrophic error bursts from cosmic rays in large arrays of superconducting qubits by Matt McEwen et al, April 

2021 (13 pages). 

772 See APS March Meeting: Google, Intel and Others Highlight Quantum Progress Points by John Russell, HPCwire, March 2022. 

https://indico.fnal.gov/event/20510/contributions/58074/attachments/36347/44246/BARDIN_QC.pdf
https://www.hpcwire.com/2022/03/17/aps-march-meeting-google-intel-and-others-highlight-quantum-progress-points/
https://www.hpcwire.com/2022/03/17/aps-march-meeting-google-intel-and-others-highlight-quantum-progress-points/
https://www.youtube.com/watch?v=VA2HEUmkrKo
https://arxiv.org/abs/1902.10864
https://arxiv.org/abs/1902.10864
https://arxiv.org/abs/2104.05219
https://www.hpcwire.com/2022/03/17/aps-march-meeting-google-intel-and-others-highlight-quantum-progress-points/
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Kevin Satzinger explained how Google came out with the 1000 physical qubit per logical qubit num-

ber. It comes from the way logical gates error are evaluated, per the formula 1/Λ, Λ being the ratio 

between the threshold (theorem) error level and the physical gate error level. Λ must be at 10 to reach 

a 10-12 error rate with 1000 physical qubits per logical qubits (above, right). They first plan to imple-

ment d=3 and then d=5 surface codes and make sure the latter is better than the former with regards 

to logical gate errors773. 

In 2021, Google experimented two repetition code lay-

outs on Sycamore with 21 qubits in a 1D chain correcting 

flip or phase errors and a distance-2 surface code of 7 

qubits correcting both flip and phase errors. It did show 

that flip and phase errors could be exponentially sup-

pressed with adding more physical qubits774 . They did 

show a 100-factor improvement in error suppression as 

the size of their logical qubits was growing from 5 to 21 

physical qubits. They could assess the impact of a good 

Λ value. 

The next step being to expand these tests on a yet-to-de-

liver successor of Sycamore and a larger number of 

qubits and the capacity to implement larger surface codes 

with d≥3. They also propose to use “pulse sequence” to 

correct unwanted crosstalk and dephasing that are dis-

turbing surface codes775. 

 
Figure 321: the first logical qubits created on Sycamore 
in 2021. Source: Exponential suppression of bit or phase 
flip errors with repetitive error correction by Zijun Chen 

et al, Nature, Google AI, July 2021 (32 pages). 

They still have a huge challenge, like with IBM, to grow the number of physical qubits without de-

grading their fidelities. 

Sycamore at work. Since 2020, Google tried to make some good use of Sycamore to test various 

algorithms. They “simulated simple models of chemical bonding, high-temperature superconductivity, 

nanowires, and even exotic phases of matter such as time crystals”. They also solved some small 

combinatorial problems and managed a chemical simulation of a molecule of four atoms. In most 

cases, there was no more touted supremacy. This time, without mentioning the notion of suprem-

acy776! Which makes sense given they didn’t use more than 15 qubits to solve these small-scale prob-

lems. Other same scale algorithms were published in 2020777. Like with IBM’s QPUs, the larger the 

number of qubits that are used in algorithms, the worse it is with their noise and computing depth. 

They end-up with using around 15 to 20 qubits for useful purposes. Of course, with that number of 

qubits, we’re very far from any quantum advantage or supremacy. 

 

773 See also Progressing superconducting quantum computing at Google by Kevin Satzinger, April 2022 (47 mn). 

774 See Demonstrating the Fundamentals of Quantum Error Correction by Jimmy Chen et al, August 2021 and Exponential suppression 

of bit or phase flip errors with repetitive error correction by Zijun Chen et al, Nature, July 2021 (32 pages). Removing leakage-induced 

correlated errors in superconducting quantum error correction by M. McEwen et al, March 2021, Nature Communications (12 pages) 

deals with another error reduction technique named “multi-level reset” that consists in “pumping” the excess energy from supercon-

ducting qubits that leak to their higher energy levels |2⟩ or |3⟩. 

775 See Pulse sequence design for crosstalk mitigation by Murphy Yuezhen Niu. 

776 See Quantum Approximate Optimization of Non-Planar Graph Problems on a Planar Superconducting Processor by Google AI 

Quantum and Collaborators, April 2020 (17 pages) which deals with three families of combinatorial problems with the QAOA algo-

rithm and Hartree-Fock on a superconducting qubit quantum computer by Google AI Quantum and Collaborators, April 2020 (27 

pages) with a diimide ((NH)2  molecular simulation algorithm. 

777 See this theoretical paper on the use of quantum computing, not necessarily with Google qubits, to study black holes. See Google 

Scientists Are Using Computers to Study Wormholes by Ryan F. Mandelbaum, November 2019 which refers to Quantum Gravity in  

the Lab: Teleportation by Size and Traversable Wormholes by Adam R. Brown et al, November 2019 (20 pages). 

https://arxiv.org/abs/2102.06132
https://arxiv.org/abs/2102.06132
https://www.youtube.com/watch?v=oLuRyeHC4qw
https://ai.googleblog.com/2021/08/demonstrating-fundamentals-of-quantum.html
https://arxiv.org/abs/2102.06132
https://arxiv.org/abs/2102.06132
https://arxiv.org/abs/2102.06131
https://arxiv.org/abs/2102.06131
https://www.youtube.com/watch?v=suO1_7rZAW0
https://arxiv.org/abs/2004.04197
https://arxiv.org/abs/2004.04174
https://gizmodo.com/google-researchers-are-studying-wormholes-with-quantum-1839984769
https://gizmodo.com/google-researchers-are-studying-wormholes-with-quantum-1839984769
https://arxiv.org/abs/1911.06314
https://arxiv.org/abs/1911.06314
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In 2021778, together with researchers from Columbia University, Google’s teams created a chemical 

simulation classical/quantum hybrid algorithm using a Monte Carlo method779. It was used to com-

pute the ground state of two carbon atoms in a diamond crystal, using 16 qubits. The method was 

however not more efficient than a full classical algorithm. 

 
Figure 322: simple schematic of a chemical simulation classical/quantum hybrid algorithm using a Monte Carlo method. Source: 

Hybrid Quantum Algorithms for Quantum Monte Carlo by William J. Huggins, March 2022. 

In 2022, another simulation of some molecules and materials as published, first with the iron-sulfur 

clusters of nitrogenase, including the FeMo-cofactor (aka FeMoCo), a component of the natural ni-

trogen cycle and second with the electronic structure of α-RuCl3, a candidate material for realizing 

spin liquid physics780. The experiments were using 5 to 11 qubits, far from any quantum advantage 

territory. All of this was running on Google’s 53-qubit Weber processor, the second generation of 

Sycamore chipsets with slight performance improvements. 

In 2021, Google also teamed up with Caltech to show some quantum superiority when quantum 

computers directly exploit quantum data coming from quantum sensors. Fewer experiments are re-

quired than if the communication between sensors and the quantum processor was classical. The ex-

periment was done with 40 qubits and 1300 quantum operations781. 

Google software tools. Several Google teams are working on quantum software, including those 

working on Cirq, on TensorFlow Quantum and another Google X team working on applications, un-

der the leadership of Jack Hidary782. They also released a Fermionic Quantum Simulator for quan-

tum chemistry applications in collaboration with QSimulate (2018, USA) aka qsim. It can simulate 

noisy quantum circuits with Nvidia GPUs on Google Cloud. Google also published stim, an open 

source tool providing a 10000x speedup when simulating error correction circuits. 

Quantum cloud. At last, it has a quantum cloud offering for quantum algorithm simulation and hosts 

an IonQ trapped ion system and, surprisingly, none of its Sycamore systems which are only accessible 

to a handful of academic partners, an outreach strategy that is very different from the broadscale one 

IBM adopted. 

 

Rigetti (2013, USA, $656M) is another commercial superconductor vendor. 

With D-Wave, IonQ and PsiQuantum, it is the fourth best funded startup in the 

industry. 

 

778 See 2021 Year in Review: Google Quantum AI by Emily Mount, December 2021. 

779 See Hybrid Quantum Algorithms for Quantum Monte Carlo by William J. Huggins, March 2022 and Unbiasing Fermionic Quantum 

Monte Carlo with a Quantum Computer by William J. Huggins, Ryan Babbush, Joonho Lee et al, Nature, July 2021 (28 pages). 

780 See Simulating challenging correlated molecules and materials on the Sycamore quantum processor by Ruslan N. Tazhigulov et al, 

March 2022 (22 pages). 

781 See Quantum advantage in learning from experiments by Hsin-Yuan Huang et al, December 2021 (52 pages). 

782 See Alphabet Has a Second, Secretive Quantum Computing Team by Tom Simonite, January 2020. No secret anymore buddy! 

https://ai.googleblog.com/2022/03/hybrid-quantum-algorithms-for-quantum.html
https://blog.google/technology/research/2021-year-review-google-quantum-ai/
https://ai.googleblog.com/2022/03/hybrid-quantum-algorithms-for-quantum.html
https://arxiv.org/abs/2106.16235
https://arxiv.org/abs/2106.16235
https://arxiv.org/abs/2203.15291
https://arxiv.org/pdf/2112.00778.pdf
https://www.wired.com/story/alphabet-second-secretive-quantum-computing-team/
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It was launched by Chad Rigetti, who got a PhD and did a post-doc at Yale University on microwave 

driven two-superconducting qubit gates in 2009783, and then worked as a researcher at IBM between 

2010 and 2013. 

 
Figure 323: evolution of Rigetti actual chipsets over time. Source: Rigetti investor presentation. 

Over about 8 years, their QPUs went from 3 to 80 qubits. They had a tendency to oversell their 

roadmap, having announced prematurely a 128 qubits test version in August 2018 that was never 

benchmarked or deployed. They started to deploy their system on Amazon Braket with its Aspen-9 

processor of 31 qubits in 2020. 

Their Aspen-M 80 qubits chipset 

was announced in December 2021 

and commercially available in Feb-

ruary 2022 on Rigetti Quantum 

Cloud Services and Amazon 

Braket, and subsequently on Azure 

Quantum, Strangeworks QC and 

Zapata Computing’s Orquestra 

platform784. Their fidelities are not 

as good as with IBM and Google 

but it is continuously improving, 

even as they increase the number of 

qubits. 

metric Aspen-9 Aspen-11 Aspen-M-1 

number of physical qubits 31 40 80 

median T1 27 µs 25.7 µs 30.7 µs 

median T2 19 µs 14.9 µs 23.0 µs 

median simultaneous 1Q fidelity 99,80% 99.50% 99.70% 

median 2Q XY fidelity 95,40 % 93.70% 95.30% 

median 2Q CZ fidelity 95,80 % 90.20% 93.10% 

median RO fidelity  97.10% 98.20% 

median active reset fidelity  99.20% 99.80% 

Figure 324: Rigetti qubits figures of merit for their last generation chipset. 
These number are now fairly well detailed, but they show that it doesn’t 
compete well with IBM at least on two qubit gates. Data source: Rigetti. 

In 2022, they demonstrated improved two-qubit gates fidelities of 99,5% but with a 9 qubits proto-

type785. Sideways, they are also experimenting the usage of qutrits with three level anharmonic oscil-

lators in their superconducting loops. It was tested on a 5-transmon chipset with two qutrits entangle-

ment786. 

So, what is special with Rigetti? Let’s look at a couple aspects of their qubits and systems engineering. 

Coupling qubits. Their flux qubits are entangled by dynamically configurable couplers, which re-

minds us of Google Sycamore. It brings more flexibility for managing two qubit gates787. These are 

adjustable transmon qubits using asymmetric SQUIDs (magnetometers). 

 

783 See Quantum Gates for Superconducting Qubits, 2009 (248 pages). 

784 See Rigetti Announces Commercial Availability of their 80 Qubit Aspen-M and a Teaming with NASDAQ to Explore Financial 

Applications of QC, February 2022. 

785 See Rigetti Computing Reports Fidelities as High as 99.5% on Next-Generation Chip Architecture, February 2022. 

786 See Beyond Qubits: Unlocking the Third State in Quantum Processors by Alex Hill, Rigetti, December 2021 and Quantum Infor-

mation Scrambling on a Superconducting Qutrit Processor by M. S. Blok et al, April 2021 (21 pages). 

787 This is explained in Demonstration of Universal Parametric Entangling Gates on a Multi-Qubit Lattice by M. Reagor et al, 2018 (17 

pages). 

2015 2017-2018 2018-2020 2019 2022

Rigetti 3Q Rigetti 4Q/8Q Rigetti 16Q Rigetti 32Q Rigetti 40Q/80Q

http://qulab.eng.yale.edu/documents/theses/Rigetti-PhDthesis-QuantumGatesForSuperconductingQubits-Yale2009.pdf
https://quantumcomputingreport.com/rigetti-announces-commercial-availability-of-their-80-qubit-aspen-m-and-a-teaming-with-nasdaq-to-explore-financial-applications-of-qc/
https://quantumcomputingreport.com/rigetti-announces-commercial-availability-of-their-80-qubit-aspen-m-and-a-teaming-with-nasdaq-to-explore-financial-applications-of-qc/
https://www.globenewswire.com/news-release/2022/02/17/2387271/0/en/Rigetti-Computing-Reports-Fidelities-as-High-as-99-5-on-Next-Generation-Chip-Architecture.html
https://medium.com/rigetti/beyond-qubits-unlocking-the-third-state-in-quantum-processors-12d2f84133c4
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.021010
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.021010
https://arxiv.org/pdf/1706.06570.pdf
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Electronics optimization. Rigetti made efforts to optimize the physical and electrical components of 

its accelerators. First, by integrating the control and measurement wiring of the qubits in compact 

sheets that they patented788. They developed their own microwave generation electronics. They also 

found a way to limit crosstalk between qubits789. They also work on merging microwave and DC flux 

lines into the same wires used for respectively XY and Z single qubit gates, between the 10 mK cold 

plate and the qubit chipset790. As a result, they tout performance improvements expressed in CLOPS 

(circuit layer operations per seconds) for their 40-qubit Aspen-11 and 80-qubit Aspen-M systems. The 

first had 844 CLOPS while the second reached 892. It can be compared to IBM’s 1500 CLOPS on 

their 65 qubits system and 850 with 127 qubits (as of April 2022)791. 

Modular chipsets. Rigetti is now splitting qubits in multiple semiconductors dies connected with 

each other with indium-based flip-chip bonded on a single larger carrier die. This reduces qubits 

crosstalk between modules, at the expense of a smaller fidelity. They first tried this with 4 chips 

containing each 4 aluminum and niobium-based SQUIDs qubits and 4 tunable couplers, their fideli-

ties are 99.1±0.5% and 98.3±0.3% for iSWAP and CZ gates792. They then expanded this to two 40 

qubits dies in their Aspen M1 chipset released in December 2021. 

 
Figure 325: interchip coupling implemented with their Aspen-M-1 80-qubit processor, assembling two dies of 40 qubits. 

Source: Rigetti. 

Cleanroom. Rigetti have their own small manufacturing unit producing their semiconducting chip-

sets, named Fab-1. This enables them to create new chipsets with a 5-15 month cycle. The required 

and initial investment of about $10M, which is reasonable even for a startup. The creation of super-

conducting qubit circuits is done with a very low-level of integration. 

 

788 See Connecting Electrical Circuitry in a Quantum Computing System, USPTO 20190027800. 

789 See Methods for Measuring Magnetic Flux Crosstalk Between Tunable Transmons by Deanna M. Abrams et al, August 2019 (12 

pages). 

790 See Full control of superconducting qubits with combined on-chip microwave and flux lines by Riccardo Manenti et al, July 2021 

(8 pages). 

791 See Optimizing full-stack throughput and fidelity with Rigetti’s Aspen-M generation of quantum processors, Rigetti, February 2022. 

792 See Entanglement Across Separate Silicon Dies in a Modular Superconducting Qubit Device by Alysson Gold, 2021 (9 pages). 

Aspen-M-1 
80Q

40Q chip

40Q chip

http://www.freepatentsonline.com/20190027800.pdf
https://arxiv.org/abs/1908.11856
https://arxiv.org/abs/2107.06245
https://medium.com/rigetti/optimizing-full-stack-throughput-and-fidelity-with-rigettis-aspen-m-459ee5b2873f
https://arxiv.org/pdf/2102.13293.pdf
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We are far from the $20B 5 nm fabs from TSMC. In the case of silicon qubits, on the other hand, it is 

necessary to have an equipment of about $1B793! 

 

Figure 326: Rigetti’s superconducting cleanroom fab line in Fremont, California. Source: Rigetti. 

This multi-dies QPU approach is the main driving technology for them to scale their QPUs. The short 

term roadmap contains the 84-qbit Ankaa for 2023 and the 336-qubit Lyra for late 2023. Then, they 

plan to create 500 qubits chipsets by 2025 and assemble them in 1000, 4000 and larger QPUs. They 

have however not yet explained how they will interconnect these multi-dies chipsets794. 

 

Figure 327: Rigetti’s scalability roadmap announced in October 2021. In May 2022, the company announced an additional one-year delay 
for their 1000 and 4000 qubits QPUs. They also expect to release 84 and 336 qubit chipsets in 2023. Source: Rigetti investor presentation, 

October 2021 and Rigetti Computing Reports First Quarter 2022 Financial Results and Provides Business Update, May 2022. 

Full-stack software development. It includes pyQuil for scripting and Quil for quantum gate man-

agement. These are both open source and published on Github. Quil allows to synchronize tasks be-

tween quantum and classical computing795. In 2018, they demonstrated the use of their quantum com-

puter for a machine learning algorithm that does not require a hybrid algorithm796. 

 

793 See Quantum Cloud Computing Rigetti by Johannes Otterbach, 2018 (105 slides) and the corresponding video, and Manufacturing 

low dissipation superconducting quantum processors by Ani Nersisyan et al, Rigetti, 2019 (9 pages). 

794 Source: Rigetti Investor Presentation, October 2021 (56 slides). 

795 See A Practical Quantum Instruction Set Architecture by Robert S. Smith, Michael J. Curtis and William J. Zeng, Rigetti Computing, 

2017 (15 pages). 

796 In Quantum Kitchen Sinks: An algorithm for machine learning on near-term quantum computers, July 2018 (8 pages). 

so
ur

ce
: 

R
ig

et
ti

, I
nv

es
to

r 
Pr

es
en

ta
ti

on
, 

O
ct

ob
er

 2
02

1,
 p

lu
s 

so
m

e 
up

da
te

s

2025 2027

https://investors.rigetti.com/news-releases/news-release-details/rigetti-computing-reports-first-quarter-2022-financial-results
http://jotterbach.github.io/talks/KL_QuantumCloudComputing.pdf
https://www.youtube.com/watch?v=USNaDTpXAF8
https://arxiv.org/abs/1901.08042
https://arxiv.org/abs/1901.08042
https://www.rigetti.com/uploads/Rigetti-Investor-Presentation.pdf
https://arxiv.org/abs/1608.03355
https://arxiv.org/abs/1806.08321
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Cloud. Rigetti offers access to its quantum computers via the cloud, like IBM and D-Wave do with 

their Quantum Cloud Services. It started running in beta in January 2019. Since early 2020, they are 

also distributed in the cloud by Amazon in its Braket service. 

Acquisition. Rigetti acquired QxBranch in July 2019 to complete its software offering. It was estab-

lished in the USA, UK and especially in Australia. In September 2020, their UK-based subsidiary 

announced the launch of a collaborative project to accelerate the commercialization of quantum com-

puters, funded with £10M private/public money. To do so, they will use a latest-generation Proteox 

cryostat from Oxford Instruments. 

 
Figure 328: Rigetti’s revenue and EBITDA forecasts until 2026. In the first quarter of 2022, 
they made $2.1M. It seems their 2022 forecast was optimistic. Source: Q1 2022 quarterly 

report. 

SPAC. After having raised about 

$200M through classical VCs, 

they went into the stock market 

after being acquired by a SPAC 

company in March 2022, Super-

nova Partners Acquisition Com-

pany II. It brought on the table 

$345M of funding for a valuation 

of $1,152M. As of December 

2021, the company had 140 peo-

ple in the United States, UK and 

Australia. At their SPAC time, 

they were forecasting a revenue 

of $594M by 2026, based on the 

release of their 1000 qubits sys-

tem in 2024. 

In May 2022, they announced a one-year delay on their roadmap797. 

Patents. They have a portfolio of 100 patents and applications in interchip coupling and multi-die 

chipsets, cabling, processor design, cloud quantum computing and quantum software tools. 

Partnerships. On top of Amazon, Microsoft, Zapata Computing and Strangeworks for cloud de-

ployments, they announced in 2022 a new partnership with Ampere Computing (USA) to create 

hybrid quantum-classical computers designed to run machine learning applications, with Keysight 

for control electronics and Bluefors for cryogeny. Ampere is a fabless company designing 128-core 

arm chipsets for servers798. They have also various business and academic partnerships running in the 

UK, which led to the deployment in the UK of a 32-qubit Aspen system in June 2022 (why not the 

more recent 40 or 80 qubit Aspen?). With Zapata, they are building hybrid quantum-classical com-

pilation tools with the support of the 80Q Aspen-M QPU and Rigetti cloud services. At last, they 

announced a partnership with Riverlane (UK) in June 2022 to work on error correction. 

Rigetti is also working with DARPA in the USA, having been selected to provide hardware, software 

and benchmarks for phase two of the DARPA ONISQ program (Optimization with Noisy Intermedi-

ate-Scale Quantum). The aim is to create quantum computers able to solve complex optimization 

problems. This work is jointly done with Universities Space Research Association (USRA) and 

NASA’s Quantum Artificial Intelligence Laboratory (QuAIL). Rigetti has also a strong R&D partner-

ship with the DoE Fermilab, which conducts testing and material designs in its Superconducting 

Quantum Materials and Systems Center (SQMS) led by Anna Grassellino799. 

 

797 See Rigetti Pushes Back Roadmap on Development of 1,000-Qubit, 4,000 Qubit Models by Matt Swayne, The Quantum Insider, 

May 2022. 

798 See Ampere Goes Quantum: Get Your Qubits in the Cloud by Ian Cutress, AnandTech, February 2022. 

799 See Superconducting Quantum Materials and Systems Center by Anna Grassellino, June 2021 (40 slides). 

https://investors.rigetti.com/news-releases/news-release-details/rigetti-computing-reports-first-quarter-2022-financial-results
https://investors.rigetti.com/news-releases/news-release-details/rigetti-computing-reports-first-quarter-2022-financial-results
https://thequantuminsider.com/2022/05/18/rigetti-pushes-back-roadmap-on-development-of-1000-qubit-4000-qubit-models/
https://www.anandtech.com/show/17255/ampere-goes-quantum-cloudbased-solutions-with-rigetti
https://indico.fnal.gov/event/48767/contributions/212914/attachments/144283/183119/PAC2021SQMS.pdf


Understanding Quantum Technologies 2022 - Quantum computing hardware / Superconducting qubits - 334 

Customer wise, they have a couple early adopters like Nasdaq who plans to use their systems to 

detect fraud, optimize order matching and handle risk management. 

 

IQM (2018, Finland, 167M€) is a spin-off from the Quantum Computing and 

Devices group of the Aalto University and from the VTT research center. Its 

funding is a mix of dilutive capital investment and debt financing through the 

European Investment Bank. 

In June 2020, IQM received 15M€ capital funding from the European Commission's EIC Accelerator, 

supplemented by a 2.5M€ grant. A new funding round of 128M€ was announced in July. All-in-all, 

IQM raised 167M€ making it the best funded quantum startup in Europe. 

They develop superconducting qubits QPUs after having initially created an on-chip refrigeration 

system technology for superconducting and silicon chipsets based on electron transfer using an elec-

tron tunnel-effect800. The company states that their qubits are operable with a faster clock speed than 

competing superconducting qubits thanks to optimizations applied to qubits reset, gates and readout. 

They use tunable couplers for qubits entanglement. They also developed a fast graphene-based bo-

lometer for qubit readout able to detect a single microwave photon. Its benefits is some power saving 

compared to parametric amplifiers801. 

On the R&D stage, IQM participates to a research consortium including Aalto University and VTT 

which proposed in 2021 a qubit on-chip circuit to create microwaves pulses that could be used to 

drive superconducting qubits and working at 10 mK802. Its size is one mm and would remove the need 

to use cables to feed the processor with microwave pulses. So far, it only creates a sinus wave at 1 

GHz, still far from what is needed to drive a superconducting qubit, i.e., a short duration pulse with a 

precise waveform added to some carrier frequency at around 5 GHz. It is closer to a local oscillator 

source! IQM also uses a TWPA from VTT in the first stage amplification of qubit readout micro-

waves803. This enables them to enable 5 to 10 qubits readout multiplexing with using different fre-

quencies for qubits readouts with resonators of different lengths. 

In March 2022, IQM introduced a new super-

conducting-qubit type nicknamed the unimon 

which has better fidelities, of about 99.9% with 

single-qubit gates. It is using a single Josephson 

junction in a resonator, combining high anhar-

monicity in the superconducting loop, different 

anharmonicities for each qubit, better insensi-

tivity to low frequency charge noise and insen-

sitivity to magnetic flux noise. As of 2022, they 

had tested three unimon qubits given they use 

tunable couplers to create two-qubit gates. 

 
Figure 329: IQM’s unimon circuit layout. Source: Unimon qubit by Eric 
Hyyppä, Mikko Möttönen et al, IQM and VTT, April 2022 (72 pages). 

They obtained two-qubit CPHASE gates fidelity above 99% and fidelities of 99.9% for X and Y gates. 

All with fast 13 ns gate (good), readout probe pulses of 100 ns (fine) and a T1 of 8,6 µs (not good). 

 

800 See Quantum-circuit refrigerator by Kuan Yen Tan et al, 2017 (8 pages) and video. 

801 See Bolometer operating at the threshold for circuit quantum electrodynamics by R. Kokkoniemi, Mikko Möttönen et al, Nature, 

September 2020 (19 pages). 

802 See A low-noise on-chip coherent microwave source by Chengyu Yan et al, Nature Electronics, December 2021 (14 pages) and A 

new super-cooled microwave source boosts the scale-up of quantum computers, December 2021 that is clearly overselling this tech-

nology development. It also requires pulse shaping with other techniques (AWG, DAC). 

803 See Broadband continuous variable entanglement generation using Kerr-free Josephson metamaterial by Michael Perelshtein, Pertti 

Hakonen et al, March 2022 (15 pages). 

one Josephson junction
shunted by a single capacitor

coplanar waveguide

https://arxiv.org/pdf/2203.05896.pdf
https://www.nature.com/articles/ncomms15189
https://www.youtube.com/watch?time_continue=8&v=l4OZP71IHTs
https://arxiv.org/abs/2008.04628
https://arxiv.org/abs/2103.07617
https://meetiqm.com/articles/press-releases/a-new-super-cooled-microwave-source-boosts-the-scale-up-of-quantum-computers/
https://meetiqm.com/articles/press-releases/a-new-super-cooled-microwave-source-boosts-the-scale-up-of-quantum-computers/
https://arxiv.org/abs/2111.06145
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It now must be tested with a large number of qubits and with two qubit gates804. In August 2022, they 

also published an arXiv preprint explaining how they will implement long-distance reliable two-qubit 

gates805. 

After relying on VTT Micronova 2600 m2 clean-room fab, they inaugurated their own Espoo 560 m2 

and 20M€ fab in November 2021 to manufacture their chipsets, a self-sufficiency strategy also seen 

with Rigetti. In 2020, the Finland government granted VTT with a 20,7M€ funding to acquire an IQM 

system. It should reach 50-qubit by 2024. They had 5 operational qubits as of November 2021. 

The company had over 190 people as of September 2022. They opened a research lab in Germany in 

March 2020, one office in Spain in 2021 and one in Paris in 2022. 

IQM’s business model is based on selling quantum computing system to research and supercomputing 

centers as well as proposing customized hybrid analog/digital "Co-Design QC" quantum processors. 

The latter could be classified as “quantum ASICs”, based on superconducting qubits806. These sys-

tems are adapted to the execution of hybrid algorithms such as VQE (Variational Quantum Eigen-

solvers) and QAOA (Quantum Approximate Optimization Algorithm). IQM will also implement a 

digital-analog quantum processor together with other partners like Infineon at the LRZ supercompu-

ting center in Garching, near Munich in Germany807. 

Their co-design offering is based on KQCcircuits, an open sourced software tool based on KLayout 

for qubit design, using the OASIS format for masks that is lighter. It enables a graphic-based creation 

of circuits elements and contains a library with SQUIDs, complex waveguides, coplanar capacitors, 

qubits, flipchip connectors, indium bumps and other templates. They are partnering since August 2022 

with Multiverse Computing for the software implementation of these co-designed QPUs, relying on 

Multiverse’s Singularity SDK. They also announced a partnership with Atos together with the Finnish 

supercomputing center CSC which bought a classical QLM emulator for their services. This machine 

is used both to simulate the operation of IQM's quantum accelerator qubits and to drive it808. CSC 

will provide scientific computing resources to the country's researchers, much like 

GENCI/TGCC/IDRISS do in France and JSC in Germany. Atos has also announced its interest to 

distribute an IQM quantum accelerator, among other market solutions, including the Pasqal simulator. 

 

Oxford Quantum Circuits (2017, UK, $45M) was launched by Peter Leek 

from Clarendon Laboratory Oxford. The startup is run by Ilana Wisby and had 

a team of 60 people as of mid-2022. The company wants to remove the iden-

tified barriers that prevent superconducting qubits from scaling. 

 

804 See Unimon qubit by Eric Hyyppä, Mikko Möttönen et al, IQM and VTT, April 2022 (72 pages) which provides a good scientific 

and technical documentation of unimon qubits. 

805 See Long-distance transmon coupler with CZ gate fidelity above 99.8% by Fabian Marxer, Mikko Möttönen, Johannes Heinsoo et 

al, IQM, QCD Lab and VTT, August 2022 (24 pages). 

806 Their method is described in Approximating the Quantum Approximate Optimization Algorithm by David Headley et al, February 

2020 (14 pages) and Improving the Performance of Deep Quantum Optimization Algorithms with Continuous Gate Sets by Nathan 

Lacroix, Alexandre Blais, Andreas Wallraff et al, May 2020 (14 pages). 

807 See New EU Consortium shaping the future of Quantum Computing, IQM, February 2021. In November 2021, IQM was officially 

selected to provide its quantum computer to LRZ (Leibniz Supercomputing Centre) in association with an HPC to set-up an hybrid 

computing system as part of the Q-Exa project. It’s part of a €45.3M consortium project funded by BMBF (German Federal Ministry 

of Education and Research) with €40.1M. Although it was not detailed in the announcement, we can suspect that the provided QPU 

will have 50 qubits as planned by IQM in 2025. 

808 See Atos, CSC and IQM join forces to accelerate the commercialization of European quantum technologies, June 2020. 

https://arxiv.org/pdf/2203.05896.pdf
https://arxiv.org/abs/2208.09460
https://arxiv.org/abs/2002.12215
https://arxiv.org/abs/2005.05275
https://www.meetiqm.com/articles/press-releases/iqm-project-awarded-12.4-million-euros
https://atos.net/fr/2020/communiques-de-presse/communiques-generaux_2020_06_18/atos-le-csc-et-iqm-sassocient-pour-accelerer-la-commercialisation-de-technologies-quantiques-europeennes
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OQC’s technology is based on their “coaxmon” superconducting qubits that are composed of highly 

coherent planar qubits809 and using a 3D structure connecting the qubit chipset with an interposer and 

using a layer for controlling the qubits on top of the chipset and another one below for qubit 

readouts810. 

It’s based on various works from MIT and the University of Oxford, on an idea from Peter Leek811. 

 
Figure 330: OQC coaxmon schematics showing how microwave controls are distributed vertically onto the qubits and their 

resonator. Source: OQC. 

They are partnering with Cambridge Quantum Computing (CQC) which is developing a quantum 

compiler dedicated to their qubits. In April 2020, OQC obtained collaborative project funding from 

the British government of £7M. As part of this project, they are associated with SeeQC UK, Oxford 

Instruments, Kelvin Nanotechnology, the University of Glasgow and the Royal Holloway University 

of London. 

In July 2021, OQC announced that they were making their first system available only as a QCaaS 

solution, in private beta (quantum cloud as a service) without even saying how many qubits were 

deployed. They then announced in December 2021 that an 8-qubit version of their processor nick-

named Lucy would be made available on Amazon Braket and revealed that their July 2021 system 

had a mere 4 qubits. The OQC system became live on Braket in February 2022. 

 

Intel is another player in the superconducting qubits field. With no commercial 

solution so far as it’s only a research field at this stage, completed by to the 

more natural avenue of electron spin silicon qubits they are also pursuing. At 

CES 2018, Intel's CEO proudly showcased a 49-qubit superconducting chipset 

during his keynote, stuck between a passenger drone demonstration and a 

broad talk on artificial intelligence. 

Named Tangle Lake, the chipset was  tested at Qutech in the Netherlands. They were at 7 qubits at 

the end of 2016, 17 qubits at the end of 2017 and 49 (uncharacterized) qubits in January 2017. Since 

then, no news. It seems that Intel is now entirely focused on electron spin qubits, along with their 

partner Qutech in The Netherlands, where they invested $50M back in 2015. 

 

Anyon Systems (2014, Canada) was created by Alireza Najafi-Yazdi. Their 

physics team is managed by Gabriel Éthier-Majcher and the startup has over 

20 employees as of mid-2021.  

 

809 See Surface acoustic wave resonators in the quantum regime, 2016 (40 slides). 

810 The 3D layering and TSV structure is inspired from Solid-state qubits integrated with superconducting through-silicon vias by D. 

R. W. Yost et al, MIT, September 2020 (9 pages). This project was funded by IARPA. 

811 See Double-sided coaxial circuit QED with out-of-plane wiring by J. Rahamim, Peter Leek et al, 2017 (4 pages), Calibration of a 

Cross-Resonance Two-Qubit Gate Between Directly Coupled Transmons by A.D. Patterson, Peter Leek et al, 2019 (8 pages) and Su-

perconducting microwave circuits for quantum computing by Peter Leek, 2018 (42 slides). 

Solid-state qubits integrated with superconducting 
through-silicon vias by D. R. W. Yost et al, MIT, 

September 2020

Double-sided coaxial circuit QED with out-of-plane 
wiring by J. Rahamim et al, 2017 

Calibration of a Cross-Resonance Two-Qubit Gate 
Between Directly Coupled Transmons by A.D. 

Patterson et al, 2019 

https://download.uni-mainz.de/fb08-spice/2016-05-17-Qubits/2016-Qubits-Leek.pdf
https://arxiv.org/pdf/1912.10942.pdf
https://arxiv.org/abs/1703.05828
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.064013
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.064013
https://indico.cern.ch/event/760005/contributions/3156839/attachments/1735338/2806540/2018-10-17-FundamentalPhysics.pdf
https://indico.cern.ch/event/760005/contributions/3156839/attachments/1735338/2806540/2018-10-17-FundamentalPhysics.pdf
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They started with creating their Quantum Device Simulator (QDS), a software tool used in quantum 

computer design and simulation that can run on supercomputers. It was used by John Martinis' Google 

team in 2017 for their design of a superconducting 6- and then 20-qubit qubit processor812. Their 

software was mainly used to predict the level of adjacent qubits cross-talks. It’s part of Snowflake, 

an open source library for creating quantum circuits running both on quantum emulators and quantum 

computers. 

But their main goal then became to create gates-based superconducting qubits quantum computers in 

a full stack approach, creating their own control electronics and cryogenics systems. They are also 

implementing some sort of topological error correction codes. In December 2020, they announced 

that they would provide such a system to the Canadian Department of Defense using their Yukon 

processor. It was put online in 2021. They published qubit fidelities data in March 2022 with 99,7% 

for single qubit gates in parallel and 95,6% for two qubit gates813. Their T1 is 10 µs and T2 is 8 µs. Is 

that good? If it were with fewer than 20 qubits, it would be less than stellar, particularly compared 

with the recent IBM systems who have T1 over 100 µs and 99,9% two-qubit gate fidelities with 27 

qubits (Falcon R10 processor as of November 2021). 

If it was achieved with over 50 qubits, that would be bet-

ter! But there’s no open way to have some clues on the 

number of their qubits. I’d guess it is fewer than 30 

qubits. Otherwise, you’d hear about it. In June 2022, they 

announced the delivery of their quantum computer to 

Calcul Québec, a Canada's public supercomputing center 

hosting Narval, the 92th HPC in the world Top 500 and 

28th in the Green 500 as of June 2022. 

They also published an impressive 3D picture of their 

Qube computer which shows well that they use a cryostat, 

that is said to be homemade, at least for the dilution part, 

but with no more information on the of qubits that we 

thus suspect to be very low and under 10. 

 

Figure 331: artist rendering of Anyon’s quantum 
computer, with all the traditional nuts and bolts of a 
superconducting quantum computer. Source: Anyon. 

 
Bleximo (2017, USA, $1.5M) was founded by Alexei Marchenkov and Rich-

ard Maydra, two former Rigetti employees. 

If develops superconducting qubits processors tailored for specific needs and adapted to different 

markets including biotechs and financial services814. It seems similar to Finland’s IQM strategy. 

They focus on improving the classical control electronics driving their qubits and are partnering with 

Q-CTRL which develops error correction codes quantum software. As of 2022, they had created a 8-

qubit processor which is less than stellar compared to IBM and Rigetti but in line with OQC from the 

UK815. Their qubits lifetime sits around 100 μs. They would need to assemble at least 40 to 50 func-

tional physical qubits, if not 100, to enable real-life applications with their customers. 

They also develop quantum software solutions (aka “QCO”) for typical use cases like optimization, 

physics simulation and machine learning. In their team, Anastasia Marchenkova is a researcher pro-

ducing a lot of educational video content. 

 

812 See Google's 'supreme' 20-qubit quantum computer by Tushna Commissariat, 2017. 

813 See Update on Performance Metrics, Anyon Systems, March 2022. 

814 See Application-Specific Quantum Hardware is the Most Promising Approach for Early Practical Applications by Fabio Sanches, 

Chiara Pelletti, and Alexei Marchenkov, February 2022. 

815 See Superconducting Quantum Processor Design at Bleximo by Chiara Pelletti and Fabio Sanches, March 2022 and Bleximo builds 

its competitive advantage with an application-specific approach, PhysicsWorld, June 2022. 

https://www.youtube.com/channel/UCzaYH6WeohiHKj3Ih_GdZdQ
https://physicsworld.com/a/googles-supreme-20-qubit-quantum-computer/
https://www.anyonsys.com/news/anyon-updates-performance-metrics
https://medium.com/bleximo/application-specific-quantum-hardware-is-the-most-promising-approach-for-early-practical-a1fd7604699a
https://medium.com/bleximo/superconducting-quantum-processor-design-at-bleximo-f10e0df736c1
https://physicsworld.com/a/bleximo-builds-its-competitive-advantage-with-an-application-specific-approach/
https://physicsworld.com/a/bleximo-builds-its-competitive-advantage-with-an-application-specific-approach/
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Their customer based seems made of US research labs (Berkeley University, DoE Berkeley Lab816, 

Syracuse University, John Hopkins Applied Physics Laboratory). So, we’re not far from a contract 

research company. This is exemplified by their willingness to create application-specific hardware, 

like IQM, which doesn’t make much sense from an economical and even practical standpoint817. It 

would make sense if it brought similar benefits like FPGA (slower operations, low fixed cost, higher 

variable costs) vs ASICs (fast operations, higher fixed costs, low variable costs). But the costs here 

are still high, and they are not yet providing any quantum advantage with their system. 

 

QuantWare (2021, Netherlands, $7M) is a designer and manufacturer of su-

perconducting qubits processors created by Matthijs Rijlaarsdam and Ales-

sandro Bruno818. They offer their 25 qubits Contralto processor and a custom-

izable connectivity that could for example help prototype specific quantum er-

ror corrections codes. 

The chipsets have AirBridges and a proprietary TSV configuration (through-silicon via). It seems to 

be very classical transmon superconducting qubits. They propose custom processors and a product 

design-to-delivery cycle of 30 days, leveraging the Van Leeuwenhoek Lab cleanroom at TU Delft. 

They don’t build full-fledged quantum computers. Their first 5 -

qubit Soprano QPU had a modest T1 of 10 μs and a single-qubit 

gate fidelity of 99,99%. Contralto’s 25-qubit processor (pictured 

below) could reach a T1 of 60 μs. They don’t provide data on the 

most important figures of merit: dual-qubits gates and readout fi-

delity. Who could use these QPUs? Seemingly, research labs and 

vendors developing enabling technologies for superconducting 

qubits, like their colleagues from Qblox and Delft Circuits. They 

plan to double the number of qubits in their QPUs each and every 

year. QuantWare has various partnerships in place, including with 

SeeQC (USA), with QuantrolOx (UK) and QphoX (The Nether-

lands). 

 

Figure 332: QuantWare’s 25 qubit 
processor. 

As we’ll see later in the cryoelectronics section, QuantWare also designs Crescendo, a TWPA (qubits 

readout traveling waves parametric amplifiers). In September 2022, the company got a subsidy fund-

ing of 1.1M€ from Quantum Delta NL, the foundation running the Dutch quantum national plan, to 

develop superconducting qubits based on undefined novel materials. 

 

Atlantic Quantum (2022, USA/Sweden, $9M) is a startup cofounded by Jo-

nas Bylander from Chalmers University in Sweden, along with Bharath Kan-

nan (CEO), Simon Gustavsson, Youngkyu Sung, William D. Oliver, Shereen 

Shermak and Tim Menke, from the MIT. 

 

816 See Raising the Bar in Error Characterization for Qutrit-Based Quantum Computing, Monica Hernandez, Lawrence Berkely Na-

tional Laboratory in HPCwire, September 2021. 

817 See Application-Specific Quantum Hardware is the Most Promising Approach for Early Practical Applications by Fabio Sanches, 

Bleximo, February 2022. 

818 Among their scientific advisors are Charlie Marcus, formerly running the Microsoft Quantum Lab in Copenhagen, Denmark. He 

left Microsoft in November 2021. 

https://www.hpcwire.com/off-the-wire/raising-the-bar-in-error-characterization-for-qutrit-based-quantum-computing/?utm_source=rss&utm_medium=rss&utm_campaign=raising-the-bar-in-error-characterization-for-qutrit-based-quantum-computing
https://medium.com/bleximo/application-specific-quantum-hardware-is-the-most-promising-approach-for-early-practical-a1fd7604699a
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The startup develops scalable fluxonium superconduct-

ing qubits-based quantum computers with experts cover-

ing all aspects of the quantum computing stack, from 

chip design and device fabrication to gate calibration and 

quantum algorithms. The cofounder’s research group de-

velops superconducting quantum electronic devices for 

quantum computing and simulation. Jonas Bylander re-

cently published a paper on an efficient qubit readout so-

lution using two microwave pulses and getting rid of the 

parametric amplifier, but it doesn’t tell if it’s in Atlantic 

Quantum’s roadmap819. 

 

Figure 333: Atlantic Quantum fluxonium 
superconducting chipset. Which is insufficient to have 
an idea of its qubit fidelities, that is not yet published. 

Source: Atlantic Quantum. 

 

Alibaba is active in using the resources of its datacenters to simulate quantum 

algorithms exceeding 50 qubits. China's leading e-commerce company is also 

partnering with the University of Science and Technology of China (USTC) 

of the Chinese Academy of Sciences (CAS) to create superconducting quan-

tum computers with superconducting qubits. 

They offer cloud access to 11 qubits since early 2018, on a technology platform developed with USTC. 

They even announced in 2018 that they were creating a subsidiary, Ping-Tou-Ge, which develops 

NPUs (neuromorphic processors for AI) and, eventually, superconducting quantum chipsets820. They 

work on superconducting qubits, using the fluxonium variation, which could bring some coherence 

advantage. They announce qubit lifetimes T1 and T2 over 100 μs and a 99,5% iSWAP gate fidelity. 

 

In April 2021, the Japanese research center RIKEN and Fujitsu created the 

RIKEN RQC-Fujitsu Collaboration Center to do joint research and create a 

superconducting qubit computer, with a goal of reaching 1000 physical qubits 

and develop an associated software platform. 

It will leverage RIKEN’s existing work on superconducting qubits and Fujitsu's computing know-

how. The research plan is quite classical: improving qubit manufacturing, reducing the size and noise 

of driving electronics components and wiring and improve error correcting codes. 

Some plans roadmaps were uncovered in August 2022. Fujitsu plans to release a first 64 qubits QPU 

by spring 2023, to be expanded to 1000 qubits in 2026. Fujitsu has created a research center in Wako 

City, Japan, to work on these systems with Riken with about 20 researchers. 

 
Toshiba has been conducting fundamental research in quantum computing 

since at least 2008, in quantum photonics and with superconducting qubits in 

its Frontier Research Laboratory. 

Here, Hayato Goto is a prolific scientist working in many disciplines. In 2022, he created a double-

transmon coupler that turns on/off coupling between two superconducting qubits in an efficient man-

ner, enabling fast computing and two-qubit gate fidelities of 99.99% and time of 24 ns821. 

 

Baidu announced in August 2022 its Qian Shi QPU with 10 superconducting 

qubits, to be later expanded to 36 qubits using couplers to run two-qubit gates, 

reusing a concept first pioneered by Google in 2019. 

 

819 See Transmon qubit readout fidelity at the threshold for quantum error correction without a quantum-limited amplifier by Liangyu 

Chen, Jonas Bylander, Giovanna Tancredi et al, August 2022 (8 pages). 

820 See Alibaba Launches Chip Company "Ping-Tou-Ge"; Pledges Quantum Chip, September 2018. 

821 See Double-Transmon Coupler: Fast Two-Qubit Gate with No Residual Coupling for Highly Detuned Superconducting Qubits by 

Hayato Goto, PRA, March-September 2022 (10 pages). 

https://arxiv.org/abs/2208.05879
https://medium.com/syncedreview/chinese-internet-mogul-jack-ma-has-a-flair-for-naming-new-businesses-alibaba-originates-from-a-d63add4b6b0c
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.18.034038
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These qubits are said to showcase high fidelities. Let’s look at the numbers: T1 = 31 µs, T2 = 8.7 µs, 

single qubit gate at 99,8% and two-qubit gates at 96,4% (CX) and 96,8% (CZ). For 10 qubits, it’s less 

than stellar and the numbers look like those of some average transmon qubits. 

 

Origin Quantum Computing (2017, China, $163.4M) is a startup created in 

Hefei by Guo Guoping out of the CAS quantum lab in Hefei. It closed an 

amazing $148M Series B funding round in July 2022. 

The company works on a full-stack quantum offering including a 24 superconducting qubits system, 

working on semiconductor quantum dots qubits as well, on qubits control electronics (Quantum AIO), 

cryogenic equipment, on quantum software with an operating system (Origin Pilot), a programming 

framework (QPanda), the EmuWare virtual machine, a quantum machine learning framework 

(VQNet), a quantum programming language (QRunes), an integrated development environment 

(Qurator), and some applications frameworks for quantum chemistry (ChemiQ), fluid dynamics 

(OriginQ QCFD) and financial optimization. 

Initially, it worked mainly on developing quantum algorithms and quantum emulation software. They 

were behind one of the records for 64-qubit quantum algorithm emulation on a supercomputer822. 

They also created cloud based emulation appliances supporting 32 and 64 qubits. They then started 

to create their own quantum chipsets, including superconducting qubits chipsets with 6 qubits (KF 

C6-130) and 100 qubits (XW B2-100), using tunable couplers. A bit like IBM, they expect to reach 

1024 qubits by 2025 with intermediate steps of 64 qubits in 2021 and 144 qubits in 2022. 

Now, on to cat-qubit and other bosonic qubits vendors... 

 

Alice&Bob (2020, France, $33M) was created by Théau Peronnin (ENS Lyon) 

and Raphaël Lescanne (ENS Paris). They are designing a fault-tolerant gate-

based quantum computer associating superconducting technology and stabi-

lized photon-based (in the microwave regime) cat-qubits. Their technology 

main benefit is its capability to implement a complete universal fault-tolerant 

quantum computer with a much lower ratio of physical per logical qubits than 

traditional transmon based superconducting qubits. It saves at least two orders 

of magnitude, moving from 1000 to 1 down to 30 to 1 (about √1   )! 

Alice&Bob’s technology is based on the PhD thesis from the startup founders and the associated work 

of the Mazyar Mirrahimi’s Quantic team from Inria where Raphaël Lescanne was a doctoral student 

and where Zaki Leghtas as well as Jérémie Guillaud also work or worked823, the CNRS and ENS 

Lyon and ENS Paris. Pierre Rouchon from MinesParistech is also a key contributor824. We’ll see 

how all these works were influential, up to inspire Amazon in its own cat-qubits engineering efforts, 

documented later. 

Cat-qubits encode the state of a qubit with superposing opposite quantum states in micro-wave photon 

cavities, precisely, in the two-dimensional Hilbert space spanned by two coherent states of micro-

waves of same amplitude and opposite phase825. 

 

822 See Researchers successfully simulate a 64-qubit circuit, June 2018. 

823 Mazyar Mirrahimi did work in Michel Devoret's team at Yale University around 2012. See Dynamically protected cat-qubits: a new 

paradigm for universal quantum computation by Mazyar Mirrahimi, Zaki Leghtas and Michel Devoret, 2013 (28 pages). Jérémie Guil-

laud is now Chief of Theory at Alice&Bob. 

824 See Quantum computation with cat qubits by Jérémie Guillaud, Joachim Cohen and Mazyar Mirrahimi, March 2022 (75 pages). 

825 See Exponential suppression of bit-flips in a qubit encoded in an oscillator by Raphaël Lescanne et al, July 2019 (18 pages) and 

Repetition Cat Qubits for Fault-Tolerant Quantum Computation by Jérémie Guillaud and Mazyar Mirrahimi, July 2019 (23 pages). 

https://phys.org/news/2018-06-successfully-simulate-qubit-circuit.html
https://arxiv.org/abs/1312.2017
https://arxiv.org/abs/1312.2017
https://arxiv.org/abs/2203.03222
https://arxiv.org/abs/1907.11729
https://arxiv.org/abs/1904.09474


Understanding Quantum Technologies 2022 - Quantum computing hardware / Superconducting qubits - 341 

These cat-qubits have a very low bit-flip error rate given it decreases exponentially with the average 

number of microwave photons used in the cat qubit cavity826. Phase-flip errors can be corrected with 

repetition error codes having a rather low overhead827. 

Cat-qubits can support a native implementation of 3-qubits Toffoli gates which, combined with 

Clifford gates, form a universal set of quantum gates. The implementation of such a universal gate 

set is a prerequisite to run quantum algorithms with a proven exponential speed-up. The Toffoli gate 

is an alternative to the usual (non-Clifford) T gate used in QFT-based algorithms. This gate can be 

corrected efficiently with avoiding magic state distillation, enabling fault-tolerance, and limiting error 

propagation between ancilla qubits828. 

These qubits are more complex to design and operate but it would only take about 30 of them to create 

a well-corrected logical qubit, which would make it possible to create a better scalable architecture 

whereas with the current technologies of IBM, Google and Rigetti, about 1,000 to 10,000 physical 

qubits are required to create a functional logical qubit given their expected fidelities. These corrected 

qubits could also play the role of associative quantum memory. Moreover, their system avoids micro-

wave radiations leaks between adjacent qubits. 

 
Figure 334: Alice&Bob cat-qubit cavity and its coupling to a transmon qubit and the ATS (asymmetrically threaded SQUID) that 

implements single and multiple qubit gates. Source: Alice&Bob. 

The gates they implement on top of a Toffoli gate are a CNOT and a Hadamard gate. SWAP gates are 

built with three CNOTs in a classical fashion. 

These are heavily used to circumvent the absence of many to many qubits connectivity in most 2D 

qubits layouts. All this will require a specific compiler, to be created later in the startup product lifecy-

cle. 

 

826 See One hundred second bit-flip time in a two-photon dissipative oscillator by C. Berdou, Zaki Leghtas, Maryar Mirrahimi, Pierre 

Rouchon, Raphael Lescanne, Théau Peronnin, Taki Kontons et al, April 2022 (20 pages). 

827 See Error Rates and Resource Overheads of Repetition Cat Qubits by Jérémie Guillaud and Mazyar Mirrahimi, March 2021 (17 

pages). Based on numerical simulation, it estimates that a fault-tolerant cat-qubits computer with a logical error probability of 10−10 

can be realized using 140 physical cat-qubits for Clifford gates and an average number of 15 photons per mode. A Toffoli gate could 

be implemented with only 180 physical cat-qubits including all required ancilla qubits. 

828 They propose a ‘pieceable fault-tolerant’ implementation of the Toffoli gate, following the method introduced in Universal Fault-

Tolerant Gates on Concatenated Stabilizer Codes by Theodore J. Yoder, Ryuji Takagi and Isaac L. Chuang, September 2016 (23 pages). 

This is a substitute to the transversal gates technique. 
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https://arxiv.org/abs/2204.09128
https://arxiv.org/pdf/2009.10756.pdf
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.6.031039
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.6.031039


Understanding Quantum Technologies 2022 - Quantum computing hardware / Superconducting qubits - 342 

On a practical way, these cat-qubits drive require some more corrections than regular transmon qubits. 

A continuous pulse tone drives the cat-qubit photons buffer. The qubit error corrections makes use of 

an ATS (Asymmetrically Threaded SQUID), a nonlinear element that is flux biased with an AC cur-

rent in the 4-8 GHz range. A one qubit gate requires two pulses (cat drive and dissipation phase). A 

cat-qubit readout uses two pulses on the coupling transmon and a readout pulse. Readout uses 3 in-

bound pulses and one reflected pulse. And in total, cat-qubits require about 6 control lines. 

 
Figure 335: Alice&Bob roadmap which ambitions to directly create a fault-tolerant QPU and then a universal quantum computer 

(although the definition of universal quantum computer is not agreed upon. Source: Alice&Bob. 

 

Amazon (USA) started first to announce late 2019 its Amazon Braket cloud 

offering, based on using third-party quantum computers from D-Wave, Rigetti 

and IonQ, covered in the cloud section of this book, page 677. 

In December 2020, they went out of the woods with announcing their detailed plan to build their own 

quantum computers, using cat-qubits, in a thorough 118 pages paper829. 

This work is getting the help from Caltech, including John Preskill, in connection with Yale Univer-

sity where some Caltech students did their PhDs in the teams of Rob Schoelkopf and Michel Devoret. 

The Amazon effort is led by Simone Severini (Director of Quantum Computing at AWS), Oskar 

Painter (Head of Quantum Hardware at AWS), Fernando G.S.L. Brandão (Head of Quantum Al-

gorithms at AWS and also researcher at Caltech) and Richard Moulds (GM Amazon Braket). 

The bulk of Amazon’s quantum team are based in the new 21,000-sqrt-ft AWS Center for Quantum 

Computing building next to Caltech in Pasadena, North of Los Angeles. It was inaugurated in October 

2021. 

The Amazon proposed architecture is largely inspired by what the French teams at Inria have investi-

gated since 2013 with Mazyar Mirrahimi et al, including the founders of Alice&Bob830. They want to 

create a FTQC. As of 2020, Amazon was planning to use an electro-acoustic resonator to host the cat 

qubits while the circuit element, the Asymmetrically Threaded SQUID (ATS) invented by Raphaël 

Lescanne and Zaki Leghtas, used by Alice&Bob to stabilize the cat-qubit is superconducting. While 

Alice&Bob QEC is based on dissipating excess qubit energy to maintain it in low-energy states with 

encoding it in a linear oscillator driven by 10 GHz microwaves, Amazon chose a variant that uses 

 

829 See Building a fault-tolerant quantum computer using concatenated cat codes by Christopher Chamberland, John Preskill, Oskar 

Painter, Fernando G.S.L. Brandão et al, 2020 (118 pages). It is summarized in Designing a fault-tolerant quantum computer based on 

Schrödinger-cat qubits by Patricio Arrangoiz-Arriola and Earl Campbell, April 2021. See also Fault-tolerant quantum computing with 

biased-noise hardware by Earl Campbell, November 2020 (40 mn). 

830 On top of France’s founding work on cat-qubits, Amazon is also relying on many US Universities research like Caltech, Stanford, 

Chicago University and Yale University. 
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https://arxiv.org/abs/2012.04108
https://aws.amazon.com/fr/blogs/quantum-computing/designing-a-fault-tolerant-quantum-computer-with-cat-qubits/
https://aws.amazon.com/fr/blogs/quantum-computing/designing-a-fault-tolerant-quantum-computer-with-cat-qubits/
https://www.youtube.com/watch?v=fN5-UO2fy0c
https://www.youtube.com/watch?v=fN5-UO2fy0c
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linear harmonic oscillators-based cat-qubits using very compact piezoelectric nanostructures and pho-

nons. Like with Alice&Bob, these cat-qubits self-corrects flip errors at the hardware level while phase 

errors are being handled by some QEC requiring, supposedly about 20 physical qubits. 

Cat-qubits encode information with microwaves put in coherent states with opposite phases, | ⟩ and 

|−⟩. The qubit computational basis states are defined as even and odds coherent states cats, meaning 

using positive and negative sign superpositions for these two cat-states. Like Alice&Bob, they will 

implement a universal gate set comprising X, Z, CNOT and Toffoli gates. They use two new ideas for 

implementing fault-tolerant Toffoli gates: an extremely small chip layout (“bottom-up Toffoli”) and a 

technique to lower the bit-flip error rate (“top-down Toffoli”). They also avoid crosstalk between cat-

qubits with using four cat-qubits connected to a single dissipating reservoir. This compact layout is 

compatible with a scalable architecture but may generate significant crosstalk errors, which could be 

mitigated with a well-chosen filter design cutting the frequencies to remove crosstalk errors. 

They first plan to implement a 9-qubit QEC to obtain a logical error rate of 2.7 x 10-8. As a result, 

they expect to use 2000 superconducting qubits to create a 100 logical qubits system. If this works, 

as with Alice&Bob, it will make a significant difference with IBM and Google who plan to obtain the 

same number of logical qubits with one million physical qubits. The scalability constraints are much 

different in both cases, whether it deals with cryogenics, microwave generations and readouts, or 

cabling. 

In April 2021, University of Sydney science undergraduate Pablo Bonilla Ataides published in Nature 

Communications a paper on its ZXXZ surface code that would reduce the number of required physical 

qubits to create a logical qubit thanks to a lower error threshold. It brought the attention of Amazon 

researchers831. This surface code could be used by Amazon who made a choice to use a relatively low 

number of photons per cat qubit (8 to 10, compared to about 15 for Alice&Bob, but the optimum 

number of photons is still to be determined experimentally), still requiring some first level bit-flip 

error correction on top of phase-flip correction. That’s where a ZXXZ surface code QEC could come 

into play. ZXXZ QEC codes are indeed mentioned as an option QEC technique in Amazon’s technical 

paper from December 2020. 

The AWS Center for Quantum Computing opened at Caltech in October 2021 and houses all Amazon 

teams working on quantum computing832. They even then showcased a picture of a prototype quantum 

processor, maybe the one with 9 qubits. 

   
Figure 336: the first prototype Amazon cat-qubit chipset of undisclosed characteristics, and their lab in Caltech 

opened in October 2021. 

 

831 See Student's physics homework picked up by Amazon quantum researchers by Marcus Strom, University of Sydney, April 2021, 

Sydney student helps solve quantum computing problem with simple modification by James Carmody April 2021 and The XZZX 

surface code by J. Pablo Bonilla Ataides et al, April 2021, Nature Communications (12 pages). 

832 See Announcing the opening of the AWS Center for Quantum Computing by Nadia Carlsten, October 2021. 

https://www.sydney.edu.au/news-opinion/news/2021/04/13/student-physics-homework-picked-up-by-amazon-web-services-quantum.html
https://amp-abc-net-au.cdn.ampproject.org/c/s/amp.abc.net.au/article/100064328
https://www.nature.com/articles/s41467-021-22274-1
https://www.nature.com/articles/s41467-021-22274-1
https://aws.amazon.com/fr/blogs/quantum-computing/announcing-the-opening-of-the-aws-center-for-quantum-computing/
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QCI (2015, USA, $18M) or Quantum Circuits Inc is a spin-off from Yale Uni-

versity co-founded by Rob Schoelkopf, Luigi Frunzio and Michel Devoret. 

Michel Devoret left the company in 2019, preferring to be a full-time re-

searcher at Yale University. 

Their technology is also based on cat-qubits that solve noise and coherence problems, using Rob 

Schoelkopf’s teamwork at Yale. They have a long track-record in that space although they are not 

very talkative. They announced in 2019 that their system should be available some day on Microsoft 

Azure Quantum cloud. But so far, they have not delivered any functional QPU. 

Technically, their planned cat-qubit are stabilized by discrete parity measurement using a transmon833 

and their two qubit gates are implemented using SNAP gates (Selective Number-dependent Arbitrary 

Phase (SNAP) using the same transmon834. They also planned to use micromachined 3D cavities with 

a good Q factor835. They plan to obtain a linear gain in qubit lifetime with the number of physical 

qubits. It will still require some surface codes to fully correct flip-errors (on top of phase errors). 

They are also at the origin of the qbsolv framework that is part of their Mukai middleware and de-

velopment platform launched in January 2020836. It supports D-Wave computers, Fujitsu digital-an-

nealed computers and Rigetti superconducting qubits. 

 

Nord Quantique (2019, Canada, $7.6M) is a startup from the Institut Quan-

tique from the University of Sherbrooke that is working on creating a super-

conducting quantum computer using more efficient error correction, using an-

other variation of bosonic codes that would have fast quantum gates, but with 

no further publicity on how they implement this and on their roadmap. 

The company was created by Julien Camirand Lemyre and Philippe St-Jean with the scientific support 

from Alexandre Blais and their investors are BDC Capital (USA), Quantonation (France) and Real 

Ventures (Canada). 

Quantum dots spins qubits 

Electron spins qubits are a new promising qubit technology with a lot of variations. Its related research 

started later than superconducting qubits. Its potential benefits are miniaturization and scalability. It 

could leverage existing manufacturing processes for standard CMOS semiconductors837. 

History 

Electron spin qubits quantum state is generally the spin orientation of an electron trapped in a potential 

well or of an electron hole, i.e. a missing electron and its virtual inverse impact on structural spin. 

 

833 See Demonstrating Quantum Error Correction that Extends the Lifetime of Quantum Information by Nissim Ofek, Zaki Leghtas, 

Steve Girvin, Liang Jiang, Mazyar Mirrahimi, Michel Devoret, Rob Schoelkopf et al, February 2016 (44 pages). 

834 See Cavity State Manipulation Using Photon-Number Selective Phase Gates by Reinier W. Heeres, Eric Holland (who now works 

at Keysight), Liang Jiang, Robert Schoelkopf et al, March 2015 (9 pages). 

835 See Multilayer microwave integrated quantum circuits for scalable quantum computing by Teresa Brecht, Michel Devoret, Rob 

Schoelkopf et al, Nature, 2015 (5 pages) and the related thesis Micromachined Quantum Circuits by Teresa Brecht, 2017 (271 pages). 

836 See QCI Qbsolv Delivers Strong Classical Performance for Quantum-Ready Formulation by Michael Booth et al, May 2020 (7 

pages). 

837 CMOS ("Complementary Metal Oxide Semiconductor") is the dominant technology used to produce microprocessors, for CPUs 

(Intel, AMD), GPUs (Nvidia, AMD), chipsets for smartphones (Qualcomm, Samsung, MediaTek, HiSilicon, etc.) and in a whole host 

of specialized sectors (microcontrollers, radio components, etc.). 

https://arxiv.org/abs/1602.04768
https://arxiv.org/abs/1503.01496
https://arxiv.org/abs/1509.01127
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/Brecht_Thesis_Final_ScreenVersion.pdf
https://arxiv.org/abs/2005.11294
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It is usually considered that Daniel Loss with David DiVincenzo and Bruce Kane are the first to have 

devised ideas to use electron spins to create a quantum computer, a couple years after Peter Shor 

created his famous integer factoring eponymous algorithm. 

Daniel Loss (University of Basel) and David DiVincenzo (then at IBM Research) published a similar 

paper in 1996-1997 where they proposed the concept of quantum dots to create qubits with controlling 

the spin of electrons in a potential well838. Their design used a two-qubit gate (SWAP) using an elec-

trical control of the tunneling barrier between neighboring quantum dots. A low gating voltage creates 

a coupling – aka Heisenberg coupling - between the neighbor qubits. The design also implemented 

single qubit gates. The Loss-Vincenzo concept was later extended with using pairs of quantum dots 

electron spins, one being the qubit itself, and the other, capacitively coupled with the first one and 

being used for qubit readout with a spin-to-charge conversion using conductance measurement, usu-

ally with some radio-frequency reflectometry using a microwave pulse, a bit like with superconduct-

ing qubit readout. 

The first electron spin qubit was created in 2005 by a USA and Brazil team using GaAs on Si sub-

strates839. But GaAs qubits suffers from a major limitation, a strong hyperfine coupling together with 

a nonzero nuclear spin that leads to dephasing. So physicists looked at Si and SiGe alternatives, which 

showcase lower hyperfine coupling. They could even provide quasi-noiseless environment for spins 

thanks to their nuclear-free isotopes 28Si and 72Ge isotopes. But they are much more challenging in 

terms of manufacturing, regardless of the supply of isotopically purified materials. 

The first demonstration of silicon spin qubit was made in 2012 by UNSW teams. In 2016, silicon 

qubits were demonstrated using industry-grade manufacturing processes by a French team from CEA-

Leti and IRIG in Grenoble840. 

This belongs to the Si-MOS category, the most generic and easier to manufacture. Qubits are derived 

from planar MOS bulk or FDSOI technologies as well as with Fin-FET that are inspired from the 

latest CMOS manufacturing technologies. These spin qubits have a size of about 100x100 nm, leading 

to potential high densities when it will scale841. 

Bruce Kane (UNSW) presented in 1998 another spin-based quantum computer concept based on 

placing individual phosphorous atoms (31P) in a pure silicon lattice structure842. This approach is 

labelled “donors spin”. It is a hybrid scheme using quantum dots and single atom nuclear magnetic 

resonance (NMR) since qubits associate phosphorus atoms nuclear spin and silicon donors electron 

spins. The qubits are controlled by electrical and magnetic fields843. The main benefit is the long 

coherence of nuclear spins, which can theoretically extend to several seconds844. 

 

838 See Quantum computation with quantum dots by Daniel Loss and David DiVincenzo, 1997 (20 pages). 

839 See Coherent Manipulation of Coupled Electron Spins in Semiconductor Quantum Dots by Jason Petta et al, Science, 2005 (5 pages). 

840 See A CMOS silicon spin qubit by Romain Maurand, Maud Vinet, Marc Sanquer, Silvano De Fransceschi et al, 2016 (12 pages). 

841 See The path to scalable quantum computing with silicon spin qubits by Maud Vinet, Nature Nanotechnology, December 2021 and 

Scaling silicon-based quantum computing using CMOS technology by M. F. Gonzalez-Zalba, Silvano de Franceschi, E. Charbon, 

Tristan Meunier, Maud Vinet and Andrew S. Dzurak, Nature Electronics, December 2021 (16 pages). 

842 See A silicon-based nuclear spin quantum computer by Bruce Kane, Nature, 1998 and Silicon-based Quantum Computation by 

Bruce E. Kane, 2000 (14 pages). 

843 See The Race To Make Better Qubits by Katherine Derbyshire, Semiconductor Engineering, November 2021. 

844 The Bruce Kane concept is well described in Toward a Silicon-Based Nuclear-Spin Quantum Computer by Robert G. Clark, P. Chris 

Hammel, Andrew Dzurak, Alexander Hamilton, Lloyd Hollenberg, David Jamieson, and Christopher Pakes, Los Alamos Science, 2022 

(18 pages). It shows linear array of phosphorous donor atoms buried into a pure silicon wafer, operating in the presence of a large 

magnetic field and at sub-K temperatures. The donor atoms nuclear spins are be aligned either parallel or antiparallel with the magnetic 

field, corresponding to |0〉 and |1〉 qubit basis states. The metal gates are above an insulating barrier of SiO2. The A-gates above the 31P 

atoms enable single qubits gates while the J-gates in between the donors regulate an electron-mediated coupling between adjacent 

nuclear spins, for two-qubit operations. At last, qubit readout is done with either a single electron transistor (SET) or with a magnetic-

resonance force microscope (MRFM, not shown). 

https://arxiv.org/abs/cond-mat/9701055
https://www.science.org/doi/10.1126/science.1116955
https://typeset.io/pdf/coherent-manipulation-of-coupled-electron-spins-in-3azu0qfv16.pdf
https://arxiv.org/pdf/1605.07599.pdf
https://www.nature.com/articles/s41565-021-01037-5
https://arxiv.org/pdf/2011.11753.pdf
https://www.nature.com/articles/s41928-021-00681-y
https://www.nature.com/articles/30156
https://arxiv.org/abs/quant-ph/0003031
https://semiengineering.com/the-race-to-make-better-qubits/
https://library.lanl.gov/cgi-bin/getfile?00783368.pdf
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The challenges lie with the way to pre-

cisely position the phosphorus atoms in 

the silicon lattice and how to handle 

qubits entanglement and readout. This is 

the path chosen by Michelle Simmons at 

UNSW and in her startup SQC. The indi-

vidual atoms are positioned in the silicon 

structure with lithography using a scan-

ning tunneling microscope (STM). 

The first processor fully implementing 

this architecture was announced by SQC 

in 2022 (we cover it later). Similar options 

are pursued like the use of antimony nu-

cleus embedded in silicon lattice struc-

tures and controlled by microwaves by 

Andrea Morello from UNSW845. 

 
Figure 337: the donor spin architecture with phosphorous atom implanted in a 
silicon substrate under a SiO2 isolation layer. Source: Toward a Silicon-Based 

Nuclear-Spin Quantum Computer by Robert G. Clark, P. Chris Hammel, 
Andrew Dzurak, Alexander Hamilton, Lloyd Hollenberg, David Jamieson, and 

Christopher Pakes, Los Alamos Science, 2022 (18 pages). 

Later, Andrea Morello and Patrice Bertet designed another hybrid approach, coupling transmon su-

perconducting qubits (for computing) and phosphorus in silicon nuclear spins with a donor electron 

(for creating a quantum memory)846. 

On top of the above two mainstream paths (Si-MOS/CMOS and donors), several other avenues are 

investigated in the quantum dots based spin qubit realm:  

• Silicon/silicon germanium (Si/SiGe) heterostructures qubits (Qutech, CEA IRIG) where germa-

nium is used for the stability of its spin holes, large band gaps, higher electron mobility, stronger 

spin-orbit coupling, its insensitiveness to exchange coupling oscillations and long coherence 

times. It is however more difficult to manufacture and scale, with gates that are far from the 

qubits847. A record breaking 4 entangled qubits was announced late 2020 by TU Delft, based on 

germanium. Germanium allows the creation of very fast quantum gates ranging from 0.5 to 5 

ns848. 

• Gallium-arsenide (GaAs), first tested in 2005, but with very short coherence times due to spin 

interferences from gallium and arsenic atoms nuclei. 

• Electrons trapped on solid (inert) neon849 or on superfluid helium. 

• Electron spin trapped in carbon nanotubes (C12 Quantum Electronics) or carbon nano-

spheres (Archer Materials). These structures better protect the spin of a trapped electron, at the 

expense of more complicated interfaces and controls 

 

845 See Coherent electrical control of a single high-spin nucleus in silicon by Serwan Asaad, Andrea Morello, Kohei M. Itoh, Andrew 

S. Dzurak et al, 2019 (56 pages). 

846 See Donor Spins in Silicon for Quantum Technologies by Andrea Morello, Patrice Bertet and Jarryd Pla, 2020 (17 pages). 

847 See this excellent germanium review paper: The germanium quantum information route by Giordano Scappucci, Silvano De Fran-

ceschi et al, 2020 (18 pages). 

848 See also Quantum control and process tomography of a semiconductor quantum dot hybrid qubit, 2014 (12 pages). 

849 See Single electrons on solid neon as a solid-state qubit platform by Xianjing Zhou, Kater W. Murch, David I. Schuster et al, Nature, 

May 2022 (16 pages). The trapped electrons are coupled to a superconducting resonator on top of solid neon at 10 mK. It should bring 

better coherence but their current T2 is at 200 ns. 

https://library.lanl.gov/cgi-bin/getfile?00783368.pdf
https://library.lanl.gov/cgi-bin/getfile?00783368.pdf
https://arxiv.org/abs/1906.01086
https://www.researchgate.net/publication/343188532_Donor_Spins_in_Silicon_for_Quantum_Technologies
https://arxiv.org/pdf/2004.08133.pdf
https://arxiv.org/abs/1401.4416
https://arxiv.org/abs/2106.10326
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Figure 338: various silicon spin qubits. (cc) Olivier Ezratty, 2022, inspired by a compilation by Maud Vinet, CEA Leti. 

These qubits small dimensions and the possibility to integrate control electronics in or around the 

qubit chipset make it an interesting candidate for large-scale quantum computing850. There are how-

ever many challenges to overcome, particularly with materials design851. 

 
Figure 339: specificities with pros and cons of each silicon spin qubit variety. (cc) Olivier Ezratty, 2022. 

 

850 A good up-to-date overview of silicon qubits can be found in Scaling silicon-based quantum computing using CMOS technology: 

Challenges and Perspectives by Fernando Gonzalez-Zalba, Silvano de Franceschi, Tristan Meunier, Maud Vinet, Andrew Dzurak et al, 

2020 (16 pages). 

851 See Democratizing Spin Qubits by Charles Tahan, November 2021 (19 pages) which describes the many challenges with quantum 

dots spin qubits and Quantum Technologies for Engineering: the materials challenge by Kuan Eng Johnson Goh, Leonid A Krivitsky 

and Dennis L Polla, IOP Publishing, March 2022 (14 pages). 
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https://arxiv.org/abs/2011.11753
https://arxiv.org/abs/2011.11753
https://arxiv.org/abs/2001.08251
https://iopscience.iop.org/article/10.1088/2633-4356/ac55fb
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Science 

Spin qubits may allow the integration of a large number of qubits in a circuit, with potentially up to 

billions of qubits on a single chipset. It seems to be the only technology that can achieve this level of 

integration. These qubits would have a rather long coherence time and an error rate at least as low as 

with superconducting qubits852. 

The control microwaves used have a higher energy level which explains why silicon qubits can the-

oretically operate around 1K instead of 15 mK for superconducting qubits. This level corresponds to 

microwaves with a frequency higher than 20 GHz, compared to the 4 to 8 GHz control microwaves 

of superconducting qubits. This higher temperature makes it possible to place denser control elec-

tronics around the qubits without heating up the circuit too much. The reference data are as follows: 

only one milliwatt of energy can be consumed at 100 mK853. 

This limits the control electronics to about 10,000 transistors in CMOS technology854. Once devel-

oped, silicon qubits will require the use of massive error correction codes, such as surface codes or 

color codes. 

 
Figure 340: a perspective chart showing how silicon qubit progressed in the last 10 years with respect of computing depth. It 
requires some updates. First adapted by Maud Vinet from Superconducting Circuits for Quantum Information: An Outlook by 

Michel Devoret and R. J. Schoelkopf, Science, 2013. Then updated by Olivier Ezratty in April 2020. 

Advances in spin qubits are more recent in a race against superconducting qubits. The diagram in 

Figure 340 illustrates this evolution over time between 2013 and 2020855, and would require some 

updating. 

 

852 A record silicon qubit coherence time was broken in 2020 by a team from the University of Chicago, reaching 22 ms (T2). This is 

10,000 times longer than the usual coherence times around 100μs found in superconducting qubits. These qubits use double gaps in 

silicon carbide structures. See Universal coherence protection in a solid-state spin qubit by Kevin C. Miao, David D. Awschalom et al, 

August 2020 (12 pages). University of Chicago. 

853 A milli-Watt of cooling power can be achieved with a double pulsed tube cryostat such as the BlueFors XLD1000 or the Oxford 

Instruments TritonXL. 

854 This is explained in 28nm Fully-Depleted SOl Technology Cryogenic Control Electronics for Quantum Computing, 2018 (2 pages), 

from CEA-Leti and STMicroelectronics. It discusses the good performance of CMOS components manufactured in FD-SOI technology 

and operating at 4K, where the available cooling budget is even higher than at 100 mK. A 4K, the cooling power is in the order of a 

quarter of a Watt to a Watt. 

855 This diagram is by Maud Vinet and is inspired by Superconducting Circuits for Quantum Information: An Outlook by Michel 

Devoret and Robert Schoelkopf, 2013 (7 pages). Being quite old, it does not indicate the progress made since then in superconducting 

qubits as well as on spin qubits. "Operations per error" is proportional to the ratio between the lifetime of the qubits and the speed of 

the quantum gates on these qubits. It does not take into account the impact of the qubit error rate, which generally occurs well before 

reaching the limit of the number of theoretically executable gates. 
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https://www.science.org/doi/10.1126/science.1231930
https://arxiv.org/abs/2005.06082
https://snw2018.nctu.edu.tw/download/snw2017/08242338.pdf
http://qulab.eng.yale.edu/documents/papers/Superconducting%20Circuits%20for%20Quantum%20Information%20-%20An%20Outlook.pdf
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They use a single parameter of comparison, the number of quantum gates that can be executed before 

reaching qubit decoherence time T2. 

At the state-of-the-art level, the Australians, Dutch researchers from QuTech856 and Jason Petta at 

Princeton have demonstrated two-qubit gates in different geometries. To get to the next step, the chal-

lenge is to control the electrostatic potential between the quantum wells where the electrons are stored 

- and thus their spin - with a number of grids that allow the qubits to be arranged not too far apart, 

typically on the order of a few tens of nanometers. Also, a lot has to be done in materials design and 

process manufacturing857. 

Note that these qubits can be associated with photonics for long range connectivity. The states of 

these qubits can be transmitted via photons, which would enable distributed quantum computing ar-

chitectures858. 

Qubit operations 

The general principle of quantum dots spin qubits consists in confining a spin carrier (an electron or 

an electron hole) in an electrostatically defined quantum well that is surrounded by tunnel barriers. A 

static magnetic field enables the creation of a 2-level system with spin up and down. Single gate 

rotations are handled with submitting the spins/holes to a radio frequency magnetic field. The spin 

being affected only by this field protects it against electrical noise and other undesirable interactions 

like phonons (atomic vibrations). Two-qubit gates are created with lowering the tunnel barrier be-

tween adjacent dots. Spin state measurement is implemented with a spin-to-charge conversion. 

Let’s now look at the details859: 

• Qubit quantum state is generally the spin of a trapped individual electron in a potential well. 

The electrons are confined in a two-dimensions layer semiconductor structure, such as at the in-

terface between two different semiconductors as in GaAs/AlGaAs, in a small quantum well as in 

Si/SiGe, or between an insulator and semiconductor (MOS), with the two-dimensional conducting 

layer known as a two-dimensional electron gas (2DEG)860. In normal temperature, the energy 

levels of valence electrons with different spin is the same, or “degenerate”. This spin degeneracy 

is lifted with using cryogeny at very low temperature (below a couple K) and with exposing the 

material under a magnetic field. 

• Single-qubit quantum gates use the principle of electron spin resonance (ESR). As with super-

conducting qubits, these gates rely on the irradiation of the qubit by microwaves pulses, either 

using electromagnetic cavities, or with radio-frequency lines in which an alternating current cre-

ates a magnetic field, or finally, using micro-magnets. The related microwaves use frequencies 

between 8 and 20 GHz. These gates are usually Rx and Ry gates with the microwave pulse phase 

driving the gate rotation around axis X or Y and their amplitude and duration driving the rotation 

angle. 

 

856 See A Crossbar Network for Silicon Quantum Dot Qubits by R Li et al, 2017 (24 pages). 

857 See the review paper Materials for Silicon Quantum Dots and their Impact on Electron Spin Qubits by Andre Saraiva, Wee Han 

Lim, Chih Hwan Yang, Christopher C. Escott, Arne Laucht and Andrew S. Dzurak, December 2021 (22 pages). 

858 See Coherent shuttle of electron-spin states by Lieven Vandersypen et al, 2017 (21 pages). 

859 See Silicon Qubits by Thaddeus D. Ladd 2018 (19 pages) which describes various methods other than the one discussed here. 

860 See the review paper Quantum Dots / Spin Qubits by Shannon Harvey, April 2022 (20 pages). 

https://arxiv.org/ftp/arxiv/papers/1711/1711.03807.pdf
https://arxiv.org/abs/2107.13664
https://arxiv.org/abs/1701.00815
https://www.osti.gov/pages/servlets/purl/1478329
https://arxiv.org/abs/2204.04261
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• Two-qubit quantum gates are created by con-

trolling a tunneling interaction between two 

neighboring qubits with a significant number of 

electrodes. These interact with each other by 

modifying the potential barrier that separates 

the two qubits. The manipulations, as in single-

qubit gates, are performed by applying square 

pulse currents to qubit barrier and plunger 

gates.  

 

Figure 341: how a two-qubit gate is implemented with reducing 
the tunnel barrier between two spins. Source: Maud Vinet. 

• Common low-level gates of this type are the square root of a SWAP gate and a phase controlled 

gate. 

• Qubit readout uses the conversion of the electron spin into electrical charge ("spin to charge") 

which is then exploitable by traditional electronics. It’s frequently using a second electron-spin 

positioned next to each and every computing qubit. It’s based on a microwave pulse sent on the 

qubit and a reflected signal phase/amplitude analysis, aka gate reflectometry861. 

In typical circuits, qubit drive is usually implemented with several wirings: L (lead, providing the 

electron for the quantum dot), P (plunger, control the electron population), T (for tunnel coupling 

between quantum dots), S (source) and D (drain). 

Research 

Here are now the main research laboratories that are exploring the silicon spin path, very often in 

multi-laboratory and multi-country partnership ventures. We’ll focus first on the Netherlands, Aus-

tralia, France and the USA, and will then cover other countries. 

 

In The Netherlands, TU Delft and QuTech are among the most active re-

search organizations in Europe around quantum dots based qubits. This activ-

ity is centered in Lieven M. K. Vandersypen’s lab at QuTech. 

Two main technology paths are explored there with Si-MOS quantum dots in partnership with Intel 

since 2015, and on silicon-germanium qubits under the leadership of Menno Veldhorst and Giordano 

Scappucci. On top of his main role at Forschungszentrum Jülich in Germany, David DiVincenzo is 

also a professor at the EEMCS Department at the TU Delft and a contributing scientist at QuTech. 

TU Delft collaborates on germanium qubits with Purdue University in Indiana and Wisconsin-Madi-

son University. 

In 2020, Menno Veldhorst’s team demonstrated the feasibility of germanium qubits with two entan-

gled qubits with fidelities of respectively 99.9% and 98% for one and two qubit gates, using germa-

nium electron holes and with two-qubit gate time of 75 ns over a coherence time of about 1μs862. 

These qubits are built on a SOI substrate863. 

 

861 See an implementation with Gate-reflectometry dispersive readout and coherent control of a spin qubit in silicon by Alessandro 

 .et al, July 2019 (6 pages) , Tristan MeunierMaud Vinet ,De Franceschi Silvano, Crippa

 

862 See Fast two-qubit logic with holes in germanium by N.W. Hendrickx, Menno Veldhorst, Giordano Scappucci et al, January 2020 

in Nature et on arXiv in April 2019 (6 pages) also described in Reliable and extremely fast quantum calculations with germanium 

transistors, Qutech, January 2020. 

863 The SOI for "silicon on insulator" is a technology from the French CEA-Leti and SOITEC. It adds a layer of silicon oxide insulator 

(SiO2 or "BOX" for "buried oxide") over the silicon wafers and on which are then etched transistors and other circuits conductors 

Two qubit operation thanks 
to spin exchange 

interaction

https://www.nature.com/articles/s41467-019-10848-z
https://arxiv.org/abs/1904.11443
https://qutech.nl/reliable-and-extremely-fast-quantum-calculations-with-germanium-transistors/
https://qutech.nl/reliable-and-extremely-fast-quantum-calculations-with-germanium-transistors/
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Also in 2020, they implemented the same types of qubits in a 2x2 qubit array with a coherence time 

of 0.5 ms with 10 ns single qubit gate time864 (the qubits are labelled P1 to P4 in Figure 342). 

  

Figure 342: silicon-germanium prototype qubits. Source: A two-dimensional array of single-hole quantum dots by F. van Riggelen, 
Giordano Scappucci, Menno Veldhorst et al, August 2020 (7 pages) and Silicon provides means to control quantum bits for faster 

algorithms by Kayla Wiles, Purdue University, June 2018. 

In 2022, they prototyped a Si-Ge spin qubits phase error correction proof of concept using the same 

4 SiGe qubits865. They then extended the number of qubits to 6 while preserving good fidelities of 

99.77% for single-qubit gates and reaching 71% to 84% for two-qubit gates, with a T2 coherence time 

of several μs866. They also achieved interesting results based on two SiGe qubits, with two-qubit gate 

fidelities exceeding 99%, paving the road for fault-tolerance (although surface codes QEC would 

probably require much better fidelities in the 99,99% range and with way above 2 qubits)867. 

Sideways, the QuTech team in collaboration with research teams from ICREA and IC2N in Spain 

also made interesting inroads with interfacing their SiGe qubits with a germanosilicide superconduct-

ing material. 

It could be useful in topological qubits design, to create gate-tunable superconducting qubits (gate-

mons), to create long-range coupling between spin qubits using superconductivity and microwave 

guides868. At last, they demonstrated also in 2022 a 36×36 gate electrode crossbar supporting 648 

narrow-channel field effect transistors (FET) to drive SiGe qubits869. 

Qutech is also the testing arm of Intel with its HorseRidge system and Si-MOS double quantum dots 

qubits. In 2020, QuTech and Intel announced having developed "hot" silicon qubits operating at 

around 1K, more precisely at 1.1K870. 

 

864 See A two-dimensional array of single-hole quantum dots by F. van Riggelen, Giordano Scappucci, Menno Veldhorst et al, August 

2020 (7 pages) and A four-qubit germanium quantum processor by N.W. Hendrickx et al, September 2020 (8 pages). 

865 See Phase flip code with semiconductor spin qubits by F. van Riggelen, M. Veldhorst et al, QuTech, February 2022 (8 pages). 

866 See Universal control of a six-qubit quantum processor in silicon by Stephan G.J. Philips, Menno Veldhorst, Lieven M.K. Vander-

sypen et al, February 2022 (38 pages). 

867 See Quantum logic with spin qubits crossing the surface code threshold by Xiao Xue, Lieven M. K. Vandersypen et al, Nature, 

January 2022 (17 pages). 

868 See Hard superconducting gap in a high-mobility semiconductor by Alberto Tosato, Francesco Borsoi, Menno Veldhorst, Giordano 

Scappucci et al, June 2022 (20 pages). 

869 See A quantum dot crossbar with sublinear scaling of interconnects at cryogenic temperature by P. L. Bavdaz, James Clarke, Menno 

Veldhorst, G. Scappucci et al, Nature, 2022 (6 pages) and Shared control of a 16 semiconductor quantum dot crossbar array by Fran-

cesco Borsoi, Giordano Scappucci, Menno Veldhorst et al, September 2022 (33 pages). 

870 See Hot, dense and coherent: scalable quantum bits operate under practical conditions by QuTech, April 2020 which refers to Uni-

versal quantum logic in hot silicon qubits by L. Petit, Menno Veldhorst et al, April 2020 in Nature and October 2019 in pre-print (10 

pages). 

https://arxiv.org/abs/2008.11666
https://phys.org/news/2018-06-silicon-quantum-bits-faster-algorithms.html
https://phys.org/news/2018-06-silicon-quantum-bits-faster-algorithms.html
https://arxiv.org/abs/2008.11666
https://arxiv.org/pdf/2009.04268.pdf
https://arxiv.org/abs/2202.11530
https://arxiv.org/pdf/2202.09252.pdf
https://www.nature.com/articles/s41586-021-04273-w
https://arxiv.org/abs/2206.00569
https://www.nature.com/articles/s41534-022-00597-1
https://arxiv.org/abs/2209.06609
https://qutech.nl/hot-dense-and-coherent-scalable-quantum-bits-operate-under-practical-conditions/
https://arxiv.org/abs/1910.05289
https://arxiv.org/abs/1910.05289


Understanding Quantum Technologies 2022 - Quantum computing hardware / Quantum dots spins qubits - 352 

At the same time, UNSW researchers were testing similar qubits at 1.5K871. 

 

Australians are among the most active around silicon qubits, whether in the 

CQC2T teams at UNSW (University of New South Wales) or in other labor-

atories. Australian Universities are also teaming up with Microsoft Re-

search872. 

UNSW's CQC2T (Center for Quantum Computing & Communication Technology) laboratory is led 

by Michelle Simmons. She also cofounded and runs SQC, a silicon qubit startup that spun-out of 

UNSW. Their specialty is donors spin qubits using phosphorous atoms implanted in silicon wafers, 

along the Bruce Kane model already described in the History part and created in 1998 at UNSW. This 

is a home run! In 2020, a team from the University of Melbourne showed how machine learning could 

help calibrate the placement of phosphorus atoms in a 2D structure of qubits on a silicon substrate873. 

We’ll cover these phosphorus-based qubits in the part dedicated to SQC a bit later in the vendors part. 

Two other key scientists at UNSW are Andrew S. Dzurak and Andrea Morello. Andrea Morello’s 

team working with DoE’s Sandia Labs published in 2022 results with a single-qubit gate fidelity of 

99.95%, a C-Z two-qubit gate fidelity of 99.37% and 98.95% readout fidelity with two phosphorus 

nuclear spins coupled with a single silicon spin donor electron. They even produced a three-qubit 

entangled state (GHZ) with a fidelity 92.5%. This was interesting but was not a “scalable” demon-

stration874. 

Still, Morello and Dzurak usually work on more classical silicon quantum dots qubits. In 2018, they 

proved the feasibility of creating silicon qubits and developed protocols for reading the state of the 

spins of these qubits without the need for averaging via a process called "Pauli spin blockade", paving 

the way for error correction codes implementation and the creation of large-scale quantum comput-

ers875. They also obtained in 2019 a 2% error rate for two-qubit quantum gates and a 99.96% fidelity 

for one-qubit gates876. 

Andrew S. Dzurak found in 2021 a way to improve the scalability of spin qubits with removing some 

the microwave circuits within the qubit chipset and providing these microwaves to the qubits quantum 

dots with a dielectric microwave resonator (DR) made in potassium tantalate and activated by a dis-

crete loop coupler, made of a simple wire877. It drives the ESR (Electron Spin Resonance) magnetic 

field that enables spin rotations and single qubit gates as well as spin state readout. All this saves at 

least two microwave circuits in the quantum dots chipset, reducing heating and simplifying the chipset 

design and, potentially, qubits topology. 

 

871 See Hot qubits made in Sydney break one of the biggest constraints to practical quantum computers by UNSW, April 2020 referring 

to Silicon quantum processor unit cell operation above one Kelvin by C. H. Yang, Andrea Morello, Andrew Dzurak et al, February 

2019 (15 pages). 

872 UNSW also received in 2018 a funding of $53M from the telecom operator Telstra, the Commonwealth Bank and the governments 

of Australia and the New South Wales region. 

873 See Machine learning to scale up the quantum computer by Muhammad Usman and Lloyd Hollenberg, University of Melbourne, 

March 2020. Also seen in To Tune Up Your Quantum Computer, Better Call an AI Mechanic by NIST associated with UNSW, March 

2020. 

874 See Precision tomography of a three-qubit donor quantum processor in silicon by Mateusz Madzik, Andrea Morello et al, January 

2022 (51 pages). 

875 See Tests show integrated quantum chip operations possible, October 2018 and Integrated silicon qubit platform with single-spin 

addressability, exchange control and single-shot singlet-triplet readout by M. A. Fogarty, Andrea Morello, Andrew S. Dzurak et al, 

Nature Communications, October 2018 (7 pages). 

876 See Quantum World-First: Researchers Reveal Accuracy Of Two-Qubit Calculations In Silicon, May 2019. 

877 See Single-electron spin resonance in a nanoelectronic device using a global field by Ensar Vahapoglu, Andrew S. Dzurak et al, 

August 2021 (7 pages) and Supplemental Materials (12 pages). 

https://newsroom.unsw.edu.au/news/science-tech/hot-qubits-made-sydney-break-one-biggest-constraints-practical-quantum-computers
https://arxiv.org/abs/1902.09126
https://phys.org/news/2020-03-machine-scale-quantum.html
https://www.nist.gov/news-events/news/2020/03/tune-your-quantum-computer-better-call-ai-mechanic
https://arxiv.org/abs/2106.03082
https://phys.org/news/2018-10-quantum-chip.html
https://www.nature.com/articles/s41467-018-06039-x
https://www.nature.com/articles/s41467-018-06039-x
https://bioengineer.org/quantum-world-first-researchers-reveal-accuracy-of-two-qubit-calculations-in-silicon/
https://advances.sciencemag.org/content/7/33/eabg9158
https://advances.sciencemag.org/content/advances/suppl/2021/08/09/7.33.eabg9158.DC1/abg9158_SM.pdf
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The global magnetic field generated by this system comes from a dielectric microwave resonator of 

0,7*0.55*0.3mm and the discrete loop coupler is even larger, while quantum spin qubits can scale 

down as low as 100 nm x100 nm. The team communicates on this technology as one that could enable 

scaling quantum dots to million qubits. So how are individual qubits controlled? Individual spin con-

trol and readout is activated by some classical direct current tension sent to each quantum dots in the 

qubit chipset, replacing the usual microwave signals sent and reflected in the chipset. The next step 

is to implement the qubit circuit on isotopically purified 28Si and check qubits coherence. While the 

solution simplifies the qubit chipset wiring for some of the microwave lines, the prototype is based 

on using external microwave generators and readout systems, which doesn’t scale at all. It circles 

back to a cryo-CMOS component that was developed by another Australian team and with Microsoft, 

which we describe in the cryo-CMOS section, page 498. 

 
Figure 343: a proposal to improve the scalability of spin qubits with removing some the microwave circuits within the qubit chipset 

and providing these microwaves to the qubits quantum dots with a dielectric microwave resonator. Source: Single-electron spin 
resonance in a nanoelectronic device using a global field by Ensar Vahapoglu, Andrew S. Dzurak et al, August 2021 (7 pages). 

Andrea Morello's team is also studying the remote coupling of electron spins via photons in the visible 

or in radio waves spectrum. His team created silicon qubits exploiting the control of electron spin of 

intermediate layers of silicon atoms, increasing stability and reducing flip (or charge) errors878. It also 

managed, by chance, to control the spin of antimony atomic nuclei with an oscillating electric field879. 

  

In France, the silicon qubit effort is driven out of a group of research labs in 

Grenoble with CEA-Leti, CEA-LIST, CEA-IRIG, CNRS Institut Néel and 

UGA (Université Grenoble Alpes). 

 

878 See UNSW use flat electron shells from artificial atoms as qubits by Chris Duckett, February 2020 and Engineers Just Built an 

Impressively Stable Quantum Silicon Chip From Artificial Atoms by Michelle Starr, February 2020 which refers to Coherent spin 

control of s-, p-, d- and f-electrons in a silicon quantum dot by Andrea Morello et al, 2020 (7 pages). 

879 See Engineers crack 58-year-old puzzle on way to quantum breakthrough by UNSW, March 2020 and Chance discovery brings 

quantum computing using standard microchips a step closer by Adrian Cho, March 2020. 

arbitrary waveform 
microwave pulse source

vector network analyzer to 
characterize the DR response and 

magnetic field homogeneity

single-electron spin resonance (ESR) in a global field

qubits quantum dots 
controlled spin, activated 
with DC currents for single 
qubit gates and readout

discrete loop coupler
several qubits global microwave 

field created with a potassium 
tantalate dielectric microwave 

resonator (DR)

we avoid using this wire in the 
QD circuit for single qubit gates

the current D  is a “large” rectangular prism of 0. ×0.55×0.3 mm3, 
it is designed to feed several silicon qubits which are 100 nm x 100 nm squares

https://advances.sciencemag.org/content/7/33/eabg9158
https://advances.sciencemag.org/content/7/33/eabg9158
https://www.zdnet.com/article/unsw-use-flat-electron-shells-from-artificial-atoms-as-qubits/
https://www.sciencealert.com/quantum-engineers-have-created-artificial-atoms-that-are-more-stable-for-quantum-computing
https://www.sciencealert.com/quantum-engineers-have-created-artificial-atoms-that-are-more-stable-for-quantum-computing
https://www.nature.com/articles/s41467-019-14053-w.pdf
https://www.nature.com/articles/s41467-019-14053-w.pdf
https://www.eurekalert.org/pub_releases/2020-03/uons-ec5030920.php
https://www.sciencemag.org/news/2020/03/chance-discovery-brings-quantum-computing-using-standard-microchips-step-closer
https://www.sciencemag.org/news/2020/03/chance-discovery-brings-quantum-computing-using-standard-microchips-step-closer
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In October 2018, the Grenoble-based team of Silvano De Franceschi (INAC, CEA), Tristan Meunier 

(Institut Néel, CNRS) and Maud Vinet (CEA-Leti) obtained a €14M ERC Synergy Grant for their 

QuQube project, spread over 6 years to produce a 100-qubit electron spin CMOS quantum proces-

sor880. Since March 2020, the Grenoble team is also coordinating the 4-year European Quantum Flag-

ship project QLSI which was formally launched in February 2021881. 

It consolidates fundamental research in silicon qubits and brings together CEA, CNRS Institut Néel, 

Atos, SOITEC and STMicroelectronics for France, IMEC (Belgium), Quantum Motion and UCL 

(UK), Infineon, IHP, U Konstanz, Fraunhofer and RWTH Aachen (Germany), UCPH (Denmark), TU 

Delft, U Twente and TNO (Netherlands) and U Basel (Switzerland). With a budget of 15M€ to be 

shared between all these entities, the objective is to enable the manufacture and testing of 16 silicon 

qubits with gate fidelity of over 99%, and the preparation of a roadmap to be able to scale beyond a 

thousand qubits. 

The Grenoble silicon qubit project was led until 2022 by Maud Vinet (CEA-Leti) and Tristan 

Meunier (CNRS) until they launched Siquance in November 2022.  This story started about 10 years 

earlier when CEA-Leti got interested in silicon qubits as a way to extend a then flailing Moore’s law. 

CEA-Leti implemented their first silicon quantum dots qubits in 2016882. 

Here are some of the specifics of this endeavor. 

Different techniques. The Grenoble team mainly bets on Si-MOS silicon spin qubits. But they are 

still investigating SiGe qubits (CEA-IRIG), well as GaAs (for testing and calibration purpose) as well 

as silicon spin holes qubits, which are easier to control with a tension on the quantum dot transistor 

gate883. 

Manufacturing capacity is a key asset from CEA-Leti, being one of the few public laboratories in 

the world with a CMOS component test production platform (IMEC is their counterpart in Europe, 

in Belgium). It includes all the tools required to produce 200 mm and 300 mm wafers. 

It allows the production of all kinds of components in silicon, germanium and III-V materials (pho-

tonics, gallium arsenide, gallium nitride, etc.). 

 

880 See An ERC Synergy Grant for Grenoble research on quantum technologies, October 2018 (6 pages). A European Research Council 

Synergy Grand funds "moonshots" in European research involving at least two research laboratories. 14M€ is the maximum funding 

for such projects. 10M€ of core funding and 4M€ which can fund heavy investments or access to large infrastructures. 

881 See New EU Quantum Flagship consortium launches a project on silicon spin qubits as a platform for large-scale quantum compu-

ting, February 2021. QLSI was a follow-up project from the European collaborative project Mos-quito, a 3-year project from 2016 to 

2019 with 4M€ funding for studying the performance of different types of individual silicon spin qubits to provide recommendations 

for their large-scale implementation. 

882 See A CMOS silicon spin qubit by Romain Maurand, Maud Vinet, Marc Sanquer, Silvano De Fransceschi et al, 2016 (12 pages) 

that was already mentioned. 

883 See Dispersively probed microwave spectroscopy of a silicon hole double quantum dot by Rami Ezzouch, Maud Vinet, Matias 

Urdampilleta, Tristan Meunier, Marc Sanquer, Silvano De Franceschi, Romain Maurand et al, 2020 (13 pages) and A single hole spin 

with enhanced coherence in natural silicon by Nicolas Piot, Boris Brun, Vivien Schmitt, Maud Vinet, Matias Urdampilleta, Tristan 

Meunier, Yann-Michel. Niquet, Silvano De Franceschi et al, Nature, September 2022 (15 pages). 

http://www.cea.fr/presse/Documents/DP/2018/DossierPresse-ERC-Synergy-QuCube.pdf
https://qutech.nl/2021/02/04/new-eu-quantum-flagship-consortium-launches-a-project-on-silicon-spin-qubits-as-a-platform-for-large-scale-quantum-computing/
https://qutech.nl/2021/02/04/new-eu-quantum-flagship-consortium-launches-a-project-on-silicon-spin-qubits-as-a-platform-for-large-scale-quantum-computing/
https://arxiv.org/pdf/1605.07599.pdf
https://arxiv.org/abs/2012.15588
https://www.nature.com/articles/s41565-022-01196-z
https://www.nature.com/articles/s41565-022-01196-z
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The CEA-Leti clean rooms are 

spread over several buildings, with 

the main one being 185 m long on 

8000 m2 884 . Here, CMOS qubits 

manufacturing process uses 300 mm 

SOI wafers on with an additional 

thin layer of 99.992% purified 28-

isotope silicon885. Validated produc-

tion is to be later transferred to vol-

ume production in commercial fabs 

such like those from STMicroelec-

tronics in Crolles, France, or Global-

Foundries in the USA or Germany. 

 
Figure 344: the CEA-Leti’s pre-industrial 200/300 fabs in Grenoble. 

In its early stages, the size of the quantum computer market will be modest. In a conventional batch 

of 25 wafers alone, you can produce several thousand quantum chips in a single run, enough to power 

a large base of quantum supercomputers. But industry-grade clean room ensure quality processes that 

are not necessarily found in pre-production clean rooms. 

Staging progress with the Grenoble team expecting to progress in stages over a six-year period start-

ing in 2019: demonstration of a two-qubit silicon-based gate, demonstration of quantum simulation 

in a 4x4 array based on III-V material, demonstration six qubits in silicon, development of error cor-

rection codes and adapted algorithms, and fabrication of 100 2D array qubits in silicon at the end of 

this journey. 

Control electronics with the Greno-

ble team creating control electronics 

operating at cryogenic temperature. 

The 2D architecture of Leti’s CMOS 

chipset contains several layers with 

silicon qubits and then the integrated 

electronics for control and qubit 

readout wiring. The qubits are dis-

tributed in 2D, but the integration of 

the components is also vertical 

within the components. 

 
Figure 345: 2D wiring to access spin qubits with scalable wiring. Source: Silicon Based 

Quantum Computing, Maud Vinet 2018 (28 slides). 

The measurement layer is located below the qubits while the layer for activating the qubits with quan-

tum gates is above. For N2 qubits, they would need 2N control lines (horizontal, vertical) instead of 

2N2, which would generate an appreciable gain in connectivity. The technique would work to generate 

one- and two-qubit quantum gates886. 

 

884 Other research clean rooms exist in France: the C2N clean room in Palaiseau, the IEF in Orsay, the Thales TRT clean room in 

Palaiseau, the IEMN clean room in Lille, Femto-ST clean room in Besançon and the Laas clean room in Toulouse. In production are 

mainly the fab 200 and 300 at STMicroelectronics in Crolles, near Grenoble. Some of these laboratories are associated in the National 

Network of Large Technology Plants (Renatech). They make their platforms available to companies in project and contract mode. 

885 The first test of spin control with isotopically purified silicon was achieved in 2011. See Electron spin coherence exceeding seconds 

in purified silicon by Alexei Tyryshskin, Kohei Itoh, John Morton et al, 2011 (18 pages). 

886 The technique is described in Towards scalable silicon quantum computing by Matias Urdampilleta, Maud Vinet, Tristan Meunier, 

Yvain Thonnart et al, 2020 (4 pages) as well as in the presentation Silicon Based Quantum Computing, Maud Vinet, 2018 (28 slides). 

https://indico.in2p3.fr/event/19917/contributions/76717/attachments/56344/74678/VinetQucube.pdf
https://indico.in2p3.fr/event/19917/contributions/76717/attachments/56344/74678/VinetQucube.pdf
https://arxiv.org/abs/1105.3772
https://arxiv.org/abs/1105.3772
http://perso.neel.cnrs.fr/matias.urdampilleta/publis/proc5.pdf
https://indico.in2p3.fr/event/19917/contributions/76717/attachments/56344/74678/VinetQucube.pdf
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The great challenge of these architectures is their variability, i.e., the differences in behavior from one 

qubit to another and from one circuit to another. This leads to a need for precise calibration, qubit by 

qubit, of the microwaves controlling and reading the state of the qubits. As for superconducting qubits, 

this calibration can be done using dedicated machine learning software. They use superconducting 

materials for the metal layer of these circuits, based on titanium nitride. This provides low resistance 

and reduces the noise of qubit state measurement. 

3D stacking is used to arrange chipsets components in 3D887, which can help solve various scalability 

problems. CEA-Leti is using it CoolCube technology. The reference publications of these teams on 

CMOS qubits are numerous888. 

Spin-photon coupling could be used to create a communication link between remote qubits. At the 

Néel Institute, the aim is to move electron spins over long-distances ("Long-distance coherent spin 

shuttling"). Here, a long-distance means 5 μm! But it makes enough to link qubits together, so it's 

worth it889. 

 

In the USA, on top of Intel, several research labs are working on electron 

spin qubits. Let’s factor in the already mentioned DoE Sandia Labs with 

sites in New Mexico and California, and Purdue and Wisconsin-Madison 

Universities. 

They work on the physics of 

silicon qubits and their error 

correction codes. They are tar-

geting an operating tempera-

ture of 100 mK. 

Princeton University and Ja-

son Petta’s team are working 

on the realization of a two-

qubit silicon CNOT gate with a 

very high level of reliability 

and low operating time, re-

spectively 200ns and 99%890. 

 
Figure 346: a typical double quantum dots spin qubit. Source: Toward realization of a silicon-

based qubit system for quantum computing by Malcolm Carroll, Sandia Labs, 2016. 

These are also double quantum dots qubits using silicon and germanium. In October 2018, this Prince-

ton team had succeeded in monitoring the state of its CMOS qubits with light and exploiting a micro-

wave field to exchange a quantum between an electron and a photon891. 

UCLA and Virginia Commonwealth University are working on nanomagnets to drive silicon 

qubits892. 

 

887 See CoolCube: A True 3DVLSI Alternative to Scaling Resource Library, Technologies Features by Jean-Eric Michallet, 2015. 

888 These include A CMOS silicon spin qubit by Romain Maurand, Maud Vinet, Marc Sanquer, Silvano De Fransceschi et al, 2016 (12 

pages) which defines the basis of double quantum dot CMOS qubit, SOI technology for quantum information processing, 2016 which 

completes this description as well as Conditional Dispersive Readout of a CMOS Single-Electron Memory Cell by Simon Schaal et al, 

2019 (9 pages) which describes, in the framework of a partnership with the University of London, the work on reading the state of a 

CMOS quantum dot. And then Towards scalable silicon quantum computing by Maud Vinet et al, 2018 (4 pages). 

889 See Coherent long-distance displacement of individual electron spins, 2017 (27 pages) and Quantum Silicon Grenoble, the project 

on which the Forteza report relies for a quantum computer made in France by Manuel Moragues, January 2020. 

890 Seen in Quantum CNOT Gate for Spins in Silicon, 2017 (27 pages). 

891 See How old-school silicon could bring quantum computers to the masses, October 2018 and In leap for quantum computing, silicon 

quantum bits establish a long-distance relationship by University of Princeton, December 2019. 

892 See Quantum Control of Spin Qubits Using Nanomagnets by Mohamad Niknam et al, March 2022 (11 pages). 

https://site.ieee.org/sfbanano/2016/12/01/dec-8th-2016-toward-realization-of-a-silicon-based-qubit-system-for-quantum-computing/
https://site.ieee.org/sfbanano/2016/12/01/dec-8th-2016-toward-realization-of-a-silicon-based-qubit-system-for-quantum-computing/
https://www.3dincites.com/2015/03/coolcube-a-true-3dvlsi-alternative-to-scaling/
https://arxiv.org/pdf/1605.07599.pdf
https://www.researchgate.net/profile/Dharmraj_Kotekar-Patil/publication/313454371_SOI_technology_for_quantum_information_processing/links/5a8526c90f7e9b2c3f503879/SOI-technology-for-quantum-information-processing.pdf?origin=publication_detail
https://hal-cea.archives-ouvertes.fr/cea-02184791/file/schaa.pdf
http://perso.neel.cnrs.fr/matias.urdampilleta/publis/proc5.pdf
https://arxiv.org/ftp/arxiv/papers/1701/1701.01279.pdf
https://www.industrie-techno.com/article/quantum-silicon-grenoble-le-projet-sur-lequel-mise-le-rapport-forteza-pour-un-ordinateur-quantique-made-in-france.58679
https://www.industrie-techno.com/article/quantum-silicon-grenoble-le-projet-sur-lequel-mise-le-rapport-forteza-pour-un-ordinateur-quantique-made-in-france.58679
https://arxiv.org/ftp/arxiv/papers/1708/1708.03530.pdf
https://www.fastcompany.com/90242006/old-school-silicon-could-bring-quantum-computers-to-the-masses
https://phys.org/news/2019-12-quantum-silicon-bits-long-distance-relationship.html
https://phys.org/news/2019-12-quantum-silicon-bits-long-distance-relationship.html
https://arxiv.org/abs/2203.16720
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At last, HRL Malibu, a joint research subsidiary of Boeing and General Motors located in California 

is working on both GaAs and Si / SiGe spin qubits. In 2022, they achieved a CNOT gate fidelity of 

96.3±0.7%, SWAP fidelity of 99.3±0.5% with 6 silicon qubits arranged in a 1D array893. They also 

work on triple-dot qubits with long lifetimes and better self-error correction894. 

Let’s finish this list with a couple other countries: 

Switzerland: the Swiss National Science Foundation launched SPIN (Spin Qubits in Silicon), an 

electron spin qubits project in December 2019 with a funding of $18M. The end goal is to create a 

scalable universal quantum computer with more than a thousand logical qubits. The project led by the 

University of Basel also gathers researchers from ETH Zurich, EPFL and IBM Research Zurich. It 

looks like a “Plan B” for IBM who is so far focused commercially on superconducting qubits895. 

We’ve also seen the key role of Daniel Loss in silicon qubits. He still works in Switzerland896! Another 

key researcher is EPFL’s Andrea Ruffino, who is working with the Hitachi Cambridge Laboratory in 

the design of a mixed silicon qubit and cryo-CMOS readout control circuit897. 

UK: is another active country on silicon qubits, particularly in Oxford University, Cambridge Uni-

versity and UCL, and with their startup Quantum Motion. 

Germany: at the University of Aachen, researchers created double quantum dots of silicon with 

graphene898. Also involved are Infineon, Leibnitz Institute IHP Microelectronics, Universität Kon-

stanz and Fraunhofer IPMS with its own cleanroom. 

Denmark: Niels Bohr Institute and CEA-Leti collaborated to build a silicon qubit 2x2 matrix using 

single electrons quantum dots. These were fabricated on a classical 300 mm SOI wafer coming out 

of the CEA-Leti fab in Grenoble. While not being operational qubits, these quantum dots electrons 

were controllable with voltage pulses bases gates. They also implemented electron swaps, that could 

be useful in optimizing SWAP gates in future systems899. In another work with Purdue University in 

the USA, NBI researchers implemented four GaAs qubits in a 2x2 array900. 

China also explores silicon qubits. Their work is difficult to evaluate and they don’t publish much on 

this type of qubits compared to photon-based qubits, boson sampling and superconducting qubits901. 

Japan silicon qubits are investigated at RIKEN. Their Semiconductor Quantum Information Device 

Theory Research Team is led by… Daniel Loss, yes, the same one. They were able in 2020 to measure 

the state of silicon qubits without altering it. 

 

893 See Universal logic with encoded spin qubits in silicon by Aaron J. Weinstein et al, HRL, February 2022 (12 pages). 

894 See Full-permutation dynamical decoupling in triple-quantum-dot spin qubits by Bo Sun et al, HRL, August 2022 (12 pages). 

895 See for example A spin qubit in a fin field-effect transistor by Leon C. Camenzind et al, March 2021 (14 pages) which describes a 

FinFET hole spin qubit potentially operating at 4K. 

896 See Fully tunable longitudinal spin-photon interactions in Si and Ge quantum dots by Stefano Bosco, Daniel Loss et al, EPFL, 

March 2022 (18 pages) and A hot hole spin qubit in a silicon FinFET, IBM, March 2021. 

897 See A cryo-CMOS chip that integrates silicon quantum dots and multiplexed dispersive readout electronics by Andrea Ruffino, 

Edoardo Charbon et al, Nature Electronics, December 2021 (14 pages). The circuit was implemented for three qubits 

898 See Bilayer graphene double quantum dots tune in for single-electron control by Anna Demming, March 2020. 

899 See Single-electron operations in a foundry-fabricated array of quantum dots by Fabio Ansaloni, Benoit Bertrand, Louis Hutin, 

Maud Vinet et al, December 2020 (7 pages). 

900 See Simultaneous Operations in a Two-Dimensional Array of Singlet-Triplet Qubits by Federico Fedele et al, October 2021 (12 

pages) and Roadmap for gallium arsenide spin qubits by Ferdinand Kuemmeth and Hendrik Bluhm, 2020 (4 pages). 

901 See Semiconductor quantum computation by Xin Zhang Hai-Ou Li et al, December 2018 (23 pages). The document provides an 

overview of CMOS quantum technology but does not specify the specific contribution of Chinese research laboratories. 

https://arxiv.org/abs/2202.03605
https://arxiv.org/abs/2208.11784
https://arxiv.org/abs/2103.07369
https://arxiv.org/abs/2203.17163
https://research.ibm.com/publications/a-hot-hole-spin-qubit-in-a-silicon-finfet
https://arxiv.org/abs/2101.08295
https://phys.org/news/2020-03-bilayer-graphene-quantum-dots-tune.html
https://www.nature.com/articles/s41467-020-20280-3
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.040306
https://arxiv.org/abs/2011.13907
https://academic.oup.com/nsr/article/6/1/32/5257863
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This non-destructive measurement uses an Ising interaction model based on ferromagnetism that eval-

uates the spin of atoms neighboring the atom containing the qubit spin electron902. 

Teaming up with Qutech, they also work on shuttling electrons to connect distant silicon QPUs903, on 

SiGe high fidelity qubits904 and on quantum error correction905. 

 

Figure 347: quantum dots spin qubits pros and cons. (cc) Olivier Ezratty, 2022. 

Vendors 

Key silicon based qubits industry vendors and startups are Intel (USA), SQC (Australia), Diraq 

(Australia), Quantum Motion (UK), Siquance (France), C12 Quantum Electronics (France), 

Equal1.labs (Ireland/USA) and Archer Materials (Australia). 

 

Silicon Quantum Computing or SQC (2017, Australia, $66M) is a spin-off 

from UNSW and CQC2T launched by Michelle Simmons. In 2017, their goal 

was to reach 10 qubits by 2022906 and they expect to reach 100 qubits by 2028. 

The 40+ people company recruited John Martinis from Google at the end of September 2020 but he 

left the team less than a year later. SQC uses the spin donors technique, trapping phosphorus atoms 

on a silicon substrate. Their qubit is made with controlling the association of the phosphorus atom 

nucleus spin and a silicon donor electron spin. They create two-qubit gates with two phosphorus 

atoms that are a few nanometers apart, using quantum tunneling. They showcased single-gates fidelity 

of about 99.99% and two-qubit gates speed of less than one nanosecond907. In 2022, they touted hav-

ing produced the “first ever quantum circuit”908. 

 

902 See Scientists succeed in measuring electron spin qubit without demolishing it, RIKEN, March 2020, mentioning Quantum non-

demolition readout of an electron spin in silicon by J. Yoneda et al, 2020 (7 pages). 

903 See A shuttling-based two-qubit logic gate for linking distant silicon quantum processors by Akito Noiri et al, February 2022 (25 

pages). 

904 See Fast universal quantum control above the fault-tolerance threshold in silicon by Akito Noiri, Giordano Scappucci et al, 2022 

(27 pages). 

905 See Quantum error correction with silicon spin qubits by Kenta Takeda, Giordano Scappucci et al, Nature, January-August 2022 

(23 pages). 

906 This is documented in Silicon quantum processor with robust long-distance qubit couplings by Guilherme Tosi, Andrea Morello et 

al, 2017 (17 pages). 

907 See Exploiting a Single‐Crystal Environment to Minimize the Charge Noise on Qubits in Silicon by Ludwik Kranz, Michelle Sim-

mons et al, 2020 and A two-qubit gate between phosphorus donor electrons in silicon by Y. He, Michelle Simmons et al, 2019. 

908 See how the media buy in such outrageous claim in A Huge Step Forward in Quantum Computing Was Just Announced: The First-

Ever Quantum Circuit by Felicity Nelson, Science Alert, June 2022. Hopefully, The Quantum Insider is not parroting the fancy claim 

and titled Silicon Quantum Computing Announces its First Quantum Integrated Circuit by James Dargan, June 2022. 

• active research in the field started later than
with other qubit technologies and spread 
over severale technologies (full Si, SiGe, atom
spin donors).

• so far, only 4 to 15 entangled qubits (QuTech, 
UNSW, Princeton, University of Tokyo).

• qubits variability to confirm.

• scalability remains to be demonstrated.

• high fabs costs and quality manufacturing 
constraints.

• less funded startup scene.

• good scalability potential to reach millions of 
qubits, thanks to their size of 100x100 nm.

• works at around 100 mK - 1K => larger
coooling budget for control electronics.

• average qubits fidelity reaching 99% for two 
qubits gates in labs.

• adapted to 2D architectures usable with
surface codes or color codes QEC.

• can leverage existing semiconductor fabs.

• good quantum gates speed.

q
u

an
tu

m
 d

o
ts

 s
p

in
s 

q
u

b
it

s

https://www.riken.jp/en/news_pubs/research_news/pr/2020/20200303_2/index.html
https://www.researchgate.net/publication/339626478_Quantum_non-demolition_readout_of_an_electron_spin_in_silicon
https://www.researchgate.net/publication/339626478_Quantum_non-demolition_readout_of_an_electron_spin_in_silicon
https://arxiv.org/abs/2202.01357
https://arxiv.org/abs/2108.02626
https://www.nature.com/articles/s41586-022-04986-6
https://arxiv.org/abs/1509.08538
https://onlinelibrary.wiley.com/doi/10.1002/adma.202003361
https://www.nature.com/articles/s41586-019-1381-2
https://www.sciencealert.com/a-huge-step-forward-in-quantum-computing-was-just-announced-the-first-ever-quantum-circuit
https://www.sciencealert.com/a-huge-step-forward-in-quantum-computing-was-just-announced-the-first-ever-quantum-circuit
https://thequantuminsider.com/2022/06/23/silicon-quantum-computing-announces-its-first-quantum-integrated-circuit/
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It was a way to fulfill their 2017 goal and showcase a 10-qubit processor, implemented in a 1D lattice. 

It was presented in an article published on Nature, implementing a particular physics simulation, the 

many-body Su–Schrieffer-Heeger (SSH) model. Of course, with just 10 qubits, it can’t showcase any 

quantum advantage. Unfortunately, the paper doesn’t provide qubit fidelities data909. The paper was 

published as SQC announced it was starting a new financial round with a goal to obtain $130M910. 

Mid-2021, Andrea Morello and Andrew Dzurak quit SQC where they were involved since the begin-

ning. They preferred to focus on SiMOS qubit instead of phosphorus and donors qubits. It led to the 

creation of their startup Diraq, which we’ll discuss later. As a result, SQC sold in May 2022 its patent 

portfolio and special equipment related to SiMOS to SiMOS Newco, a company created in December 

2021, and probably related to Diraq, created a month later911. 

 

Diraq (2022, Australia) is a startup spun out of UNSW created by Andrew 

Dzurak that develops quantum dots electron spin qubits. The company set a 

goal to build a one billion qubits computer, the largest I’ve seen so far with 

commercial vendors. 

Their first planned steps are to reach 9 and then 256 qubits. The team is already set up with a bunch 

of scientists and engineers like Arne Laucht, Henry Yang. Andrea Morello from UNSW is also a 

scientific advisor for the venture. Morello and Dzurak were previously working with Michelle Sim-

mons in her company SQC and they parted away in 2021. The founding team has a good track record 

in the advancement of quantum dots based qubits with many “firsts” achieved since 2014, including 

many patented processes (SiMOS - Silicon-Metal-Oxide-Semiconductor qubits, resonators and qubit 

electrical control, etc). 

 

Siquance (2022, France) is the silicon qubits startups launched in November 

2022 by Maud Vinet, Tristan Meunier and François Perruchot out of CEA-Leti 

and CNRS Institut Néel. They ambition to release a 100 physical qubit system 

by 2026. 

 

Quantum Motion Technologies (2017, UK, $9.7M) is an Oxford University 

spin-off that wants to create high-density silicon quantum computers. They 

have received unspecified seed funding from the UK fund Parkwalk Advisors 

in 2017. 

The startup co-founded by John Morton (UCL) and Simon Benjamin (Oxford University) wants to 

industrialize a process created by Joe O'Gorman's team at Oxford University, which consists of clearly 

separating silicon qubits and their measurement. 

Measurement was supposed to be carried out with a magnetic probe mechanically moved on the sur-

face and making "square" movements, guided by a MEMS (micro-electro-mechanical device). This 

probe system was designed to avoid the use of control electronics and allow a better separation be-

tween the qubits912. A data rate separation process with intermediate mediation rates was limiting 

leakage effects913. This process protected by one granted US patent and four patents pending. But it 

seems that this technology is finally not the one they will implement! 

 

909 See Engineering topological states in atom-based semiconductor quantum dots by M. Kiczynski, Michelle Simmons et al, Nature, 

June 2022 (11 pages). 

910 See Quantum star kicks off crucial $130m funding push by Paul Smith, Financial Review, June 2022. 

911 See UNSW Sydney spin-out buys quantum computing hardware technology by Lauren Croft, Lawyers Weekly, May 2022. 

912 See A silicon-based surface code quantum computer by Joe O'Gorman et al, 2015 (14 pages). The paper is co-authored by John 

Motin and Simon Benjamin who are two co-founders of the startup Quantum Motion Technologies. Their Si-MOS qubits are mixing 

planar and 3D SOI components and are laid out to enable surface code error correction. 

913 See A Silicon Surface Code Architecture Resilient Against Leakage Errors by Zhenyu Cai (Quantum Motion Technologies) et al, 

April 2018 (19 pages). 

http://sqc.com.au/wp-content/uploads/2022/06/RESEARCH-PAPER_Nature.pdf
https://www.afr.com/technology/quantum-star-kicks-off-crucial-130m-funding-push-20220610-p5asyr
https://www.lawyersweekly.com.au/newlaw/34386-unsw-sydney-spin-out-buys-quantum-computing-hardware-technology
https://arxiv.org/pdf/1406.5149.pdf
https://arxiv.org/abs/1904.10378


Understanding Quantum Technologies 2022 - Quantum computing hardware / Quantum dots spins qubits - 360 

In January 2021, Quantum Motion presented with Hitachi Cambridge, University of Cambridge and 

EPFL a 50 mK cryo-CMOS including quantum dots qubit arrays, row-column control electronics 

lines and analog LC resonators for multiplexed readout, using 6-8 GHz microwave resonators. This 

was a first step to implement time- and frequency-domain multiplexing scalable qubits readout914. 

In March 2021, Quantum Motion announced a record of stability of 9 seconds for an isolated silicon 

qubit. The chipsets were manufactured by CEA-Leti in Grenoble and the French team led by Maud 

Vinet coauthored the paper associated with this performance915. Quantum Motion and UCL are part 

of the Quantum Flagship QLSI on silicon qubit that is led by Maud Vinet. So, this explains that. 

Their roadmap consists of producing 5 qubit "small cells" by 2022 in a structure that could then be 

reproduced in matrix patterns. They believe they can create a quantum computer with 100 logical 

qubits by 2029, a classical milestone for most quantum computer vendors. They provided an update 

on their architecture in an arXiv paper in August 2022916. 

In the software area, Quantum Motion developed QuEST, an open source, hybrid multithreaded and 

distributed, GPU accelerated simulator of quantum circuits. It works both on any laptop or on super-

computers. It supports pure (computational state vector) and mixed states (density matrices) to repro-

duce the effects of noise and decoherence917. 

 

Intel is a key contender in the race for silicon qubits. They started working on 

superconducting qubits but it seems it was a secondary route for them. They 

started with producing a wafer with 26 qubit chipsets in 2017 and made some 

progress since they, although it is rather hard to evaluate. 

Intel's quantum work is managed under the direction of Anne Matsuura918 and James Clarke for 

hardware. 

In June 2018, Intel made another announcement with a highly integrated chip using SiMOS qubits, 

with 1500 qubits, fabricated in the D1D fab located in Portland, Oregon, with an etch density of 50 

nm, six times greater than the early 2018 generation. 

But this chipset, like many that did follow, were produced to test their manufacturing capacity and 

their material designs. They were not functional particularly with regards to two-qubit gates. In 2022, 

Intel did show again some interesting data related to their qubits manufacturing capacity, producing 

chipsets with 3 to 55 quantum dots on 300 mm wafers and a >95% production yield, using 193 nm 

Deep UV immersion photolithography instead of electron beam lithography919. These SiGe qubits 

have a relaxation time of >1s (T1), coherence times of >3 ms (T2) and single qubit gates of >99% (and 

no published data for two-qubit gates…). These qubits are to be characterized by the DoE Argonne 

lab in Chicago in its Q-NEXT research center920. 

 

914 See Integrated multiplexed microwave readout of silicon quantum dots in a cryogenic CMOS chip by A. Ruffino, January 2021 (14 

pages). 

915 See Spin Readout of a CMOS Quantum Dot by Gate Reflectometry and Spin-Dependent Tunneling, by Virginia N. Ciriano-Tejel, 

Maud Vinet, John Morton et al, 2021 (18 pages). This followed Remote capacitive sensing in two-dimensional quantum-dot arrays by 

Jingyu Duan, Michael A. Fogarty, James Williams, Louis Hutin, Maud Vinet and John J. L. Morton, 2020 (31 pages) which described 

the coupling technique using silicon nanowires (SiNW) to measure qubits spins with remote capacitive charge sensing. 

916 See Silicon edge-dot architecture for quantum computing with global control and integrated trimming by Michael A. Fogarty, August 

2022 (13 pages). 

917 See QuEST and High Performance Simulation of Quantum Computers by Tyson Jones et al, December 2018 (8 pages). 

918 See Intel's quantum efforts tied to next-gen materials applications, January 2019 and Intel's spin on qubits and quantum manufac-

turability, both from Nicole Hemsoth, November 2018 and Leading the evolution of compute, Anne Matsuura, June 2018 (26 slides). 

919 See Qubits made by advanced semiconductor manufacturing by A.M.J. Zwerver, Menno Veldhorst, L.M.K. Vandersypen, James 

Clarke et al, 2021 (23 pages). 

920 See Intel to install quantum computing test bed for Q-NEXT, April 2022. 

https://arxiv.org/pdf/2101.08295.pdf
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.010353
https://arxiv.org/pdf/2005.14712.pdf
https://arxiv.org/abs/2208.09172
https://arxiv.org/abs/1802.08032
https://www.nextplatform.com/2019/01/09/intels-quantum-efforts-tied-to-next-gen-materials-applications/
https://www.nextplatform.com/2018/11/06/intels-spin-on-qubits-and-the-quantum-manufacturability/
https://www.nextplatform.com/2018/11/06/intels-spin-on-qubits-and-the-quantum-manufacturability/
http://www.teratec.eu/library/pdf/forum/2018/Presentations/Forum_Teratec_2018_A3_04_Anne_Matsuura_Intel.pdf
https://arxiv.org/abs/2101.12650
https://www.anl.gov/article/intel-to-install-quantum-computing-test-bed-for-qnext
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Figure 348: Intel SiGe quantum dots circuit implementation and process quality.  Source: Qubits made by advanced semiconductor 

manufacturing by A.M.J. Zwerver, Menno Veldhorst, L.M.K. Vandersypen, James Clarke et al, 2021 (23 pages). 

As part of their efforts in manufacturing, they are now using, like CEA-Leti, a cryo-wafer prober 

provided by Afore and Bluefors, that enables testing entire wafers at 1.6K, significantly accelerating 

the testing and characterization process (on the left, below). 

    
Figure 349: how Intel is saving time with a Bluefors/a-Fore cryo-prober. Source: Intel. 

QuTech and Intel work well together on these qubits. QuTech got a $50M investment from Intel in 

2015 to explore it. Intel announced in 2018 that it had succeeded in controlling a two-qubit SiMOS 

processor with single and two quantum gates running Deutsch-Jozsa and Grover algorithms on a very 

small scale. These silicon-germanium qubits manufactured by Intel were tested by the Vandersypen 

Laboratory at the University of Delft, part of QuTech921. Since 2018, Intel has kept a rather low profile 

on its silicon qubit advances922. 

 

921 See A programmable two-qubit quantum processor in silicon by T F Watson et al, TU Delft, May 2018 (22 pages). 

922 See What Intel Is Planning for The Future of Quantum Computing: Hot Qubits, Cold Control Chips, and Rapid Testing by Samuel 

Moore, August 2020, which provides a rather pedagogical overview of Intel's approach to silicon qubits. 

https://arxiv.org/abs/2101.12650
https://arxiv.org/abs/2101.12650
https://arxiv.org/abs/1708.04214
https://spectrum.ieee.org/tech-talk/computing/hardware/intels-quantum-computing-plans-hot-qubits-cold-control-chips-and-rapid-testing
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At the beginning of 2020, Intel announced that it had developed with QuTech the HorseRidge cryo-

component. It is a CMOS component operating at 4K that is used to generate the microwaves used to 

drive both superconducting and silicon qubits. A second version was announced in 2021. We cover it 

in the section dedicated to cryo-CMOS electronics. 

 
Figure 350: Intel quantum computing timeline. (cc) Olivier Ezratty, 2022. 

 

equal1.labs (2017, Ireland/USA, 6M€) is creating a charge electron spin 

qubits chipset manufactured in 22 nm FD-SOI technology at GlobalFoundries 

in Dresden, Germany. 

They announced in 2021 a 422 qubits test chipset embedded in a full-rack system with its cryogeny, 

Alice mk1. At this stage, they are just able to inject single electrons in their quantum dots and simulate 

numerically some one- and two-qubit quantum gates, but not much more923. Their next generation 

Aquarius is to fit in a desktop packaging, planned for 2022, and is to house one million qubits. They 

position their systems to run quantum neural networks for imaging applications. 

In May 2021, equal1 uncovered a prototype chipset operating at 3.7K and including 10 million tran-

sistors handling qubits controls and readout with arbitrary waves generation (AWGs), all coupled to 

an external FPGA, as well as some classical cryogenic memory. There’s a caveat with their coherence 

time being only 150 ns. Equal1 also designs its own cryogenic system. 

The company was created by Dirk Leipold, Mike Asker and Bogdan Staszewski from the University 

of Dublin. Elena Blokhina is their CTO and expect to raise $50M by 2022. 

 

EeroQ Quantum Hardware (2016, USA, $7.5M) develops an exotic quan-

tum processor using trapped (and more or less flying/moving) electrons on su-

perfluid helium (“eHe”). The startup was created by Johannes Pollanen from 

the University of Michigan (CSO), Dave Ferguson, Nick Farina (CEO) and 

Faye Wattleton (EVP)924. 

 

923 See A Single-Electron Injection Device for CMOS Charge Qubits Implemented in 22-nm FD-SOI by Imran Bashir, Elena Blokhina 

et al, 2020 (4 pages). 

924 See Helium surface fluctuations investigated with superconducting coplanar waveguide resonator by N.R. Beysengulov, Johannes. 

Pollanen et al, 2022 (10 pages). It deals with a superconducting resonator and not with a qubit. 
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https://www.equal1.com/wp-content/uploads/2020/11/A-Single-Electron-Injection-Device-for-CMOS-Charge-Qubits-Implemented-in-22-nm-FD-SOI.pdf?x67451
https://arxiv.org/pdf/2111.02350.pdf
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In May 2021, they appointed Prince-

ton University Professor Steve Lyon 

as CTO. It has benefited from US 

public (NSF) and private funding. 

Johannes Pollanen's bio indicates 

that he conducted research in super-

conducting and two-dimensional 

qubits (silicon, graphene) 925. 
  

Figure 351: EeroQ silicon qubit prototype processor. Source: EeroQ. 

They want to associate the long coherence and high connectivity of trapped ions and the fast gates of 

electron spin and superconducting qubits. The chipset is built using CMOS technology and electrodes 

driving electron spins. It is probably complicated to tune given we’ve not heard from them for a while, 

with any functional and programmable system. They still got an undisclosed investment from VCap-

ital in 2022. 

 

C12 Quantum Electronics (2020, France, $10M) was launched by Matthieu 

Desjardins and his twin brother Pierre. It is a project originating from the 

LPENS at ENS Paris and 15 years of research from Takis Kontos in this lab, 

with contributions from Jérémie Vienot at Institut Néel Grenoble. 

 
Figure 352: C12 Quantum Electronics carbon nanotubes and how it is controlled. Source: C12. 

Their goal is to use carbon nanotubes to trap electrons used in electron spin qubits and build the 

surrounding control circuitry on silicon substrate. This technology can improve qubits isolation and 

coherence time by a factor of 100, up to one second, while keeping a strong coupling for fast qubit 

manipulation. The qubits are controlled by spin-photon coupling in the microwave regime, using fre-

quency multiplexing to avoid crosstalk. 

Qubit readout uses spin to charge coupling with a single charge coupling with 8 qubits926. The chal-

lenges sit in materials, design, control electronics, connectivity, topology and error correction codes. 

 

925 See Integrating superfluids with superconducting qubit systems by Johannes Pollanen et al, 2019 (11 pages). 

926 A related technique is described in Charge Detection in an Array of CMOS Quantum Dots by Emmanuel Chanrion, Pierre-André 

Mortemousque, Louis Hutin, Silvano de Franceschi, Franck Balestro, Maud Vinet, Tristan Meunier, Matias Urdampilleta et al, Greno-

ble CEA-LETI, CNRS Institut Néel and UGA, August 2020 (8 pages). 

french startup created by Matthieu
and Pierre Desjardins

with the help from Taki Kontos (LPENS)

electron spins qubits trapped in carbon nanotubes

5 qubits demonstrator planned for 2021/2022

qubits are based on a single 
electron spin isolated in a 2 nm 

diameter carbon nanotube

spin qubit manipulated 
and read-out with 

a 7 GHz microwave 
superconducting resonator

electrons move in one direction 

it can be trapped in a quantum dot 
by defining an electrostatic potential 
with underneath control electrodes.

coupling to the resonator can be 
switched on and off by freezing the 

motion of electron in one of the two 
quantum dots.

multiple spins can be coupled for 2-qubit gate 
to the same resonator enabling all-to-all 

connectivity between qubit

decoherence is limited with using zero spin isotope C12

in nanotubes, suspending the tube above the substrate 
and removing the oxide 

https://arxiv.org/abs/1907.07730
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.14.024066
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The nanotubes are mechanically integrated into the circuit at the end of the manufacturing process927. 

The carbon nanotubes are grown by C12 using a CVD process (chemical vapor deposition). The 

connection between two qubits is based on microwave cavities, exploiting QEDC (Quantum Electro-

dynamic Cavity). Of course, there are still many challenges to develop this kind of qubits but it is 

worth exploring. It could even have some use cases beyond computing, in quantum sensing. In March 

2022, C12 announced it was starting a manufacturing partnership with CEA-Leti. These will provide 

their quantum chips on silicon on 200 mm wafers. These will contain the superconducting electronics 

controlling the state of their carbon nanotubes that will be positioned on the chipsets. 

On the software engineering side, Atos works with C12 to develop its quantum compiler, to create 

digital simulation models of its qubits and for co-designing quantum gates. 

 
Archer Materials (2017, Australia) develops quantum computing and sensing 

technologies based on carbon nanospheres that operate at room temperature928. 

The company was cofounded by Mohammad Choucair who invented their 12CQ chipset design and 

by Martin Fuechsle who contributed to the development of the single electron transistor and worked 

at UNSW with Michelle Simmons929. The 12 is not a number of qubits but the isotopic weight of the 

zero spin carbon atoms used in these nanospheres trapping some electron and its spin. Electrons are 

delocalized around the nanosphere and not setting inside it, contrarily to the C12 Quantum Electronics 

electrons that are stored inside nanotubes. 

They built their first three-nano-

spheres chipset in 2019, in red, in 

the picture, the 50 nm nanospheres 

being surrounded by driving elec-

trodes, but without any visible cou-

pling between these qubits. In Feb-

ruary 2021, Archer announced that 

they had achieved “electronic 

transport” in a single qubit at room 

temperature in its 12CQ quantum 

computing qubit processor chip.  

 
Figure 353: Archer qubits. 

Source: Archer. 

 
Figure 354: Archer-EPFL spin-resonance 

circuit. Source: Archer. 

It however does not mean that it is a fully functional qubit that can be operated with quantum gates930. 

In July 2021, they announced that they were embedding some parts of their qubits control electronics 

in the qubit chipset, that records the Continuous Wave Electron Spin Resonance (cwESR) signals 

generated by a superconducting on-chip resonator. 

In February 2022, through a collaboration with EPFL, they demonstrated the use of a single-chip 

integrated electron spin resonance (ESR, seemingly at 9.4 GHz according to their patent) detector 

based on high electron mobility transistor (HEMT) to detect and characterize their qubit at room 

 

927 It is described in Nanoassembly technique of carbon nanotubes for hybrid circuit-QED by Tino Cubaynes, Matthieu Desjardin, 

Audrey Cottet, Taki Kontos et al, September 2021 (6 pages). 

928 See Archer Materials granted trading halt ahead of quantum computing chip agreement by Quantum Analyst, 2020 and Room tem-

perature manipulation of long lifetime spins in metallic-like carbon nanospheres by Bálint Náfrádi, Mohammad Choucair et al, 2016 

(32 pages) which describes in detail this technique of electron spin trapping in a 35 nm wide carbon nanosphere. In April 2021, Archer 

Materials announced it would sell off all its mineral traditional business to iTech Minerals, to focus on quantum technologies. 

929 Their 12CQ processor is patented in the USA, Japan and Europe (since February 2022). See WO2017091870 - A QUANTUM 

ELECTRONIC DEVICE (55 pages). The patent dates from 2017 and is very sketchy with regards to single and multiple qubit gates 

operations. We can still learn they use SiO2 isolation layers of 200 to 400 nm between control electrodes and nanospheres. Conductors 

can use unspecified graphene structures. The spin stability in their device is amazingly small, at around 115 ns, not sufficient to run 

several quantum gates. 

930 Their electron spin T1/T2 is very low, at 175 ns at 27°C. They also said they tested microwave pulses from 4 GHz to 420 GHz. Seen 

in their video Archer's Quantum Computing Q&A Webinar, April 2020. 

https://arxiv.org/abs/2007.11575
https://thequantumdaily.com/2020/05/01/archer-materials-granted-trading-halt-ahead-of-quantum-computing-chip-agreement/
https://arxiv.org/abs/1611.07690
https://arxiv.org/abs/1611.07690
https://patentscope.wipo.int/search/en/detail.jsf?docId=WO2017091870
https://patentscope.wipo.int/search/en/detail.jsf?docId=WO2017091870
https://www.youtube.com/watch?v=_Y3IUKdwKCo
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temperature931. The resonator was manufactured by OMMIC (France), a fab company specialized in 

III-V wafer processes. This technology is as mature as superconducting qubits were in the mid 1990’s 

when it became possible to create the first qubits. 

What would be needed are some tomographies for their qubit state, showing real superposition, and 

a full cycle of reset, flip and phase single qubit quantum gates and qubit readout, then implement this 

with a couple entangled qubits. One can wonder how they will drive their qubits with microwave 

pulses at room temperature given the ambient thermal noise will be larger than the pulse themselves. 

The road ahead is still quite long for them. Based on this 2022 milestone, the company CEO fore-

casted “mobile quantum computing” use-cases. That is quite an oversold proposal. It deserves scrutiny, 

if not strong skepticism. 

In December 2020, Archer launched a partnership with Max Kelsen, another Australian company, 

specialized in QML software development. Max Kelsen and Archer will develop QML algorithms 

based on Qiskit, eying a future execution on Archer’s processor. They also announce ghat Global-

Foundries would become the manufacturer of their 12Q qubit chipset. 

The company is also developing graphene-based biosensor chip aka “lab on chip”. This is a more 

short-term and credible product proposal than their room temperature spin qubits. 

 

Qpi (2019, India) is a QML software and hardware development company, 

providing the QpiAI library. They are working on creating the ASGP (AI Sys-

tem Generating Processor), a hybrid classical-quantum compute chip. 

Practically speaking, they planned first to introduce a qubit control chip in September 2021 operating 

at 4K and produced in a 22 nm TSMC CMOS process932. This chipset was to control the microwaves 

sent to both superconducting and electron spin qubits processors. They later announced a room tem-

perature control chipset named QpiAISense. They are now developing a full-stack classical and sili-

con qubit solution in a single package. It is supposed to contain a classical chip for optimization 

(ASGP for “AI System Generating Processor”), their microwaves cryogenic control chip and a silicon 

spin-qubit based QPU (quantum processing unit). They signed a partnership with QuantrolOx in April 

2022 to develop their QPU and set-up a lab in Finland for that purpose, where part of QuantrolOx 

team is installed. Their goal is to start with releasing a functional 25 qubits system. They plan later to 

create a one million electron spin quantum dots qubits processor. Overselling seems not to be an issue 

for them. QpiAI Tech is a subsidiary selling software services for quantum computing and AI to 

transportation, materials, manufacturing, finance, and pharmaceutical business. 

NV centers qubits 

This qubit technology is based on the control of electron spins trapped in artificial defects of crystal-

line carbon structures in which one carbon atom is replaced by one nitrogen atom and another carbon 

atom is replaced by a void, gap or cavity. Practically speaking, it’s a bit more complex since the qubits 

themselves are stored in nuclear spins of surrounding carbon and nitrogen atoms933. 

History 

Defects in diamonds have been studied from 1930 with the examination of infrared absorption. This 

made it possible to distinguish two categories of diamonds: type I with an absorption band of 8 μm 

in the infrared and type II without this band. The defects explain the color of diamond gems. 

 

931   See Quantum information detected using mobile compatible chip technology, Archer Materials, February 2022. 

932 Source: QpiAI in Partnership With IISc Launches Joint Certification for AI and Quantum Computing to Upskill Enterprises, Schools 

and Colleges, March 2021. 

933 See the review paper Diamond Integrated Quantum Photonics: A Review by Prasoon K. Shandilya et al, July 2022 (31 pages) which 

provides a good 360° overview of NV centers, and not only for quantum computing. 

https://archerx.com.au/src/uploads/2022/02/20220201_Quantum-information-detected-using-mobile-compatible-chip-ASX-Release.pdf
https://www.businesswireindia.com/qpiai-in-partnership-with-iisc-launches-joint-certification-for-ai-and-quantum-computing-to-upskill-enterprises-schools-and-colleges-71780.html
https://www.businesswireindia.com/qpiai-in-partnership-with-iisc-launches-joint-certification-for-ai-and-quantum-computing-to-upskill-enterprises-schools-and-colleges-71780.html
https://arxiv.org/abs/2207.08844
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It was not until 1959 that these impurities were found to be related to the presence of nitrogen, at 7.8 

μm and that nitrogen atoms were well isolated in the diamond crystal. In 1975, it was discovered that 

some heat treatment could control the diffusion of nitrogen atoms in the diamond. These nitrogen 

centers explain the diamond color. It has four types: one nitrogen atom isolated in a gap, two nitrogen 

atoms, three nitrogen atoms surrounding a gap and four nitrogen atoms. 

It is the first type that is interesting for 

both quantum computing and quantum 

sensing. We can visualize these defects 

with a confocal microscope (having a 

very shallow depth of field) by illuminat-

ing them with a green laser beam that will 

generate some red light. 

These NV centers diamonds are slightly 

pink. These properties make it possible to 

generate single-photon sources thanks to 

the isolation of a NV center. 
      

Figure 355: how NV center cavities look in real diamonds. Source: TBD. 

Nitrogen-rich artificial diamonds are used to manufacture these NV centers. Gaps are generated with 

irradiation. 

Vacuum annealing at about 800°C-900°C moves the vacancies next to the nitrogen atoms in the crys-

tal structure934.This is explained by nitrogen atoms being as large as carbon atoms. The gap creates a 

small bar of electrons that serve as a virtual magnet via their spin. 

 
Figure 356: how are nitrogen vacancies created. Source: NV Diamond Centers from Material to Applications by Jean-François Roch, 

2015 (52 slides). 

Diamonds can also be produced at NV centers with vacuum deposition of hydrogen and methane 

(CVD, for Chemical Vapor Deposition) to create a perfect diamond crystal structure and then with 

ion implantation with nitrogen ion beams935. 

 

934 See NV Diamond Centers from Material to Applications by Jean-François Roch, 2015 (52 slides) for an historical view of NV 

centers and a thesis that describes the different techniques of NV centers creation in Engineering of NV color centers in diamond for 

their applications in quantum information and magnetometry, Margarita Lesik, 2015 (139 pages). 

935 See a description of this manufacturing process in CVD diamond single crystals with NV centres: a review of material synthesis 

and technology for quantum sensing applications by Jocelyn Achard, Vincent Jacques and Alexandre Tallaire, 2019 (41 pages). 
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The carbon structure surrounding a NV center protects the cavity area well. The state of the gap is 

unstable and quantum. It is excited by lasers and microwaves. The reading of the qubit state is per-

formed by a fluorescence brightness measurement. 

Science 

The cavity contains a free electron that is generated by an electrical voltage applied to an n-p junction 

obtained by doping the diamond. The free electron is coupled to another one from the nitrogen atom 

near the cavity. The cavity includes two other pairs of electrons from the nitrogen atom in the cavity, 

with a total zero spin. 

The process involves controlling the collective spin of these two free electrons as well as the spin of 

the nitrogen nucleus of the cavity and possibly of the neighboring 13C carbon atoms936. The cumula-

tive spin of the two electrons of the cavity is 0, 1 or -1 because it adds the spins of two electrons that 

are either ½ or -½. These electron spins are controlled by a combination of microwave and magnetic 

field. 

Commonly used NV centers are called NV¯ because of the addition of an external electron into the 

cavity. The cavity has 6 electrons, three from the surrounding carbons, two from the nitrogen valence 

shell and one captured from the bulk. There are other variations like vacancies without this captured 

electrons (NV0), or with missing electrons (NV+1, NV+2) that are not commonly used. 

 
Figure 357: the nitrogen vacancy contains two free electrons. Their spin is controlled as well as nuclear spins from surrounding 13C 

and nitrogen atoms. (cc) Olivier Ezratty, 2021, image source TBD. 

Below is a diagram that describes what a NV center can look like in practice considering that there 

are many different implementations, knowing that NV centers are used not only for computing but, 

in a dominant manner, in quantum sensing. NV centers can be integrated in circuits fabricated on an 

SOI silicon wafer with a layer of SiO2 insulator. It is covered with a matrix Fresnel lens, used to focus 

a control and readout laser937. It is frequently associated with other photonics components when the 

NV center spins are used to generate photons for quantum communications938. 

 

936 Approximately 1.1% of the carbon atoms in diamond are of the 13C isotope. The most common isotope is 12C. 14C is present in trace 

amounts and is used to date carbonaceous objects due to its half-life of 5730 years. See Coherent control of an NV- center with one 

adjacent 13C  by Burkhard Scharfenberger et al, 2014 (24 pages). 

937 See Spin Readout Techniques of the Nitrogen-Vacancy Center in Diamond by David Hoper et al, 2018 (30 pages). 

938 See Hybrid Quantum Nanophotonics: Interfacing Color Center in Nanodiamonds with Si3N4-Photonics by Alexander Kubanek et 

al, July 2022 (55 pages) that describes such hybrid nanophotonic circuits. 
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Figure 358: examples of NV centers implementation and controls to guide laser light on the cavities. Source: Spin Readout 

Techniques of the Nitrogen-Vacancy Center in Diamond by David Hoper et al, 2018 (30 pages). 

Next is a diagram explaining how these rather complex qubits operate with the various energy levels 

and transitions of the cavity and its free electrons using microwaves and green photons. The vertical 

arrows represent useful energy transitions939. This is applicable to the NV¯ species. 

The vacancy qubit state is controlled with 2.87 GHz microwaves that change the spin state of the 

vacancy electrons and switches the vacancy state between | ⟩ and |1⟩. The degeneracy of the spins 1 

and -1 at the 3A level (meaning: same energy level for different quantum properties) is removed with 

exposing the qubit to a static magnetic field. Other techniques are used to change the qubit state of 

the surrounding 13C and 14N nucleus spins. 

 
Figure 359: energy transitions in an NV center. (cc) compilation by Olivier Ezratty, 2022. 

 

939 See the excellent review paper Quantum computer based on color centers in diamond by Sebastien  Pezzagna and Jan Meijer, May 

2020 (17 pages). 
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For qubit readout, an incoming green photon, usually at 532 nm, from a laser generates two possible 

outcomes: 

• For | ⟩ at a zero spin, a change of state to 3E which then degenerates via the 1A state into a spon-

taneous non-radiative transition which does not emit a photon but transmits some mechanical 

energy to the crystal structure and returns to the basic state | ⟩. This happens when the related 

electron has a zero spin. 

• For |1⟩ at a non-zero-spin,  n emission of a fluorescence 637 nm red photon, part of the energy 

being also mechanically absorbed by the diamond structure. There is still a residual red photon 

emission, that creates some qubit readout noise. 

NV centers qubits operate theoretically at room temperature940. Recent experiments have reached a 

400 µs T1 at ambient temperature941. 

NV centers have a too low DWF of 3%. This Debye-

Waller factor which is measured by the ratio between 

the ZPL (zero-phonon lines) red emission and the total 

ZPL plus the phonon sideband emission (PSB). The 

ZPL is the sharp zero–phonon lines of luminescence 

of NV center in the visible spectrum that is of interest. 

The phonon sideband is a thermal effect that is prob-

lematic942. Also, the DWF gets improved with low op-

erating temperatures. This reduces qubit readout er-

rors and explains why, on practice, a temperature of 

4K is frequently used943! Another reason is that at low 

temperature, the spectral lines of the different energy 

states of the cavity are different, better spaced and eas-

ier to distinguish944.  

 

Figure 360: visualizing a ZPL and phonon-side-band. Source: 
Suppression of fluorescence phonon sideband from nitrogen 
vacancy centers in diamond nanocrystals by substrate effect 
by Hong-Quan Zhao et al, Hokkaido and Osaka Universities, 

Japan, Optics Express, 2012 (8 pages). 

A joint QuTech-Fujitsu-Element Six team demonstrated in 2022 a fault-tolerant operation of a NV 

centers based QPU with logical qubits made of 5 physical spin qubits and two additional measurement 

qubits in a 29-qubit QPU running at 10K945. 

A shown in Figure 361 in page 370, the configuration was using different qubits: the NV center cavity 

was used as an auxiliary qubit with its two electrons, then the nuclear spin of the nearby nitrogen and 

five nuclear spins of 13C were used for one flag and five data qubits. 

 

940 See A programmable two-qubit solid-state quantum processor under ambient conditions by Yang Wu of Hefei's USTC in China, 

2018 (5 pages). He describes an NV center managing two qubits at ambient temperature exploiting the cavity electron spin and the 

associated nitrogen atom nucleus spin. See also the review paper Quantum information processing with nitrogen–vacancy centers in 

diamond by Gang-Qin Liu et al, 2018 (15 pages). 

941 See Success in mass production technology for ultra-high-purity 2-inch diamond wafer; expected to spur realization of quantum 

computing, August 2022 and Long spin coherence times of nitrogen vacancy centers in milled nanodiamonds by B. D. Wood et al, 

PRB, May 2022 (11 pages). 

942 See Suppression of fluorescence phonon sideband from nitrogen vacancy centers in diamond nanocrystals by substrate effect by 

Hong-Quan Zhao et al, Hokkaido and Osaka Universities, Japan, Optics Express, 2012 (8 pages). 

943 The technique is documented in Quantum information processing with nitrogen vacancy centers in diamond by Gang-Qin Liu and 

Xin-Yu Pan, 2018 (15 pages) and in Diamond NV centers for quantum computing and quantum networks by Lilian Childress and 

Ronald Hanson, 2017 (5 pages). 

944 This interdependence between hyperfine spectral lines and temperature is not unique to diamond cavities. They are common in 

crystalline structures because temperature modifies many parameters such as the relative arrangement of the atoms in the crystals which 

leads to changes in electrical and magnetic gradients and therefore spins, etc. 

945 See QuTech and Fujitsu realise the fault-tolerant operation of a qubit by Qutech, May 2022 and Fault-tolerant operation of a logical 

qubit in a diamond quantum processor by M. H. Abobeih et al, May 2022 (11 pages). 

https://www.researchgate.net/publication/228443635_Suppression_of_fluorescence_phonon_sideband_from_nitrogen_vacancy_centers_in_diamond_nanocrystals_by_substrate_effect
https://www.researchgate.net/publication/228443635_Suppression_of_fluorescence_phonon_sideband_from_nitrogen_vacancy_centers_in_diamond_nanocrystals_by_substrate_effect
https://www.researchgate.net/publication/330633525_A_programmable_two-qubit_solid-state_quantum_processor_under_ambient_conditions
https://www.researchgate.net/publication/323566038_Quantum_information_processing_with_nitrogen-vacancy_centers_in_diamond
https://www.researchgate.net/publication/323566038_Quantum_information_processing_with_nitrogen-vacancy_centers_in_diamond
https://www.ad-na.com/magazine_en/archives/1401
https://www.ad-na.com/magazine_en/archives/1401
https://arxiv.org/abs/2112.01899
https://www.researchgate.net/publication/228443635_Suppression_of_fluorescence_phonon_sideband_from_nitrogen_vacancy_centers_in_diamond_nanocrystals_by_substrate_effect
https://www.researchgate.net/publication/323566038_Quantum_information_processing_with_nitrogen-vacancy_centers_in_diamond
https://qutech.nl/wp-content/uploads/2017/03/Diamond-NV-centers-for-quantum-computing-and-quantum-networks.pdf
https://qutech.nl/2022/05/05/qutech-and-fujitsu-realise-fault-tolerant-operation-of-qubit/
https://www.nature.com/articles/s41586-022-04819-6
https://www.nature.com/articles/s41586-022-04819-6
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Figure 361: an error correction code implemented with NV centers qubits. Source: Fault-tolerant operation of a logical qubit in a 

diamond quantum processor by M. H. Abobeih et al, May 2022 (11 pages). 

Another team, in Japan, implemented a similar error correction code with a Shor-3 codes using 6 

qubits946. 

Qubit operations 

The general principle of operation for these qubits is as follows947: 

• Qubit quantum state is based on a two-state computational basis, with | ⟩ corresponding to the 
3A energy zero spin base level and |1⟩ to the same level but with a non-zero spin. The computa-

tional basis is sometimes | 1⟩ and | − 1⟩ corresponding to the two non-zero spin levels of the 3A 

basis. Most techniques use the neighboring 13C and 14N atoms nuclear spins as qubits and are 

arranged in clusters. The NV center electrons spin is used as a mediator to control the neighbor 

atomic spins. 

• Single-qubit quantum gates are microwave-activated and exploit hyperfine energy transitions at 

a frequency of 2.87 GHz948. These transitions work together with a magnetic field for zone A and 

an electric field for zone E. 

• Two-qubit quantum gates use different methods: coupling NV centers with entangled photons 

which doesn’t work well, magnetic coupling, or with coupling the NV center with the nucleus 

spin of neighboring 13C and 14N atoms with microwaves949. There are many variations of two-

qubit gates like a CNOT950, a CZ or even a weird exp(iπSz⊗Iz)
951. 

 

946 See Quantum error correction of spin quantum memories in diamond under a zero magnetic field by Takaya Nakazato et al, Nature 

Communications Physics, April 2022 (7 pages). 

947 I was initially inspired by a diagram from lecture 3 of Hélène Perrin's course, February 2020. Then I integrated other sources of 

information. See in particular The nitrogen-vacancy color center in diamond by Marcus Doherty, Joerg Wrachtrup et al, 2013 (101 

pages) which describes in particular the energy levels variations of NV centers as a function of their temperature. 

948 As we have seen about trapped ions, hyperfine transitions are energetic transitions of low energy electrons, here in the microwave 

regime, which are generally related to the interaction between the magnetic polarities of the nucleus of the atoms with the magnetic 

field generated by the electrons. Knowing that here we are talking about electrons that do not rotate around the nucleus of an atom but 

in a cavity. 

949 See some explanations in Entanglement in NV centers by Alexander Okupnik, Andrei Militaru and Ramon Gao, ETH Zurich, 2017 

(34 slides). 

950 See some detailed explanations in Colour centers in diamond by Joerg Wrachtrup, 2017 (36 slides). 

951 See A programmable two-qubit solid-state quantum processor under ambient conditions by Yang Wu et al, NPJ, 2019 (5 pages). 

https://www.nature.com/articles/s41586-022-04819-6
https://www.nature.com/articles/s41586-022-04819-6
https://www.nature.com/articles/s42005-022-00875-6
http://www-lpl.univ-paris13.fr/bec/bec/Teaching/chapter3slides.pdf
https://arxiv.org/abs/1302.3288
https://qudev.phys.ethz.ch/static/content/QIPII17/ExerciseClass/Krinner/pres5.pdf
https://qudev.phys.ethz.ch/static/content/QIPII17/Lecture/QIPII_17_L07_NVC_1.pdf
https://www.researchgate.net/publication/330633525_A_programmable_two-qubit_solid-state_quantum_processor_under_ambient_conditions
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• Qubits readout uses the capture of the fluorescence of the cavity activated by a laser and with an 

APD (avalanche photodiode) or a CCD sensor, similar to what is done with trapped ions and cold 

atoms. It consists in illuminating the cavity with a green (546 nm) laser. This excites level 3A in 
3E but without changing the spin952. The non-zero spin state 3E will generate a non-radiative tran-

sition passing through the 1A state. The null spin state 3E will generate the emission of a red photon 

(689 nm) which will be detected by the CCD sensor. This optical readout of single isolated qubits 

works only at low temperatures to avoid the creation of perturbation affecting neighbor qubits. 

The measurement of the cavity electron spin can exploit other techniques, each with their ad-

vantages and disadvantages: SCC (spin to charge conversion953), NMR (readout is assisted by the 

nucleus spin of neighboring atoms) and only by photonics means, knowing that lasers are used in 

all cases. Only a nuclear spin readout can be nondestructive (QND)954. 

The technology is not easy to industrialize on a large scale, whether it is the chipset itself or the 

control lasers. In Figure 362 is a schematic diagram of the control mechanism for these qubits955. 

 
Figure 362: characterization of NV centers setup. Source: Forefront engineering of nitrogen-vacancy centers in diamond for 

quantum technologies by Felipe Favaro de Oliveira, 2017 (235 pages). 

 

952 This technique is labelled ODMR for optically detected magnetic resonance. 

953 Explained in detail in Spin readout via spin-to-charge conversion in bulk diamond nitrogen-vacancy sets by Harishankar Jayakumar, 

September 2018 (5 pages). 

954 See Color Centers in Diamond by Andreas Wallraff, ETH Zurich, 2017 (34 slides). 

955 Seen in Forefront engineering of nitrogen-vacancy centers in diamond for quantum technologies by Felipe Favaro de Oliveira, 2017 

(235 pages). 

https://elib.uni-stuttgart.de/bitstream/11682/9394/1/MAIN-Submitted-02.06.17.pdf
https://elib.uni-stuttgart.de/bitstream/11682/9394/1/MAIN-Submitted-02.06.17.pdf
https://arxiv.org/ftp/arxiv/papers/1809/1809.07380.pdf
https://qudev.phys.ethz.ch/static/content/QIPII17/Lecture/QIPII_17_L07_NVC_1.pdf
https://elib.uni-stuttgart.de/bitstream/11682/9394/1/MAIN-Submitted-02.06.17.pdf
https://elib.uni-stuttgart.de/bitstream/11682/9394/1/MAIN-Submitted-02.06.17.pdf
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Research 

The main countries involved are China, the Netherlands (TU Delft and Qutech956), Australia (Univer-

sity of Melbourne, Quantum Brilliance), Germany (University of Ulm), Japan (NII and NTT), some 

laboratories in France (such as CEA SPEC) and of course in different labs in the USA. 

 
Figure 363: pros and cons of NV centers qubits. (cc) Olivier Ezratty, 2022. 

One of the challenges of NV centers is their implantation in diamonds. One promising technique 

created by Berkeley Labs is using gold ions-based implantation that could scale to thousands of qubits. 

But this is just about fabrication and not functional qubits957. 

NV Centers based quantum computers have been very low key for a few years. 

Indeed, it seems that NV centers have more 

promising uses in quantum sensing for the cre-

ation of precision magnetometers or for quan-

tum memories interoperable with qubits real-

ized with other technologies such as supercon-

ducting qubits in hybrid systems. This is a path 

recently explored by the University of Delft958, 

in Japan 959  and by CEA-SPEC with Patrice 

Bertet as shown in Figure 364, with a supercon-

ducting qubit linked to a NV center memory 

qubit. 

There are also variants of NV center techniques 

with defects introduced in phosphorus-doped 

silicon carbide. 

 

Figure 364: NV center used as a quantum memory for a 
superconducting qubit, which could lead to create heterogeneous 
qubits. Source Quantum technologies with hybrid systems, Patrice 

Bertet et al, 2015 (8 pages). 

It would have the advantage of creating qubits whose readout is more accurate since being based on 

the emission of a narrow frequency fluorescence960. 

 

956 Qutech demonstrated a 10-qubit prototype with a coherence time of one minute and working at 3.7K in 2019. See Fully controllable 

and highly stable 10-qubit chip paves way for larger quantum processor, Qutech, 2019. 

957 See Ion-Trap Advance: Berkeley Lab Pioneers Way That Could Increase Scalability to Over 10,000 Qubits for Quantum Sensing, 

Quantum Computing by Matt Swayne, May which refers to Direct formation of nitrogen-vacancy centers in nitrogen doped diamond 

along the trajectories of swift heavy ions by Russell E. Lake et al, March 2021 (5 pages). 

958 See Diamond-based 10-qubit register with coherence more than one minute, November 2019. 

959 See Coherent Coupling between a Superconducting Qubit and a Spin Ensemble by Shiro Saito et al, 2012 (7 pages). 

960 See Study Takes Step Toward Mass-Producible Quantum Computers, 2017. 

• only two startup in this field, Turing and 
Quantum Brilliance

• qubits controls complexity with lasers 
and microwaves => not easy to scale.

• complexity of NV centers manufacturing.

• NV centers applications are more 
centered on quantum magnetometry and 
sensing than computing.

• works at 4K, with simple cryogeny without
dilution and helium 3.

• can also work at ambiant temperature, with some
limitations on entanglement.

• long coherence time > 1 ms.

• strong and stable diamond structure.

• can also help create quantum memory for other
qubits types, like superconducting qubits.

• possible to integrate it with optical quantum 
telecommunications.
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In a similar fashion, MIT prototyped in 2020 a NV centers chipset replacing nitrogen with silicon 

and germanium. They assembled 128 qubits but these are not operational 961. China researchers are 

also experimenting NV center qubits but so far, their prototype has only 3 qubits 962. In another work, 

Australian researchers were able to implement single Clifford group qubit gates with NV- centers 

with a fidelity of 99.3%963. 

Manufacturing 

Artificial diamonds are produced either with high-pressure high-temperature processes (HPHT) or 

with chemical vapor deposition (CVD)964. The latter is used for quantum use cases. 

NV centers are manufactured with various methods of precise defects implantation. NV vacancies are 

usually produced by electrons, neutrons, protons or ions irradiation to create the vacancies followed 

by thermal annealing at temperatures above 650 °C to move the vacancies close to the defect atoms 

(here, nitrogen). A tiny share of nitrogen atoms impurities are deposed during the CVD (chemical 

vapor deposition) production of artificial diamond. One technique makes use of targeted ion deposi-

tions of ion beams with masking and ebeam lithography nanopatterning965. 

 
Figure 365: example of NV center implantation technique using a mask. Source: Scalable fabrication of coupled NV center – 

photonic crystal cavity systems by self-aligned N ion implantation by T. Schroder and A. Stein, May 2017 (13 pages). 

Vendors 

Quantum Brilliance (2019, Australia), Turing Inc (2016, USA) and XeedQ (2021, Germany) are 

the few companies dedicated to creating NV center-based quantum computers. 

 

Quantum Brilliance (2019, Australia/Germany, $29.4M) is developing a NV 

centers quantum processor that operates at room temperature, created by ANU 

(Australian National University) researchers, Andrew Horsley (CEO) and 

Marcus Doherty (CSO). 

 

961 See Large-scale integration of artificial atoms in hybrid photonic circuits by Noel H. Wan, Dirk Englund et al, MIT, UC Berkeley, 

Sandia Labs, Nature, 2020 (11 pages). 

962 See Quantum anomaly detection of audio samples with a spin processor in diamond by Zihua Chai et al, January 2022 (8 pages). 

963 See High Fidelity Control of a Nitrogen-Vacancy Spin Qubit at Room Temperature using the SMART Protocol by Hyma H. Val-

labhapurapu et al, UNSW, August 2022 (7 pages). Clifford group gates are the simplest to implement and are not sufficient to create a 

universal gate set. It misses either a 3-qubit Toffoli gate or a T gate. 

964 See the thesis Engineering of NV color centers in diamond for their applications in quantum information and magnetometry by 

Margarita Lesik, 2015 (138 pages) and the review paper Chemical vapour deposition diamond single crystals with nitrogen-vacancy 

centres: a review of material synthesis and technology for quantum sensing applications by Jocelyn Achard, Vincent Jacques and Al-

exandre Tallaire, 2020 (30 pages). 

965 See Scalable fabrication of coupled NV center – photonic crystal cavity systems by self-aligned N ion implantation by T. Schroder 

and A. Stein, May 2017 (13 pages). 

https://www.bnl.gov/isd/documents/95289.pdf
https://www.bnl.gov/isd/documents/95289.pdf
https://www.nature.com/articles/s41586-020-2441-3
https://arxiv.org/abs/2201.10263
https://arxiv.org/abs/2208.14671
https://tel.archives-ouvertes.fr/tel-01158995
https://arxiv.org/ftp/arxiv/papers/1912/1912.09749.pdf
https://arxiv.org/ftp/arxiv/papers/1912/1912.09749.pdf
https://www.bnl.gov/isd/documents/95289.pdf
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They estimate that their solution will be size/weight/performance/cost/power competitive and bring 

some quantum advantage earlier than competing systems from Google and IBM that they brand 

« quantum mainframes ». They want to create “quantum desktops” and why not pushing the envelope 

a bit too far with “smartphone quantum computers”966. 

They introduced in March 2021 a 

5-qbits prototype fitting into a 2U 

classical 19-inch server form fac-

tor 967 . They expect to reach 50 

qubits by 2026 and to then scale up 

this architecture with connecting 

several units together968. The next 

step is to fit their whole system in 

a large PCI board as shown in Fi-

gure 366. To learn more about 

these systems, you need to look at 

the scientific papers coauthored by 

Marcus Doherty969. 

 

Figure 366: a Quantum Brilliance PCI board. Source: Quantum Brilliance. 

You find that they have an error rate of 10-5 for single qubit gates, which is fine, and expect to have a 

similar level for two-qubit gates. But what is documented is a 99,2% two-qubit gate fidelity, which is 

not stellar nor sufficient to implement fault-tolerant quantum computing. 

In April 2021, Quantum Brilliance also announced a partnership with Quantum-South (Uruguay) 

and to develop proof of concepts optimization quantum applications for air and maritime cargo com-

panies. This is a bit early given their existing 5-qubits but why not exploring the path. 

In January 2022, Quantum Brilliance announced DE-Brill, a joint research project with the Fraunho-

fer Institute for Applied Solid State Physics IAF and the University of Ulm funded by the German 

government quantum plan. The partnership is focused on the development of manufacturing (Fraun-

hofer) and control (Ulm) techniques of NV center qubits. The total investment of this 5-year project 

starting in December 2021 if €19.9M with 78.4% funded by BMBF, the German ministry of research. 

In April 2022, the company launched a joint R&D hub with La Trobe University and RMIT University 

around material design and manufacturing. This and other German universities working on NV cen-

ters970 create a critical mass of skills in NV centers aimed at quantum computing. Germany’s involve-

ment deals with manufacturing these NV center based chipsets with high precision. 

At home in Australia, the Pawsey Supercomputing Research Centre announced in June 2022 the 

installation of a Gen1 Quantum Brilliance quantum accelerator. There was no precision whatsoever 

on the specifications of this system. 

 

966 See Breakthrough: Quantum computers will soon fit in your phone by Maija Palme, Sifted, August 2021. 

967 In some sources, the number of available qubits is two and not five! I found out in a December 2022 preprint that their current 

commercial GPU has only two qubits fitting in a 6U rack. See Software for Massively Parallel Quantum Computing by Thien Nguyen 

et al, November-December 2022 (21 pages). 

968 See Diamond-Based Quantum Accelerator Puts Qubits in a Server Rack by Charles Q. Choi, March 2021. The illustrative picture 

comes from Quantum Brilliance. See also some technical details in Quantum accelerators: a new trajectory of quantum computers by 

Marcus Doherty, Quantum Brilliance, March 2021. 

969 See Optimisation of diamond quantum processors by YunHeng Chen, Marcus W. Doherty,  et al, September 2020 (42 pages), Spin-

to-Charge conversion with electrode confinement in diamond by Liam Hanlon, Marcus W. Doherty et al, August 2021 (16 pages) and 

Optical activation and detection of charge transport between individual color centers in room-temperature diamond by Artur Lozovoi, 

Marcus W. Doherty et al, October 2021 (15 pages). 

970 See Optically coherent nitrogen-vacancy defect centers in diamond nanostructures by Laura Orphal-Kobin et al, Humboldt-Univer-

sität and Ferdinand-Braun-Institut both in Berlin, 2022 (26 pages). 

https://sifted.eu/articles/diamond-quantum-computer/
https://arxiv.org/abs/2211.13355
https://spectrum.ieee.org/tech-talk/computing/hardware/nitrogen-vacancy-diamond-quantum-computer-accelerator-qubits-server-rack
https://www.springerprofessional.de/en/quantum-accelerators-a-new-trajectory-of-quantum-computers/18942454
https://arxiv.org/abs/2002.00545
https://arxiv.org/abs/2108.09027
https://arxiv.org/abs/2108.09027
https://arxiv.org/abs/2110.12272
https://arxiv.org/abs/2203.05605
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Turing Inc (2016, USA, $15.5M) is a startup willing to create quantum com-

puting hardware and software, based on NV centers qubits and operating at 

4K971. 

They also develop error correction systems that they market to other industry specialists. A way to 

avoid putting all your eggs in the same basket! 

 

XeedQ (2021, Germany) is developing XQ1, an NV-center-based multi-qubit 

mobile quantum processor running at room-temperature. It fits in a desktop 

format with 4 qubits and consuming only 150 W. Two-qubit gate fidelity is 

>90% and single qubit gate >95% which is quite average. 

They plan to release a version with 256 qubits by 2026. You may wonder what are the exact quantum 

computing skills of the founding team when their web site touts that “quantum systems offer encryp-

tion standards that are virtually impossible to breach. Welcome to future-proof quantum secure com-

munications on a mobile footprint”. Someone should tell them that PQC doesn’t need a quantum 

computer to run. The company created by Gopalakrishnan Balasubramanian, formerly at the Max 

Planck Institute for Biophysical Chemistry in Göttingen and is based in Leipzig. He published a 

wealth of papers on the physics of NV centers but not on NV-centers-based quantum computers nor 

how do you entangle such qubits at room temperatures. 

SiC and other spin cavities variants 

Besides NV centers, another similar technique is investigated at the research stage that uses various 

vacancies in silicon carbide crystal structures (SiC) or silicon. Vacancies can be missing nearby cou-

ples of carbon and silicon atoms, called divacancies (VSiVC
0) or just a missing silicon atom (VSi

-)972 

Others use transition metal defects with chromium, vanadium, molybdenum, tungsten, erbium973 and 

also hexagonal boron nitride (h-BN)974. In 2022, a research team from the DoE Argonne National Lab 

created a prediction model of the coherence time of vacancies depending on their characteristics, 

which can help investigate new materials975. 

As with NV centers, SiC qubits could theoretically work at ambient temperature976. While these va-

cancies could be used to create qubits and quantum processors like with NV centers, they are currently 

aimed mostly at quantum photonics applications. One of the reasons is that some SiC vacancies have 

fluorescence wavelengths corresponding to fiber optics telecom wavelengths in the near infrared band 

around 1,5 µm, in the so-called 4H-SiC hexagonal lattice version977. 

 

971 See Turing Inc: Large Scale Universal Machines, 2017, which details this a little bit. 

972 See Single artificial atoms in silicon emitting at telecom wavelengths by W. Redjem et al, 2020 (4 pages). 

973 See Roadmap for Rare-earth Quantum Computing by Adam Kinos, Alexandre Tallaire et al, March 2021 (47 pages). 

974 See First-principles theory of extending the spin qubit coherence time in hexagonal boron nitride by Jaewook Lee, Huijin Park and 

Hosung Seo, npj, September 2022 (9 pages). 

975 See A mathematical shortcut for determining quantum information lifetimes by Leah Hesla, Argonne National Lab, April 2022 and 

Generalized scaling of spin qubit coherence in over 12,000 host materials by Shun Kanai, David D. Awschalom et al, PNAS, April 

2022 (8 pages). It shows that the coherence time T2 of vacancies is dependent on the cavity spin density (ni) of nucleus i, the crystalline 

structure, the nuclear spin-factor (gi), and the nuclear spin quantum number (Ii) according to the formula 

 

976 The DoE Argonne National Laboratory together with researchers from Hungary, Sweden and Russia published in 2019 a work on 

SiC qubits operating at room temperature. See Scientists Find Yet Another Way to Get Qubits Working at Room Temperature by David 

Nield, March 2020 and Novel Qubit Design Could Lead to Quantum Computers That Work at Room Temperature by Matt Swayne, 

March 2020 which references Quantum well stabilized point defect spin qubits by Viktor Ivády et al, May 2019 (20 pages). 

977 See the excellent review paper Quantum Information Processing With Integrated Silicon Carbide Photonics by Sridhar Majety et al, 

March 2022 (50 pages). 

https://www.uni-goettingen.de/en/balasubramanian-gopalakrishnan-dr---nanoscale-spin-imaging-mpi-bpc/441857.html
https://web.archive.org/web/20181128120423/https:/medium.com/@TuringQuantum/turing-inc-large-scale-universal-machines-9eee95e23ea3
https://arxiv.org/pdf/2001.02136.pdf
https://arxiv.org/abs/2103.15743
https://www.nature.com/articles/s41699-022-00336-2
https://www.anl.gov/article/a-mathematical-shortcut-for-determining-quantum-information-lifetimes
https://www.pnas.org/doi/10.1073/pnas.2121808119
https://www.sciencealert.com/scientists-have-found-another-way-to-get-qubits-working-at-room-temperature
https://thequantumdaily.com/2020/03/18/novel-qubit-design-could-lead-to-quantum-computers-that-work-at-room-temperature/
https://arxiv.org/abs/1905.11801
https://arxiv.org/abs/2111.00136
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SiC vacancies can indeed 

be used as interesting 

sources of single or entan-

gled photons in quantum 

communications and cryp-

tography. SiC photon 

sources are implanted on 

nanophotonic devices978. 

 

Figure 367: other cavities are interesting due to their transition frequencies that sit in the 
telecommunication wavelengths. Source: Quantum Information Processing With Integrated Silicon 

Carbide Photonics by Sridhar Majety et al, March 2022 (50 pages). 

It could also be used in quantum repeaters thanks to relatively long spin coherence times above 50 

ms. Also, SiC vacancies can show a much better DWF (Debye-Waller factor) than diamond NV cen-

ters. However, their readout contrast has to be improved979. 

In quantum information processing, SiC vacancies are investigated in various areas such as with 

quantum simulation and measurement-based quantum computing. There are some specific technol-

ogy paths like using SiC spin qubits that are coupled by photons980. 

SiC vacancies have very long coherence times in the seconds range981. It leads to theoretically long 

computing time, although, it would work with solving many other problems like large entanglement 

capacities and high two-qubit gate fidelities. Thus, when you read in the media that SiC could achieve 

a hundred million operations, you may get skeptic and right to be so982. Indeed, the related paper 

simply compute this number of operations with dividing SiC qubit coherence time of 5 seconds by a 

single-qubit gate time. They have not implemented it yet, particularly given it's useless to do that on 

a single qubit. It would be nice to have a tomography of a 2-qubit gate...:)! 

 

Photonic (2019, Canada) is a spin-off from the Silicon Development 

Lab at Simon Fraser University in Vancouver. They develop silicon 

based chipsets quantum computers with the aim of putting on million 

qubits on two square-cm. 

They tout having reached 1000 electron spin qubits in 2020 and 100,000 in 2021. Their technology 

seems to be based on defects in silicon, using similar techniques as SiC and NV vacancies983. Too bad 

they are probably overselling their achievements. 

Topological qubits 

In this category of qubits and quantum computing, we must create a distinction between the notion 

of "topological" which defines a type of qubit based on anyons and the "Majorana fermions" which 

are a variant of anyons to create topological qubits. Of all the types of qubits, they are the most mys-

terious and complex to understand984! It’s part of the broad field of topological matter. 

 

978 See Integrated quantum photonics with silicon carbide: challenges and prospects by Daniil M. Lukin, Melissa A. Guidry and Jelena 

Vuckovic, October 2020 (20 pages) and Fabrication and nanophotonic waveguide integration of silicon carbide colour centres with 

preserved spin-optical coherence by Charles Babin, Florian Kaiser et al, November 2021 (18 pages). 

979 See Room temperature coherent manipulation of single-spin qubits in silicon carbide with a high readout contrast, by Qiang Li et 

al, July 2021 (10 pages). 

980 See Silicon photonic quantum computing with spin qubits by Xiruo Yan et al, 2021 (28 pages). 

981 See Five-second coherence of a single spin with single-shot readout in silicon carbide by Christopher P. Anderson, David D. Aws-

chalom et al, 2021 (9 pages). 

982 See Quantum Computing: Researchers Achieve 100 Million Quantum Operations by Francisco Pires, Tom’s Hardware, February 

2022. 

983 See Silicon-Integrated Telecommunications Photon-Spin Interface by L. Bergeron et al, 2020 (15 pages). 

984 See Topological Quantum Computing by Torri Yearwood, January 2020 and A Short Introduction to Topological Quantum Compu-

ting by Ville Lahtinen and Jiannis K. Pachos, May 2017 (44 pages). 

https://arxiv.org/abs/2111.00136
https://arxiv.org/abs/2111.00136
https://arxiv.org/abs/2010.15700
https://arxiv.org/abs/2109.04737
https://arxiv.org/abs/2109.04737
https://arxiv.org/abs/2005.07876
https://aip.scitation.org/doi/10.1063/5.0049372
https://www.science.org/doi/10.1126/sciadv.abm5912
https://www.tomshardware.com/news/quantum-computing-researchers-achieve-100-million-quantum-operations
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.1.020301
https://medium.com/mit-6-s089-intro-to-quantum-computing/topological-quantum-computing-2343e7674606
https://arxiv.org/abs/1705.04103
https://medium.com/mit-6-s089-intro-to-quantum-computing/topological-quantum-computing-2343e7674606
https://medium.com/mit-6-s089-intro-to-quantum-computing/topological-quantum-computing-2343e7674606
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History 

Ettore Majorana predicted in 1937 the existence of a new class of particles that are is its own anti-

particles. It was labelled “Majorana fermions. 

The notion of anyon, "quasi-particle", i.e. particle representation models that describe the state of 

electron clouds around atoms, in the superconducting regime and in 2D was first proposed by Jon 

Leinaas and Jan Myrheim from the University of Oslo in 1976 and then elaborated by Frank Wilczek 

in 1982985. Majorana fermions are a specific type of these quasiparticles organized along a small 

superconducting wire in 1D structures. They have collective electron behaviors in crystalline net-

works at very low temperature986. 

Alexei Kitaev then had the idea in 1997 to use anyons for quantum calculations when he was a re-

searcher at Microsoft. He published two foundational papers in 2000 describing the category of fer-

mionic quantum computers and a model of spinless fermions in a 1D superconducting nanowire, aka 

a Kitaev chain 987. There are several various variations of fermionic quantum computing being inves-

tigated, including analog quantum computing with cold atoms988. 

In 2008, Liang Fu and C.L. Kane from the University of Pennsylvania predicted that Majorana bound 

states can appear at the interface between topological insulators and superconductors989. 

In 2012, Leo Kouwenhoven then at TU Delft announced the detection of Majorana Zero Modes qua-

siparticles at TU Delft and later on in 2018 when he was at Microsoft Research in Delft. 

Some other advances came out in 2016 from the MIT and in 2018, from a group of three American 

universities UC Irvine, UCLA and Stanford, who said they discovered real Majorana fermions. In 

May/June 2019, German and Austrian researchers said they succeeded in creating two-dimensional 

topological phenomena like Majorana zero modes990. 

Princeton researchers also published in June 2019 the results of their work that led them to control 

the state of a quasi-particle991. 

 

985 See On the theory of identical particles by J.M. Leinaas and J. Myrheim, 1976 (23 pages) and See Quantum Mechanics of Fractional-

Spin Particles by Frank Wilczek, PRL, 1982. See also the essay Quanta of the Third Kind by Frank Wilczek, November 2021 that 

provides an excellent simplified view of what are anyons, braiding and quasi-particles. The author explains three specifics of quasi-

particles: fractionalization (where quasiparticles have properties that are subparts of usual whole-number multiples like spins or unit 

of electron electric charge or angular momentum), flux tubes (fractional angular momentum made possible by particles orbiting around 

tubes of magnetic flux like in type II superconductors) and dimensional reduction (with point-like structures). 

986 This is the thesis of Hugo de Garis in Topological Quantum Computing The TQC Shock Wave and its Impact on University Com-

puter Science Teaching, 2011 (29 pages). 

987 See Fermionic quantum computation by Serguei B. Bravyi and Alexei Y. Kitaev, 2000 (18 pages) and Unpaired Majorana fermions 

in quantum wires by Alexei Kitaev, 2000 (16 pages). 

988 See The Power of Noisy Fermionic Quantum Computation by Fernando de Melo et al, April 2013 (21 pages) and Quantum register 

of fermion pairs by Thomas Hartke et al, MIT, March 2021 (10 pages). Fermionic quantum computing was defined by Serguei B. 

Bravyi and Alexei Y. Kitaev in Fermionic quantum computation, 2000 (18 pages). 

989 See Superconducting proximity effect and Majorana fermions at the surface of a topological insulator by Liang Fu and C.L. Kane, 

2008 (4 pages) and Josephson Current and Noise at a Superconductor-Quantum Spin Hall Insulator-Superconductor Junction by Liang 

Fu and C.L. Kane, 2008 (4 pages). 

990 See Computing Faster With Quasi-Particles, May 2019 referring to Topological superconductivity in a phase-controlled Josephson 

junction by Hechen Ren et al, Nature, April 2019. 

991 See Mysterious Majorana Quasiparticle Is Now Closer To Being Controlled For Quantum Computing, June 2019 mentioning Ob-

servation of a Majorana zero mode in a topologically protected edge channel by Ali Yazdani et al, Science, June 2019 (12 pages). 

https://www.ifi.unicamp.br/~cabrera/teaching/referencia.pdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.49.957
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.49.957
https://inference-review.com/article/quanta-of-the-third-kind
https://profhugodegaris.files.wordpress.com/2011/04/tqcarticle.pdf
https://profhugodegaris.files.wordpress.com/2011/04/tqcarticle.pdf
https://arxiv.org/abs/quant-ph/0003137
https://arxiv.org/abs/cond-mat/0010440
https://arxiv.org/abs/cond-mat/0010440
https://arxiv.org/abs/1208.5334
https://arxiv.org/abs/2103.13992
https://arxiv.org/abs/2103.13992
https://arxiv.org/abs/quant-ph/0003137
https://arxiv.org/abs/0707.1692
https://arxiv.org/abs/0804.4469
https://bioengineer.org/computing-faster-with-quasi-particles/
https://arxiv.org/abs/1809.03076
https://arxiv.org/abs/1809.03076
https://bioengineer.org/mysterious-majorana-quasiparticle-is-now-closer-to-being-controlled-for-quantum-computing/
https://arxiv.org/abs/1906.10133
https://arxiv.org/abs/1906.10133
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2021 marked the beginning of a crisis win-

ter for Majorana fermion. It started with an 

expression of concern and a withdrawal of 

Leo Kouwenhoven’s 2018 Nature pa-

per992. In a March 2022 Twitter thread Ser-

gey Frolov made an impressive inventory 

on many other unreliable Majorana re-

search papers with other retracted pa-

pers993 or that should be retracted. 

He used to work at TU Delft with Leo 

Kouwenhoven on Majorana fermions and 

moved in 2012 to the University of Pitts-

burgh994. 

 
Figure 368: a Majorana Zero mode discovered at Princeton in 2019. Source: 
Mysterious Majorana Quasiparticle Is Now Closer To Being Controlled For 

Quantum Computing, June 2019. 

The withdrawal came after Sergey Frolov and his fellow Pittsburgh researcher Vincent Mourik tried 

to reproduce Kouwenhoven’s experiment and couldn’t reproduce its results995. Early in 2022, Leo 

Kouwenhoven left Microsoft in March 2022996. Charlie Marcus from Microsoft Research in Denmark 

also quit Microsoft late 2021 to return to academic research at the Niels Bohr Institute997. 

The same Sergei Frolov is himself making discoveries on Majorana bound states using the 4π Ma-

jorana-Josephson effect using a fluxonium superconducting qubit, the ensemble being branded a 

braidonium998. He also reported in 2022 that looking at research experimental data from 2012 did 

show the presence of Majorana modes in nanowire devices999. Other researchers in Germany suc-

ceeded in integrating a topological insulator into a superconducting qubit in 2022, following on a 

2013 proposal from researchers from Caltech and Harvard1000. Another 2020 proposal is to couple a 

Majorana qubit playing the role of a well-protected quantum memory and a superconducting qubit 

for computation and to implement a SWAP gate between these1001. 

 

992 See Quantized Majorana conductance by Leo Kouwenhoven et al, 2017 (26 pages) which was followed by an "expression of con-

cern" from the authors warning readers about the veracity of the published results, which were not reproducible due to a problem with 

the calibration of measuring instruments. The coverage on the paper withdrawal in 2021 was dense, starting with Data manipulation 

and omission in 'Quantized Majorana conductance', Zhang et al, Nature 2018 by Frolov et al, March 2021 (31 slides) which spurred 

Microsoft’s Big Win in Quantum Computing Was an ‘Error’ After All, by Tom Simonite, Wired, February 2021. Another of their paper 

was later retracted. See Retraction Note: Epitaxy of advanced nanowire quantum devices by Sasa Gazibegovic, Leo Kouwenhoven et 

al, Nature, April 2022. 

993 See Chiral Majorana fermion modes in a quantum anomalous Hall insulator–superconductor structure, Science, 2017 (7 pages) was 

the subject of an expression of concern in December 2021. 

994 See Signatures of Majorana fermions in hybrid superconductor-semiconductor nanowire devices, Kavli Institute of Nanoscience, 

Delft University of Technology, 2012. 

995 The story is well told in Major Quantum Computing Strategy Suffers Serious Setbacks by Philip Ball, Quanta Magazine, September 

2021. The same Philip Ball that was mentioned in the part of this book related to quantum matter taxonomy, page 116. 

996 See Kouwenhoven departs, Microsoft presents Majoranas, Delta GTU Delft, March 2022. 

997 As shown in his LinkedIn profile: https://www.linkedin.com/in/charles-marcus-02984597. 

998 See Braiding quantum circuit based on the 4π Josephson effect by John P. T. Stenger, Michael Hatridge, Sergey M. Frolov and David 

Pekker, University of Pittsburg, Physical Review B, 2019 (10 pages). 

999 See We cannot believe we overlooked these Majorana discoveries by Sergey Frolov and Vincent Mourik, University of Pittsburg 

and FZ Jülich, March 2022 (9 pages). 

1000 See Integration of Topological Insulator Josephson Junctions in Superconducting Qubit Circuits by Tobias W. Schmitt et al, FZ 

Jülich, March 2022 (14 pages). And Proposal for Coherent Coupling of Majorana Zero Modes and Superconducting Qubits Using the 

4π Josephson Effect by David Pekker, Chang-Yu Hou, Vladimir E. Manucharyan and Eugene Demler, PRL, 2013 (8 pages). 

1001 See SWAP gate between a Majorana qubit and a parity-protected superconducting qubit by Luca Chirolli et al, Berkeley, May 2022 

(7 pages). 

https://twitter.com/spinespresso/status/1503352928656138241
https://bioengineer.org/mysterious-majorana-quasiparticle-is-now-closer-to-being-controlled-for-quantum-computing/
https://bioengineer.org/mysterious-majorana-quasiparticle-is-now-closer-to-being-controlled-for-quantum-computing/
https://arxiv.org/abs/1710.10701
https://www.nature.com/articles/s41586-020-2252-6
https://www.nature.com/articles/s41586-020-2252-6
https://zenodo.org/record/4587841#.YJ7XQ6gzbb1
https://zenodo.org/record/4587841#.YJ7XQ6gzbb1
https://www.wired.com/story/microsoft-win-quantum-computing-error/
https://www.nature.com/articles/s41586-022-04704-2
https://www.researchgate.net/publication/318578490_Chiral_Majorana_fermion_modes_in_a_quantum_anomalous_Hall_insulator-superconductor_structure
https://www.science.org/doi/10.1126/science.abn5849
https://nccr-qsit.ethz.ch/news/conferences-events/monte-verita-2012/abstracts-talks/sergey-frolov--tu-delft.html
https://www.quantamagazine.org/major-quantum-computing-strategy-suffers-serious-setbacks-20210929/
https://www.delta.tudelft.nl/article/kouwenhoven-departs-microsoft-presents-majoranas
https://www.linkedin.com/in/charles-marcus-02984597
https://arxiv.org/abs/1808.03309
https://arxiv.org/abs/2203.17060
https://arxiv.org/abs/2007.04224
https://www.researchgate.net/publication/234119533_Proposal_for_Coherent_Coupling_of_Majorana_Zero_Modes_and_Superconducting_Qubits_Using_the_4_p_Josephson_Effect
https://www.researchgate.net/publication/234119533_Proposal_for_Coherent_Coupling_of_Majorana_Zero_Modes_and_Superconducting_Qubits_Using_the_4_p_Josephson_Effect
https://arxiv.org/abs/2205.01410
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In August 2019, NIST physicists led by Nick Butch announced the discovery by chance of interesting 

properties of uranium ditelluride (UTe2). It would be superconducting at 1.7K with the ability to do 

so via Cooper pairs with identical spins in addition to opposite spins, allowing three types of pairs. 

This would give it a rare ability to get a magnetic flux resistant superconductivity. This material would 

thus have topological properties in this framework allowing to create topological qubits that are more 

stable and less subject to decoherence1002. Related work was published by researchers from John 

Hopkins University in 2018 with superconducting topological qubits made of a bismuth-palladium 

alloy1003. 

And the story goes on and on around Majorana fermions that are discovered, believed to be discovered 

or rediscovered depending on the case. 

They are found on gold1004, on the surface of superconducting nanowires1005, in crystals1006, in 2D 

graphene1007, not to mention other publications that are not obvious to analyze1008, all this in 2020. 

Science 

The principle of topological quantum computing is based on the notion of anyon which are "quasi-

particles" integrated in two-dimensional systems, given that there are Abelian and non-Abelian an-

yons! Anyons are asymmetrical and two-dimensional physical structures whose symmetry can be 

modified. This makes it possible to apply some topology principles with sets of successive permuta-

tions applied to pairs of anyons that are in close proximity in circuits. 

The related algorithms are based on 

the concepts of topological braid or 

node organizations ("braids"). Their 

representation explains this, with a 

temporal evolution of the permuta-

tions of temporal anyons going from 

bottom to top, knowing that in other 

representations, it may go from top to 

bottom1009. 

 

Figure 369: anyon braiding explained topologically. 

The diagram in Figure 370 clarifies this a little. Topological quantum gates require a long sequence 

of anyonic permutations as with the CNOT gate shown at the bottom of the diagram. They are a sort 

of quantum error correction code. 

 

1002 See Newfound Superconductor Material Could Be the 'Silicon of Quantum Computers' Possible "topological superconductor" could 

overcome industry's problem of quantum decoherence, August 2019, mentioning Nearly ferromagnetic spin-triplet superconductivity 

by Sheng Ran et al, 2019. 

1003 See Observation of half-quantum flux in the unconventional superconductorβ-Bi2Pd by Yufan Li & Al, October 2018 (12 pages). 

1004 See Quantum Computing Breakthrough: First Sighting of Mysterious Majorana Fermion on Gold by Jennifer Chu, MIT, Indian 

Institute of Technology, University of California & Hong Kong University, 2020. And Signature of a pair of Majorana zero modes in 

superconducting gold surface states by Sujit Manna et al, MIT, 2019 (35 pages). 

1005 See Alternative route to topological superconductivity Hub, April 2020. University of Copenhagen in collaboration with Microsoft. 

Refers to Flux-induced topological superconductivity in full-shell nanowires by S. Vaitiekėnas et al, March 2020 (38 pages). 

1006 See Building block for quantum computers more common than previously believed by Chanapa Tantibanchachai, Johns Hopkins 

University, April 2020. 

1007 See Observation of Yu-Shiba-Rusinov states in superconducting graphene by E. Cortés-del Río, Pierre Mallet et al, 2020 (22 pages) 

and published in Advanced Materials in April 2021. 

1008 See The observation of photon-assisted tunneling signatures in Majorana wires par Ingrid Fadelli, May 2020, Quantum computers 

do the (instantaneous) twist by Chris Cesare, August 2020 on a topological error correction system and Fractional statistics of anyons 

in a two-dimensional conductor, C2N, April 2020. 

1009 Topological qubits could also be realized in photonics-based architecture. See New photonic chip promises more robust quantum 

computers, September 2018, involving researchers in Australia, Italy and Switzerland. 

https://www.nist.gov/news-events/news/2019/08/newfound-superconductor-material-could-be-silicon-quantum-computers
https://www.nist.gov/news-events/news/2019/08/newfound-superconductor-material-could-be-silicon-quantum-computers
https://science.sciencemag.org/content/365/6454/684
https://arxiv.org/abs/1810.11265
https://scitechdaily.com/quantum-computing-breakthrough-first-sighting-of-mysterious-majorana-fermion-on-gold/
https://arxiv.org/abs/1911.03802
https://arxiv.org/abs/1911.03802
https://www.swissquantumhub.com/alternative-route-to-topological-superconductivity/
https://arxiv.org/abs/2003.13177
https://phys.org/news/2020-04-block-quantum-common-previously-believed.html
https://arxiv.org/abs/2010.10377
https://phys.org/news/2020-05-photon-assisted-tunneling-signatures-majorana-wires.html
https://phys.org/news/2020-08-quantum-instantaneous.html
https://phys.org/news/2020-08-quantum-instantaneous.html
https://www.c2n.universite-paris-saclay.fr/en/science-society/news/actu/144
https://www.c2n.universite-paris-saclay.fr/en/science-society/news/actu/144
https://phys.org/news/2018-09-photonic-chip-robust-quantum.html
https://phys.org/news/2018-09-photonic-chip-robust-quantum.html
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You need two Majorana fermions to create a single two-level quantum system, aka a qubit. With 

Majorana modes, you implement XX, YY and ZZ two-qubit measurements which are well protected 

and a CNOT is built with two consecutive such measurements. But a T gate is not natively protected 

making it hard to implement FTQC. Some researchers in China still found a workaround to create 

non-Clifford single-qubit phase gates1010. 

By the way, let’s clarify a little bit the weird vocabulary from this field. Majorana fermions are non-

Abelian excitations. They are also called Majorana Zero Modes (MZM) or Majorana bound states or 

even Majorinos. You have also Majorana Edge Modes (MEM) and Majorana Pi Modes (MPM)1011. 

Others non-Abelian anyons exist like Ising anyons, Fibonacci anyons1012 and Jones-Kauffman anyons. 

 
Figure 370: how topological quantum computing is supposed to work. Source: Computing with Quantum Knots by Graham Collins, 

Scientific American, 2006 (8 pages). 

 

1010 See Universal topological quantum computation with strongly correlated Majorana edge modes by Ye-Min Zhan et al, March 2022 

(18 pages) which is about creating non-Clifford π/10 gates. 

1011 To sort things out, see the excellent thesis Quantum Field Theories, Topological Materials, and Topological Quantum Computing 

by Muhammad Ilyas, August 2022 (204 pages). 

1012 See A short introduction to Fibonacci anyon models by Simon Trebst, Matthias Troyer et al, 2009 (24 pages). 

http://www.cs.virginia.edu/~robins/Computing_with_Quantum_Knots.pdf
https://arxiv.org/pdf/2004.03297.pdf
https://arxiv.org/abs/2208.09707
https://arxiv.org/abs/0902.3275
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Research 

On top of the above-mentioned labs, different physics laboratories are working on topological qubits, 

notably in the USA, China, the Netherlands, Denmark, Finland1013 and also in France. 

Maryland1014 , Caltech1015  and Purdue1016  Universities also have teams working on topological 

quantum computing and/or Majorana fermions, the two later working with Microsoft Research. 

It is also the case of the Quantum Science Center (QSC) from the DoE ORNL. 

The KouBit Lab from the University of Illinois and led by Angela Kou also investigate topologically 

protected superconducting qubits. 

Even IBM is working on Majorana fermions. In 2022, an IBM Research team published a paper 

showing how they could simulate Majorana Zero Modes (MZM), Majorana Pi Modes (MPM) and 

Majorana braiding on 27-qubits quantum computers1017. A large Google AI team did a similar exper-

iment with 47 qubits from its Sycamore processor and simulating Majorana Edge Modes1018. 

Research on topological qubits still goes on at TU Delft with some recent work on the way to stabilize 

entanglement of topological qubits1019 . Teams in Finland and Russia also work on topological 

qubits1020. 

In France, a team at the CEA-IRIG in Grenoble (Manuel Houzet, Julia Meyer and Xavier Waintal), 

Pierre Mallet of CNRS Institut Néel in Grenoble, Hugues Pothier at the CEA in Saclay and Pascal 

Simon at the LPS in Orsay1021 do not work on Majorana fermions per se, but on topological matter at 

the fundamental level and particularly on Andreev's states, the linked states and the physics of weak 

links, different areas that remain to be explored in these lines. Some of these researchers are conduct-

ing joint projects with TU Delft. 

Majorana zero modes (MZMs) were also found by researchers in China in 2022 with iron-based 

superconductors showcasing topological vertices1022. In February 2020, John Preskill (father of the 

notions of quantum supremacy and NISQ) predicted that by 2030, we will be able to demonstrate two 

entangled topological qubits, against Jonathan Dowling (photonicist) who did not believe it could 

 

1013 See Ultra-thin designer materials unlock quantum phenomena, Aalto University, December 2020 and Topological superconductiv-

ity in a van der Waals heterostructure by Shawulienu Kezilebieke et al, March 2021 (27 pages). 

1014 See On-demand large conductance in trivial zero-bias tunneling peaks in Majorana nanowires by Haining Pan and Sankar Das 

Sarma, University of Maryland, March 2022 (8 pages) and Euler-obstructed Cooper pairing: Nodal superconductivity and hinge Ma-

jorana zero modes by Jiabin Yu, Yu-An Chen and Sankar Das Sarma, University of Maryland, Physical Review B, March 2022 (47 

pages). 

1015 See Dephasing and leakage dynamics of noisy Majorana-based qubits: Topological versus Andreev by Ryan V. Mishmash, Bela 

Bauer, Felix von Oppen and Jason Alicea, November 2019 (22 pages). 

1016 See Ternary Logic Design in Topological Quantum Computing by Muhammad Ilyas et al, Purdue and Portland Universities, April 

2022 (53 pages). 

1017 See Observing and braiding topological Majorana modes on programmable quantum simulators by Nikhil Harle et al, Yale Univer-

sity, MIT & IBM Research, March 2022 (14 pages). Tested with 27-qubit superconducting systems. 

1018 See Noise-resilient Majorana Edge Modes on a Chain of Superconducting Qubits by Xiao Mi et many al, Google AI, April 2022 

(24 pages). 

1019 See Topological Entanglement Stabilization in Superconducting Quantum Circuits by Guliuxin Jin and Eliska Greplova, TU Delft, 

May 2022 (10 pages). 

1020 See Half-quantum vortices and walls bounded by strings in the polar-distorted phases of topological superfluid 3He by J.T. Makinen, 

G.E. Volovik et al, 2018 (17 pages). 

1021 See Pascal Simon’s presentation Majorana zero modes around skyrmionics textures, 2021 (75 slides). 

1022 See Ordered and tunable Majorana-zero-mode lattice in naturally strained LiFeAs by Meng Li et al, Nature, May 2022 (38 pages). 

See also Topologically protected quantum entanglement emitters by Jianwei Wang et al, February 2022 (10 pages) which deals with 

topologically protected matter although not formally a Majorana fermion. 

https://www.sciencedaily.com/releases/2020/12/201217135338.htm
https://arxiv.org/abs/2002.02141
https://arxiv.org/abs/2002.02141
https://arxiv.org/abs/2110.07536
https://arxiv.org/pdf/2109.02685.pdf
https://arxiv.org/pdf/2109.02685.pdf
https://arxiv.org/pdf/1911.02582.pdf
https://arxiv.org/abs/2204.01000
https://arxiv.org/abs/2203.15083
https://arxiv.org/abs/2204.11372
https://arxiv.org/abs/2205.09100
https://arxiv.org/pdf/1807.04328.pdf
https://equipes2.lps.u-psud.fr/wp-content/uploads/2021/12/Colloque_Krakow.pdf
https://arxiv.org/abs/2206.04512
https://assets.researchsquare.com/files/rs-640328/v1_covered.pdf?c=1646852472
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be created! The object of this symbolic wager? A good beer and a pizza. Jonathan Dowling died in 

2020 and will therefore not be able to see if he won or lost his bet in 2030. 

 
Figure 371: pros and cons of Majorana fermions and topological qubits. (cc) Olivier Ezratty, 2022. 

Vendors 

 
Microsoft Research has investigating topological quantum computing and Ma-

jorana fermions for quite a few years but has no prototype at this stage. 

The company is making a bet there, up to say that if they fail, everybody will also fail in quantum 

computing. While being a little arrogant and a very risky bet, it would bring lots of strategic ad-

vantages if it worked! 

Indeed, Majorana qubits would be much more reliable and generate fewer errors (10-30), with the 

implication that we could avoid using some of the classical quantum error correction codes that are 

implemented with other types of qubits1023. 

A Fields Medal in 1986 for his work on the Poincaré conjecture, Fields Medal winner Michael Freed-

man joined Microsoft in 1997, coming from the University of Santa Barbara, the same where John 

Martinis came from when he joined Google in 2014. Freedman demonstrated with Alexei Kitaev the 

possibility of doing quantum computing with a hypothetical particle, the Majorana fermion, concep-

tualized in 1937 by the Italian Ettore Majorana from the resolution of mathematical equations of 

Dirac1024. This fermion is a strange particle, whose charge and energy are zero and which is its own 

antiparticle. 

Freedman and Kitaev were recruited by Microsoft Research. Created by Michael Freedman, Mi-

crosoft Quantum Santa Barbara (Station Q) is located on the campus of the University of Santa Bar-

bara. They were complemented by Leo Kouwenhoven’s team based in Microsoft’s Delft Lab in the 

Netherlands and with Charles Marcus from the Niels Bohr Institute who also joined Microsoft Re-

search who both left Microsoft in 2022 and 2021. Microsoft also collaborates with Purdue Univer-

sity in Indiana, where it has a dedicated research team Microsoft Quantum Purdue, working on III-

V superconductors. 

 

1023 Here are a few leads to find out more: Microsoft Ready to Build a Quantum Computer by Juliette Raynal, 2016, A Software Design 

Architecture and Domain-Specific Language for Quantum Computing, 2014 (14 pages), Quantum Computing at Microsoft (56 slides) 

and Quantum Computing Research at Microsoft (59 slides) by Dave Wecker and A short introduction to topological quantum compu-

tation by Ville Lahtinen and Jiannis Pachos, 2017, (43 pages). And some videos: keynote of November 2017 with Leo Kouwenhoven 

(43 mn), Build conference of May 2018 on Q# (1h15mn) and Majorana qubits by Xiao Hu, in May 2017 (22 mn). 

1024 In Topological Quantum Computation published in 2002 and updated in 2008 (12 pages). 

• no Majorana fermion qubit demonstrated yet.

• topological qubits programming is different and 
requires an additional software layer.

• rather few laboratories involved in this path.

• no startup was launched in this field. Microsoft is 
the only potential vendor. IBM is investigating the 
field in Zurich.

• works at low cryogenic temperatures like 
superconducting qubits < 20mK.

• theorically very stable qubits with low 
level of required error correction.

• long coherence time and gates speed 
enabling processing complex and deep 
algorithms.

• potential qubits scalability, built with 
technologies close to electron spin qubits.

• some researches in the topological matter 
field could be fruitful with no Majorana 
fermions.
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https://www.industrie-techno.com/article/microsoft-pret-a-batir-un-ordinateur-quantique.46719
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/1402.4467.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/1402.4467.pdf
https://www.aps.org/units/fiap/meetings/conference/upload/1-5-Wecker-Quantum-Computing.pdf
http://www.hpcuserforum.com/presentations/boston2013/QuantumComputingMicrosoft.pdf
https://www.microsoft.com/en-us/quantum/default.aspx
https://www.microsoft.com/en-us/quantum/default.aspx
https://www.youtube.com/watch?v=70Z-UUPjYY4
https://www.youtube.com/watch?v=S_ZGWmyPp7g
https://www.youtube.com/watch?v=gpwRs-_vvhY
https://arxiv.org/pdf/quant-ph/0101025.pdf
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Majorana fermions are strange behaviors of electrons and their spin that are found at both ends of 

superconducting wires. They operate at very low temperatures, as for superconducting and silicon-

based qubits, at about 15-20 mK1025. 

Seen up close, these qubits are sophisticated variants of superconducting qubits. These "topological" 

mesh associations provide protection against qubit decoherence because the shape of the braids does 

not matter as long as their topology is stable. 

Microsoft announced at the Build conference in May 2018 that they would release their first fermion-

based quantum computer from Majorana in 20231026. After Leo Kouwenhoven’s 2017 paper with-

drawal in 2021, this planning seems somewhat challenging1027. But let’s not count Microsoft out of 

the game too rapidly. All discoveries have their up and downs. If a failure meant stop all research, 

Thomas Edison would not have discovered the light bulb and many vaccines and cancer treatments 

wouldn’t see the light of day! 

In 2022, as Kouwenhoven was leaving Microsoft, the company published some new results related 

to Majorana fermions and scalable quantum computing. They seem not having learned from their past 

errors and were emphatically overselling their recent work1028. It dealt with the observation of a 30 

μeV topological gap in indium arsenide-aluminum heterostructures. But it seemed that this topologi-

cal qubit was only digitally simulated and not implemented practically. 

Just before, in February 2022, another Microsoft team published a paper related to a quantum error 

correction code (planar Floquet code) that was suitable for topological qubits and with a very high 

threshold exceeding 1% (meaning, qubits with 1% error rates are sufficient to implement error cor-

rection which seems a very high error-rate compared to what would be needed with superconducting 

qubits and surface codes, that require errors way below 0.1%)1029. 

 
Figure 372: typical combination of a topological and a 

superconducting qubit. Source: Majorana Qubits by Fabian 
Hassler, 2014 (21 pages). 

 
Figure 373: how braiding is sequenced during topological computing. 

Source: Topological quantum computing for beginners, by John Preskill 
(55 slides). 

 

1025 See Majorana Qubits by Fabian Hassler, 2014 (21 pages). 

1026 See this video ad: Introducing Quantum Impact (Ep. 0), February 2020 (4 minutes). 

1027 See Topological quantum computing for beginners, by John Preskill (55 slides). 

1028 See In a historic milestone, Azure Quantum demonstrates formerly elusive physics needed to build scalable topological qubits by 

Jennifer Langston, March 2022, Microsoft has demonstrated the underlying physics required to create a new kind of qubit by Chetan 

Nayak, March 2022, based on Protocol to identify a topological superconducting phase in a three-terminal device by Dmitry Pikulin et 

al, March 2021 (28 pages). 

1029 See Performance of planar Floquet codes with Majorana-based qubits by Adam Paetznick, Nicolas Delfosse et al, February 2022 

(20 pages). 

https://arxiv.org/abs/1404.0897
https://www.on.kitp.ucsb.edu/online/exotic_c04/preskill/pdf/Preskill.pdf
https://arxiv.org/abs/1404.0897
https://www.youtube.com/watch?v=ba88EwG5b0Q
https://www.on.kitp.ucsb.edu/online/exotic_c04/preskill/pdf/Preskill.pdf
https://news.microsoft.com/innovation-stories/azure-quantum-majorana-topological-qubit/
https://www.microsoft.com/en-us/research/blog/microsoft-has-demonstrated-the-underlying-physics-required-to-create-a-new-kind-of-qubit/
https://arxiv.org/abs/2103.12217
https://arxiv.org/abs/2202.11829
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Overall, these Microsoft’s research results have a very low TRLs have not been successful so far. We 

have for example no idea about the number of physical or logical qubits that they could implement, 

and how these are driven from the control and readout standpoint. 

Microsoft obviously also invested on software 

development, first with its Liquid platform, 

then with F# for scripting and with the Q# lan-

guage used for quantum programming, 

launched at the end of 2017. 

One of the contributors to these efforts is re-

searcher Krysta Svore from Columbia Univer-

sity. In 2018, Microsoft recruited a certain 

Helmut Katzgraber, one of the apostles of D-

Wave quantum annealing and MBQC (meas-

urement-based quantum computers)1030. 

 
Figure 374: timing benefits from Majorana fermions. Source: 

Microsoft, 2018. 

 
Nokia's Bell Labs in the USA, located in Murray Hill, New Jersey, work or 

worked on topological qubits1031. 

Nokia also supports Oxford University's Quopal initiative on the use of quantum in machine learning. 

Nokia likes to remind us that Grover and Shor's algorithms were discovered by their creators when 

they worked at the Bell Labs. Nokia is also working on quantum cryptography, at least at the level of 

its transport on optical fibers, as demonstrated by this partnership with SK Telecom of 2017. 

 

There is even a private research company, Quantum Gravity Research (2009, USA) with an over-

arching goal to create a unified physics theory encompassing gravity and quantum physics that also 

undertakes research in topological computing1032. The organization created by Klee Irwin employs 

about 20 researchers like Fang Fang, Raymond Aschheim, Marcelo Amaral, Dugan Hammock, Rich-

ard Clawson and Michel Planat. They envision “a specific substructure of spacetime at the smallest 

scale, so that in this view physical reality is like a mosaic tiling language of Planck scale, 3-dimen-

sional, tetrahedron-shaped pixels”. Let’s say it is quite difficult to fact-check these sorts of claims 

and their practicality! 

Trapped ions qubits 

Trapped ions are positively ionized atoms that are trapped by electrodes and sometimes also magneti-

cally in a confined space and placed next to each other. The atoms are generally alkaline metals from 

the second column of Mendeleev's table (called "Group IIA" in Mendeleev's notation or group 2 in 

the modern notation, with beryllium, magnesium, strontium, barium and calcium), then as ytterbium 

which is a rare earth in the lanthanide family or even mercury, and finally, quite rarely, metals of 

group IIB or 12 (zinc, cadmium, mercury) 1033. 

 

1030 See Quantum Driven Classical Optimizations, August 2018 (28 min video). 

1031 See Quantum computing using novel topological qubits at Nokia Bell Labs published in 2017, which describes their approach with 

topological qubits. 

1032 See Exploiting Anyonic Behavior of Quasicrystals for Topological Quantum Computing by Marcelo Amaral et al, Quantum Gravity 

Research, July 2022 (20 pages). 

1033 See this interesting perspective on trapped ions qubits in Introduction to Trapped Ion Quantum Computing by Gabriel Mintzer from 

MIT, February 2020. 

better stability qubits

low decoherence noise

few errors

long coherence time

high gate speed

nothing demonstrated so far

no prototype
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http://quopal.com/
https://www.telecomasia.net/content/sk-telecom-nokia-team-quantum-cryptography
https://www.youtube.com/watch?v=Xk4iaT-2ITc
https://media.nature.com/full/nature-cms/uploads/ckeditor/attachments/7475/quantum-computing.pdf
https://media.nature.com/full/nature-cms/uploads/ckeditor/attachments/7475/quantum-computing.pdf
https://arxiv.org/abs/2207.08928
https://medium.com/mit-6-s089-intro-to-quantum-computing/introduction-to-trapped-ion-quantum-computing-59a1debc9f9c
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Figure 375: pros and cons of trapped ions qubits. (cc) Olivier Ezratty, 2022. 

History 

Before the very notion of a qubit even existed, scientists tried to control ions in space. Wolfgang Paul 

created in 1953 a way to control ions with a mass spectrometer avoiding the use of a magnetic field, 

named the “Paul trap”. He got the Nobel Prize in Physics in 1989. Later, in 1959, Frans Penning and 

Hans Dehmelt were able to control individual electrons with a magnetron trap that was later named 

the “Penning trap”. Penning traps are still being studied, particularly in their 2D variant. 

In the USA, David Wineland from NIST created the laser cooling technique starting in 1979, using 

Doppler effect with magnesium ions. He got the Nobel prize in physics in 2012 along with Serge 

Haroche. In 1989, he used the technique to cool ions at their zero-point energy of motion with the 

sideband cooling technique that goes farther than Doppler cooling1034. 

Juan Ignacio Cirac and Peter Zoller from the University of Innsbruck in Austria proposed in 1995 

a blueprint to create a gate-based quantum processor with a linear trap of ions controlled by laser 

beams1035. They initiated a long-lasting experience in the field at Innsbruck, which led to the creation 

of the startup AQT in 2017. 

Science 

Here Are some specifics of trapped ions qubits… 

Why ions? The interest of exploiting ions is to allow to trap them magnetically or with electrodes. It 

is also possible to couple them at long distance, of the order of several tens of microns. It can also be 

hybridized with several ion types mixed together, like calcium and strontium, to get their related 

benefit such as fast gates for calcium and stability for strontium1036. The used elements have several 

common characteristics related to their electron layer configuration such as excitation levels from the 

ground state that are of short duration and allow their use for atoms cooling with laser and the Doppler 

effect. The basic energy state corresponding to the | ⟩ and the excited energy level corresponding to 

|1⟩ state are stable over time, which facilitates the implementation of quantum gate operations. 

 

1034 It is too complex to describe the Doppler cooling limit and how sideband cooling works. See Laser cooling of trapped ions by 

Jürgen Eschner, Giovanna Morigi, Ferdinand Schmidt-Kaler and Rainer Blatt, 2003 (13 pages) which describes various ions cooling 

techniques. 

1035 See Trapped Ion Quantum Computing: Progress and Challenges by Colin Bruzewicz et al from MIT, April 2019 (56 pages). This 

is a very well-documented state-of-the-art review of trapped ion technology. And the founding article Quantum Computations with 

Cold Trapped Ions by Juan Ignacio Cirac and Peter Zoller, 1995 (4 pages). 

1036 See Benchmarking a high-fidelity mixed-species entangling gate by A. C. Hughes et al, Oxford University, August 2020 (7 pages). 

• entanglement doesn’t seem to 
scale well with a large number of
ions.

• questionnable scalability options 
beyond 50 qubits (ions shuttling, 
2D architectures, photon 
interconnect).

• relatively slow computing due to 
slow quantum gates which may be 
problematic for deep algorithms 
like Shor integer factoring.

• identical ions => no calibration required like with
superconducting/electron spin qubits.

• good qubits stability with best in class low error rate.

• long coherence time and high ratio between coherence
time and gate time => supports deep algorihms in number
of gates.

• entanglement possible between all qubits on 1D 
architecture. It speeds up computing.

• works at 4K to 10K => simpler cryogeny than for 
superconducting/electron spins.

• easy to entangle ions with photons
for long distance communications.

tr
ap

p
e

d
 io

n
s 

q
u

b
it

s

https://www.quantumoptics.at/images/publications/papers/josab03_eschner.pdf
https://arxiv.org/abs/1904.04178
http://iontrap.umd.edu/wp-content/uploads/2013/10/Quantum-computations-with-cold-trapped-ions.pdf
http://iontrap.umd.edu/wp-content/uploads/2013/10/Quantum-computations-with-cold-trapped-ions.pdf
https://arxiv.org/pdf/2004.08162.pdf
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Long coherence time. Trapped ions have a rather long coherence time of up to several tens of seconds, 

but this is compensated by equally long gate times in proportion. The ratio between coherence time 

and gate time is however currently quite good at 106, while it is 103 for superconducting qubits and 

about 200 for cold atoms qubits. 

Qubit fidelities. Trapped ions show a fairly low error rate with up to single-qubit 99.999% and two-

qubit gates 99.9% fidelity. The table below illustrates these fidelities depending on the quantum gate 

implementation and used ions. This and long coherence time make it possible to theoretically execute 

"deep algorithms” with a large number of quantum gates and to obtain a good quantum volume, to 

use IBM’s terminology. However, this error rate seems to increase with the number of qubits, at least 

in 1D architectures like the one from IonQ. 

 
Figure 376: some trapped ions fidelities obtained with different atoms. Source: lecture 1 on trapped ions, Hélène Perrin, February 

2020 (77 slides). 

There’s a tendency with trapped ions vendors like IonQ and Quantinuum to measure qubit fidelities 

with the SPAM method which encompasses the whole process from state preparation to measurement. 

In March 2022, IonQ tested its new barium ions and improved fidelities with a record 99,96% SPAM 

fidelity. Quantinuum reached simultaneously a SPAM fidelity of 99,9904% also with barium ions1037, 

which is clearly best-in-class in the qubit world. 

Connectivity. Trapped ions qubits can all be entangled with each other with using phonons or micro-

waves, but it depends on how they are distributed in space1038. This simplifies the implementation of 

many algorithms, avoiding the usage of costly SWAP gates to connect distant qubits. 

No calibration. Since these qubits are atoms, they are identical and do not require calibration adjust-

ments like with superconducting qubits whose physical properties vary from one qubit to another 

depending on their materials and manufacturing. 

Ions variations. There are five main variations of trapped ions being used, depending on the energy 

transitions applied to manage the two states of a qubit1039. Each of these modes correspond to different 

transition frequencies: 

• Zeeman qubits use electromagnetic waves of a few MHz with magnetic field control. They are 

very sensitive to it but allow to have qubits with a very low error rate once this field is well 

controlled1040. They are rather used in quantum sensing since their control frequency is too low to 

allow a precision control of several qubits close to each other. 

 

1037 See High fidelity state preparation and measurement of ion hyperfine qubits with I>1/2 by Fangzhao Alex An et al, March 2022 (5 

pages). 

1038 See Benchmarking an 11-qubit quantum computer by Christopher Monroe et al, March 2019 (8 pages). 

1039 See Ion traps you never knew existed by M. Malinowski, February 2022 which makes an interesting inventory of trapped ions 

settings. 

1040 See Comparing Zeeman qubits to hyperfine qubits in the context of the surface code: 174Yb+ and 171Yb+ by Natalie Brown, April 

2018 (7 pages). 

source des schémas : lecture 1 de    s lides du cours d’Hélène Perrin à  l’Université Paris 1  en quatre parties, février 2020.

http://www-lpl.univ-paris13.fr/bec/bec/Teaching/chapter1slides.pdf
https://arxiv.org/abs/2203.01920
https://arxiv.org/abs/1903.08181
https://arxiv.org/abs/1803.02545
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• Hyperfine structure qubits use microwaves of a few GHz and laser-based Raman transitions1041. 

This works with ions having a non-zero spin nucleus. The other cases concern ions with zero spin 

nuclei, i.e. those whose proton and neutron numbers are both even. This explains why some ele-

ments such as calcium are sometimes used in several of these categories, with different isotopes 

such as 40Ca+ in optical qubits and 43Ca+ in qubits of hyperfine structure. The number of neutrons 

in these ions changes the spin of the nucleus of atoms and its hyperfine energy states. In this 

category, IonQ and Honeywell are using hyperfine structure qubits driven by lasers and Oxford 

Ionics is using microwave gates. 

• Fine structure qubits use submillimeter waves of a few THz. 

• Optical qubits use photons of a few hundred THz. AQT is using this type of qubits. 

• Rydberg qubits use so-called Rydberg energy states controlled by VUV ultraviolet rays (vacuum 

ultraviolet, not transmitted in air, needs vacuum), with wavelengths under 122 nm1042. It is used 

by the new startup Crystal Quantum Computing (France). 

Figure 377: contains a description of these variants based on ion energy levels and transitions. On the 

left, a generic structure of ion energy levels with the transitions allowing the change of qubit state and 

those used to prepare the qubit state or to read it. These charts showing atoms electronics energy 

transitions including fine and hyperfine transitions are called Grotrian diagrams. In the middle and 

on the right, the different energy transitions used to define the | ⟩ and |1⟩ of the qubit. The height 

between the two levels characterizes the energy level that separates these two states. The higher it is, 

the higher the frequency used to modify the qubit state, going from radio waves of a few MHz to 

extreme ultraviolet in the case of Rydberg qubits. 

 
Figure 377: various types of trapped ions and their respective energy transitions. Source: Trapped Ion Quantum Computing: 

Progress and Challenges by Colin Bruzewicz et al from MIT, April 2019 (56 pages). 

The spatial stabilization of trapped ions is achieved in two main ways with ion traps that allow indi-

vidual control of their position1043: 

 

1041 See Controlling Qubits With Microwave Pulses Reduces Quantum Computer Error Rates, Increases Efficiency by Matt Swayne, 

2020, which references Robust and resource-efficient microwave near-field entangling 9Be+ gate by G. Zarantonello, November 2019 

(6 pages). See glossary for Raman transition. 

1042 See for example Speeding-up quantum computing using giant atomic ions by Stockholm University, April 2020. 

1043 See many details in Multi-wafer ion traps for scalable quantum information processing by Chiara Decaroli, 2021 (248 pages). 

https://arxiv.org/abs/1904.04178
https://arxiv.org/abs/1904.04178
https://thequantumdaily.com/2020/01/15/controlling-qubits-with-microwave-pulses-reduces-quantum-computer-error-rates-increases-efficiency/
https://arxiv.org/abs/1911.03954
https://phys.org/news/2020-04-speeding-up-quantum-giant-atomic-ions.html
https://ethz.ch/content/dam/ethz/special-interest/phys/quantum-electronics/tiqi-dam/documents/phd_theses/Thesis_Chiara_Decaroli
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• With a magnetic field and an electric quadrupole: these are the Penning traps, invented in 1959. 

Among other places, they have been tested at the ETH Zurich in Jonathan P. Home’s team and in 

a 2D version which has the advantage of being theoretically scalable1044. 

 
Figure 378: proposal for an array of trapped ions. Source: Scalable arrays of micro-Penning traps for quantum computing and 

simulation by S. Jain, Jonathan P. Home et al, April 2020 (21 pages). 

• With a variable electric field: these are the Paul traps named after Wolfgang Paul. These traps 

are either linear in 1D structure (in Figure 379 in (f)) or flattened to create 2D structures. They 

are the most often used. The flat version corresponds to the technique used by Quantinuum and 

IonQ. 

 

Figure 379: the various ways to trap ions. Source: Trapped Ion Quantum Computing: Progress and Challenges by Colin Bruzewicz et 
al from MIT, April 2019 (56 pages). 

 

1044 See Scalable arrays of micro-Penning traps for quantum computing and simulation by S. Jain, Jonathan P. Home et al, April 2020 

(21 pages). 

https://arxiv.org/pdf/1812.06755.pdf
https://arxiv.org/pdf/1812.06755.pdf
https://arxiv.org/abs/1904.04178
https://arxiv.org/pdf/1812.06755.pdf
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These various traps are implemented on integrated circuits using variations of direct current and ra-

dio-frequency electrodes and/or laser wave guides. Lasers play several roles in trapped ions control: 

they are used to cool the ions with the Doppler effect and by sideband cooling to slow down phonons 

(these are inter-ions vibrations, kind of shock waves), to initialize the energy state of the qubits to its 

ground | ⟩ state  to create quantum gates and finally, for qubits state readout1045. 

The main disadvantage is that the solution will probably not scale well, particularly with laser light 

control that goes through a light splitter and some lenses to focus it on the controlled ions. The ions 

are aligned in rows and separated by about 2 to 5 μm. 

 
Figure 380: different lines of trapped ions over time. Compilation: Olivier Ezratty. 2020. 

Temperature. Trapped ions are supposed to operate at room temperature. In practice, they generate 

an annoying heating effect, which is not fully explained at the moment. This requires some cooling 

between 4K and 10K1046. The interest of such a cooling is also to improve the quality of the ultra-

high vacuum chamber. Lasers and ions readout imagers also need some cooling at reasonable tem-

peratures (from 10K to -35°C depending on the case). 

Researchers from the University of Innsbruck and from ETH Zurich are thinking about making the 

trapped ion technology "portable", forgetting the vacuum system and the cryostat, necessary for their 

operation1047. They are part of the EU-funded PIEDMONS project (E2020). It also involves Infineon 

Austria1048. 

 

1045 See Quantum information processing with trapped ions by Christian Roos, 2012 (53 slides) on how trapped ion qubits are driven. 

1046 See Closed-cycle, low-vibration 4 K cryostat for ion traps and other applications by P. Micke et al, May 2019 (15 pages) which 

describes a cryostat for ion trapped processors using a pulsed head. 

1047 See Quantum computers to become portable, August 2019. 

1048 See 2D Linear Trap Array for Quantum Information Processing by Philip C. Holz, Rainer Blatt et al, September 2020 (20 pages). 
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219 beryllium ions, NIST Boulder, 
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2011

2013
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121 qubits 171Yb+ (quantum simulation), 
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https://indico.cern.ch/event/127522/contributions/108744/attachments/83047/118974/Roos_QuantumInformationProcessingWithTrappedIons.pdf
https://aip.scitation.org/doi/full/10.1063/1.5088593
https://phys.org/news/2019-08-quantum-portable.html
https://onlinelibrary.wiley.com/doi/10.1002/qute.202000031


Understanding Quantum Technologies 2022 - Quantum computing hardware / Trapped ions qubits - 390 

 
Figure 381: the 4K cryostat used a while ago by Christopher Monroe’s team at the University of Maryland to trap more  

than a hundred ytterbium ions. It operated a 4.2K SHS pulse tube and a Sumitomo compressor1049. Source : Cryogenic trapped ion 
system for large scale quantum simulation by Christopher Monroe et al, 2018 (17 pages). 

Scale-out. Trapped ions have at least two other use cases: quantum memories, and their integration 

in quantum repeaters for secure quantum telecommunications, including quantum keys distribu-

tion1050.  This involves interactions between trapped ions and photons, using cavities. It is already 

possible to entangle trapped ions via a photonic link of several hundred meters, a feat done over a 

distance of 400 m at the University of Innsbruck. This would enable the creation of distributed quan-

tum computing architectures, a plan devised by IonQ to circumvent the scalability limitations of their 

qubits1051. 

Other avenues are explored to scale-out trapped ions processors like with shuttling ions from compu-

ting units to other computing units1052. This is the basis of rather old research and is still pursued 

practically by Quantinuum in their future 2D architecture. 

 

1049 See also the thesis Towards Cryogenic Scalable Quantum Computing with Trapped Ions by Matthias Brandl, 2016 (138 pages) 

which documents very well the overall engineering of a quantum computer based on trapped ions. 

1050 See Single-qubit quantum memory exceeding 10-minute coherence time by Ye Wang (Chine), 2017 (6 pages). 

1051 See Large Scale Modular Quantum Computer Architecture with Atomic Memory and Photonic Interconnects by Christopher Mon-

roe et al, 2014 (16 pages). 

1052 See Building a prototype for the world’s first large-scale quantum computer, 2022, related to Blueprint for a microwave trapped 

ion quantum computer by Bjoern Lekitsch et al, ScienceAdvances, February 2017 (11 pages). It deals with microwave gates using a 

static magnetic field with high fidelities and low crosstalk, a technique proposed by Mintert and Wunderlich in 2001. It adds ions 

transport between trapped ions modules. Laser-based gate control doesn’t scale well due to the way phonons work and also due to the 

complexity of laser beams alignment. They plan to use silicon circuits and X-junction plus on-chip control electronics. Trapping ions 

would require an area of 103.5×103.5 m2 and 23x23 connected vacuum chambers corresponding to the guestimate in 2017 of what was 

needed to factorize an RSA key of 2048 bits. Now, it’s 100 times fewer qubits. It still makes 10,3x10,3 m2 with a power dissipation of 

300W per module, so, with 4 modules now. It is surprisingly low and deserves some recalculation. See also A Shuttle-Efficient Qubit 

Mapper for Trapped Ion Quantum Computers by Suryansh Upadhyay et al, April 2022 (7 pages) which is also pursuing a ions shuttling 

approach. 

pulse tube SHS SRDK-415D2 
with a Sumitomo F-70L 

compressor

https://iopscience.iop.org/article/10.1088/2058-9565/aae0fe/pdf
https://iopscience.iop.org/article/10.1088/2058-9565/aae0fe/pdf
https://www.quantumoptics.at/images/publications/dissertation/brandl_diss_web.pdf
https://arxiv.org/abs/1701.04195
https://arxiv.org/abs/1208.0391
https://www.sussex.ac.uk/research/explore-our-research/physics-and-astronomy/prototype-first-large-scale-quantum-computer
https://www.science.org/doi/10.1126/sciadv.1601540
https://www.science.org/doi/10.1126/sciadv.1601540
https://arxiv.org/abs/2204.03695
https://arxiv.org/abs/2204.03695
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Qubit operations 

The general principle of trapped ion qubits is as follows: 

• Preparation with neutral atoms being first heated in a small heating oven and then ionized and 

cooled by laser beams . Ions are then confined in vacuum in different ways by a magnetic and/or 

electric fields with variants of Paul and Penning traps as seen earlier. Qubits initialization is rely-

ing on electric dipole or quadrupole transitions driven by lasers to set them up at the right energy 

level corresponding to the | ⟩ ground state. All this happens in an ultra-vacuum chamber. 

• Qubit quantum state corresponds to two relatively stable energy levels of the trapped ions that 

are controllable by optical or microwave transitions. 

• Single-qubit quantum gates are activated by microwaves, lasers or magnetic dipoles electric 

fields. 

• Two-qubit quantum gates often use lasers with entangled photons and exploit the phonon phe-

nomenon that links atoms together by vibrations that propagate from one atom to another, which 

is valid for qubits aligned in linear Paul traps1053. It however doesn’t scale well beyond a couple 

dozen ions. More scalable variants use microwave fields distributed through the ions supporting 

circuit1054 or efficiently distribute laser beams on nanophotonic circuits1055. 

• Qubits readout uses the detec-

tion of the cavity fluorescence 

with either superconducting 

photon detectors1056 or CCD im-

age sensors after ions are ex-

cited by a laser1057. The excited 

ions corresponding to the |1⟩ 
state are visible while the unex-

cited ions corresponding to the 

and | ⟩ state are not. 

    
Figure 382: examples of image sensors for trapped ions qubits readout with an Oxford 

Instrument Andor iXon Ultra 888 UVB (left) and a Hamamatsu H10682-210 PMT (right). 

Setup 

The typical trapped ions setup contains a vacuum chamber containing a chipset where the ions are 

“floating on”. They are driven by microwave and laser pulses, thus the associated control electronics. 

Like with cold atoms, an imager sensor is involved in the qubit readout. Some cooling is frequently 

used, but at reasonable temperatures of about 4K. All of this can fit into two standard data-center 

racks. 

 

1053 Photon mediated entanglement was invented in 2004 by Christopher Monroe et al. See Scalable Trapped Ion Quantum Computation 

with a Probabilistic Ion-Photon Mapping by L.-M. Duan, B. B. Blinov, D. L. Moehring and Christopher Monroe, University of Mich-

igan, 2004 (6 pages). 

1054 Trapped ions single and two qubit gates can be generated with only microwave magnetic fields and radiofrequency magnetic field 

gradients and no lasers. See High-fidelity laser-free universal control of two trapped ion qubits by R. Srinivas et al, February 2021 (40 

pages). 

1055 See Integrated optical multi-ion quantum logic by Karan K. Mehta, Jonathan P. Home et al, ETH Zurich, Nature, October 2020 (12 

pages). 

1056 See State Readout of a Trapped Ion Qubit Using a Trap-Integrated Superconducting Photon Detector by S. L. Todaro, David Wine-

land et al, NIST, University of Colorado Boulder, University of Oregon, PRL, 2020 (7 pages). 

1057 See Real-time capable CCD-based individual trapped ion qubit measurement by S. Halama et al, April 2022 (16 pages) which 

compares a fast CCD camera with PMT (photomultiplier tubes) and superconducting nanowire single-photon detectors (SNSPDs). It 

is an Andor iXon Ultra 888 UVB from Oxford Instruments of 1024x1024 pixels and operating at -35°C and 200 frames per seconds 

with reasonable noise. It works in UV light. The reference PMT comparison example is a Hamamatsu H10682-210. 

https://arxiv.org/abs/quant-ph/0401020
https://arxiv.org/abs/quant-ph/0401020
https://arxiv.org/abs/2102.12533
https://arxiv.org/abs/2002.02258
https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=929700
https://arxiv.org/abs/2204.09112
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Figure 383: generic architecture of a trapped ion quantum computer which fits into a 2-rack system. (cc) Olivier Ezratty, 2022. 

Research 

About a hundred research teams around the world are working on trapped ion qubits in almost every 

country working on quantum technologies (Australia, Austria, Canada, China, Denmark, Finland, 

France, Germany, India, Israel, Japan, Netherlands, Singapore, Switzerland, UK, USA)1058. 

Rainer Blatt from the University of Innsbruck is one of the pioneers in this field. He created a register 

of 14 addressable qubits in 2011 and increased it to 20 addressable and individually controllable 

qubits in 2018, using calcium ions. Rainer Blatt then cofounded Alpine Quantum Technologies 

(2017, Austria) where he characterized up to 10 high quality ion trapped qubits. In 2021, his team 

also demonstrated the use of trapped ions to create qudits with 3, 5 and 7 levels, potentially opening 

the path for more powerful trapped ion based quantum computing1059. 

Quantum simulation using trapped ions, and an Ising model as with the D-Wave, is also investigated 

by some laboratories such as at ETH Zurich in Jonathan P. Home’s Trapped Ions Quantum Infor-

mation Group (TIQG), the University of Maryland, elsewhere in the USA1060 and also in China1061. 

In May 2020, Wesley Campbell's UCLA team associated with UNSW announced that they had sta-

bilized barium ions (133Ba+) to build quality qubits in a linear trap1062. The quality of these barium 

ions is compared to that of 2,014 qubits with a 10-fold improvement. This quality is evaluated only 

with the SPAM indicator which measures a fidelity on a qubit after preparation, some initialization 

single qubit gates and measurement (SPAM = "state preparation and measurement"). 

 

1058 There were 98 research laboratories in the world working on trapped ions in 2020. See this table listing them all in List of Ion 

Trapping Groups, February 2020. 

1059 See A universal qudit quantum processor with trapped ions by Martin Ringbauer et al, September 2021 (14 pages). 8 levels for a 

calcium-based trapped ion qubit. 

1060 See Digital Quantum Simulation with Trapped Ions by Kenny Choo and Tan Li Bing, 2016 (29 slides) and Programmable Quantum 

Simulations of Spin Systems with Trapped Ions by Christopher Monroe et al, 2019 (42 pages) and a follow-up with Programmable 

quantum simulations of bosonic systems with trapped ions by Or Katz and Christopher Monroe, July 2022 (7 pages). 

1061 See Probing critical behavior of long-range transverse-field Ising model through quantum Kibble-Zurek mechanism by B.-W. Li 

et al, August 2022 (10 pages). 

1062 See Physicists develop world's best quantum bits by Stuart Wolpert of UCLA, May 2020 which refers to High-fidelity manipulation 

of a qubit enabled by a manufactured nucleus by Justin Christensen et al, May 2020 (5 pages). First precaution of use: identify the 

author of the article. It happens to be a certain Stuart Wolpert from UCLA, in charge of media relations at the University where the 

published work comes from. So he does the PR for the laboratory and publishes his article on a site where it is possible (Physorg). 
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https://arxiv.org/abs/1902.08543
https://quantumoptics.at/images/miscellaneous/IonTrappers.pdf
https://quantumoptics.at/images/miscellaneous/IonTrappers.pdf
https://arxiv.org/pdf/2109.06903.pdf
https://qudev.phys.ethz.ch/static/content/QSIT16/talks/qsit_ions.pdf
https://arxiv.org/pdf/1912.07845.pdf
https://arxiv.org/pdf/1912.07845.pdf
https://arxiv.org/abs/2207.13653
https://arxiv.org/abs/2207.13653
https://arxiv.org/abs/2208.03060
https://phys.org/news/2020-05-physicists-world-quantum-bits.html
https://www.nature.com/articles/s41534-020-0265-5
https://www.nature.com/articles/s41534-020-0265-5
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Let’s also mention the IQOQI (Aus-

tria, see Rainer Blatt, one of their la-

boratories) and the IQST (Germany), 

and their calcium based 20 qubits pro-

totype1063 as well as the Ion Quantum 

Technology Group from the Univer-

sity of Sussex (UK) that is run by Win-

fried Hensinger and its 10 qubits pro-

totype, proposing an architecture de-

sign to scale up to 1,000 qubits 

through a cluster of quantum proces-

sors1064. The group led to the creation 

of the startup Universal Quantum 

(2019, UK). 

 

Figure 384: Rainer Blatt’s lab in Innsbruck. 

In March 2021, the DoE Sandia Labs launched the QSCOUT (Quantum Scientific Computing Open 

User Testbed), a cloud quantum computing resource available to selected researchers from universi-

ties and other government research agencies1065. It is an 171Yt based trapped ions system of 3 qubits 

used for benchmarking and for algorithms development, particularly in computational chemistry. It 

will later be expanded to a 10 and then 32 bits system, by 2023, on par with 2021’s IonQ’s capacity. 

At a low-level, this system is programmed with the in-house assembly language Jaqal (“Just Another 

Quantum Assembly Language"). 

Also, in the USA, a team from Georgia Tech led by Creston Herold and including NIST and DoE 

Oak Ridge’s quantum lab and funded by DARPA is working on rare-earth trapped ion systems using 

the less used Penning traps, that controls the position of the trapped ions with magnetic and electric 

fields, using permanent magnets made of neodymium and samarium cobalt1066. At this point, they 

control 10 trapped ions. 

The European Flagship includes the AQTION project, which is led by the University of Innsbruck 

and has a budget of €9.57M. The objective is to reach 50 operational qubits to prepare the next phase, 

beyond 100 qubits, by adopting a distributed architecture with photonic links. Alpine Quantum Tech-

nologies (AQT), the University of Oxford, ETH Zurich, Fraunhofer IOF and Atos are participating. 

Atos works on the solution software stacks and applications. 

In Israel, a team of researchers from the Weissman Institute announced in 2022 the creation of the 

first local quantum computer using 5 strontium ions1067. It is less than stellar at this point. They plan 

to reach 64 qubits someday. 

In Russia, the Russian Quantum Center, the P.N. Lebedev Physics Institute of the Russian Academy 

of Sciences and Rosatom presented in 2021 a prototype of a trapped ions computer, starting with 4 

qubits. Looks like they are late in the catch-up game behind the USA, UK and Austria! 

 

1063 They coauthored Observation of Entangled States of a Fully Controlled 20-Qubit System, April 2018 (20 pages). 

1064 See Blueprint for a microwave trapped ion quantum computer by Winfried Hensinger et al, 2017 (12 pages) and their review paper 

Quantum control methods for robust entanglement of trapped ions by C H Valahu, Winfried Hensinger et al, Journal of Physics B: 

Atomic, Molecular and Optical Physics, 2022 (27 pages). 

1065 See Rare open-access quantum computer now operational, Sandia Labs, March 2021. 

1066 See DARPA Probing Quantum Computing Capabilities by Meredith Roaten, June 2022 and Universal Control of Ion Qubits in a 

Scalable Microfabricated Planar Trap by Creston D. Herold et al, February 2016 (17 pages). Back in 2016, their single qubit gate 

fidelities was 97% which is far from being stellar for trapped ions. 

1067 See Trapped Ion Quantum Computer with Robust Entangling Gates and Quantum Coherent Feedback by Tom Manovitz, Yotam 

Shapira, Lior Gazit, Nitzan Akerman and Roee Ozeri, March 2022 (12 pages). 

https://arxiv.org/pdf/1711.11092.pdf
https://www.researchgate.net/publication/313254175_Blueprint_for_a_microwave_trapped_ion_quantum_computer/download
https://www.sussex.ac.uk/physics/iqt/wp-content/uploads/2022/09/valahu22.pdf
https://share-ng.sandia.gov/news/resources/news_releases/quantum_testbed/
https://www.nationaldefensemagazine.org/articles/2022/6/23/darpa-probing-quantum-computing-capabilities
https://arxiv.org/abs/1509.05378
https://arxiv.org/abs/1509.05378
https://arxiv.org/abs/2111.04155
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Vendors 

 

IonQ (2016, USA, $736M1068) is a spin-off from the University of Maryland 

specialized in the design of universal quantum computers based on ytterbium 

trapped ions, and later, barium ions1069. 

Co-founded by Christopher Monroe, professor at the university who is also their Chief Scientist, the 

company CEO is Peter Chapman, a former e-commerce executive at Amazon. IonQ’s cap table in-

cludes Google Ventures, Amazon, Samsung Ventures, Microsoft, Lockheed Martin, Bosch and HPE. 

In June 2020, they created an advisory board including David Wineland, Umesh Vazirani, Margaret 

Williams (ex Cray) and Kenneth Brown (Duke University). In March 2021, IonQ announced a new 

round of funding with a merger agreement through the Special Purpose Acquisition Company (SPAC) 

mechanism, with the fund dMY Technology Group III that will yield a $650 million investment. The 

funding was made of $350M coming from investors including Hyundai, Kia Corporation1070  and 

Breakthrough Energy Ventures. The remaining $300M came from dMY and an IPO1071. The IPO was 

finalized in October 2021. 

IonQ’s architecture use 1D arrays of ions of variable length. They are controlled by lasers for both 

cooling, quantum gates and readout. Trapped ions enable all-to-all connectivity between ions, making 

it easier to run algorithms and avoiding the usage of costly SWAP gates. 

  
Figure 385: IonQ trapped ion drive system, the small vacuum enclosure where the ions are located, and the chipset controlling the 

ions position. Sources: IonQ and Ground-state energy estimation of the water molecule on a trapped ion quantum by Yunseong 
Nam, Christopher Monroe et al, March 2019 (14 pages). 

This allows implementing a very good optimization of quantum algorithms to minimize the number 

of gates to be executed as shown in the example in Figure 386. 

But, as with all trapped ions qubits QPUs, this is achieved at the expense of relatively slow gates in 

comparison with superconducting and silicon qubits QPUs. The scalability of trapped ions is being 

questioned and it shows-up well in the history of the company. At the beginning of 2018, they an-

nounced a record of 53 coherent and entangled qubits but these were used for quantum simulation 

and not with gate-based computing. 

 

1068 This amount includes $84M from VCs and the 2021 SPAC. It excludes the total $165M grants the company and Christopher 

Monroe’s lab in Maryland University got from the US government, per their 2021 investor presentation. 

1069 See A Reconfigurable Quantum Computer by David Moehring, 2017 (20 slides). 

1070 They seem to have closed links with South Korea. These investors add up with a partnership with Q Center. See IonQ and South 

Korea's Q Center Announce Three-Year Quantum Alliance, January 2021. To provide to the Q Center students to the IonQ computer 

online. 

1071 See QC ethics and hype: the call is coming from inside the house by Scott Aaronson, October 2020, who found this IPO to be 

pushing the envelope of bullshit a bit too far. 

https://arxiv.org/pdf/1902.10171.pdf
https://static1.squarespace.com/static/59f110aec027d83296f84ecb/t/5a3a1789419202030ef1dfd8/1513756588569/IonQ+-+Ion+Trap+QC+Program+-+Dave+Moehring%2C+CEO%2C+IonQ.pdf
https://ionq.com/news/january-19-2021-ionq-and-south-korea-q-center-announce-three-year-alliance
https://ionq.com/news/january-19-2021-ionq-and-south-korea-q-center-announce-three-year-alliance
https://www.scottaaronson.com/blog/?p=5387
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Figure 386: how the good connectivity with trapped ions enables a good compression of the code. Source: Fast Quantum Modular 

Exponentiation by Rodney Van Meter and Kohei Itoh, 2005 (12 pages). 

At the end of 2018, they said they had reached 79 qubits associated with 160 storage qubits but with 

not fidelity numbers1072. In 2019, they had 11 characterized qubits1073. 

In October 2020, IonQ announced that it had created the world's most powerful quantum computer 

with 32 qubits and a quantum volume of 4,000,000 but it took over a year and a half for this system 

to become live and tested1074 and made available on Amazon Braket, Microsoft Azure Quantum and 

Google cloud offerings. They claimed to handle error correction codes with 13 (and sometimes, 16) 

physical qubits per logical qubits. They also announced the creation of a Quantum Data Center sized 

to host 10 of their quantum computers. 

In December 2020, IonQ unveiled its 5 years roadmap with plans to use rack-mounted modular quan-

tum computers small enough to be networked together in a datacenter by 2023. IonQ adopted a new 

benchmark metric of their own: algorithmic qubits, using log2 of IBM’s quantum volume and a dif-

ferent calculus mode that we cover in the benchmarking section of this book, using a set of QED-C 

benchmarks. 

Their 32 qubits support 22 algorithmic qubits with plans to reach 29 algorithm qubits by 2023, 64 by 

2025 with using a 16:1 error-correction encoding (meaning: 16 physical qubits per logical qubits). 

Later on, they will rely on a 32:1 ratio. 

 
Figure 387: IonQ’s qubits roadmap as published in March 2021. 

 

1072 See IonQ Has the Most Powerful Quantum Computers With 79 Trapped Ion Qubits and 160 Stored Qubits by Brian Wang, Decem-

ber 2018. 

1073 See Benchmarking an 11-qubit quantum computer by K. Wright et al, November 2019. 

1074 See IonQ Unveils World's Most Powerful Quantum Computer, IonQ, October 2020. 

3 bits addition algorithm using qubits adjacent to the other
same algorithm adapted to qubits which are 

all interconnected with the other

https://arxiv.org/pdf/quant-ph/0408006.pdf
https://arxiv.org/pdf/quant-ph/0408006.pdf
https://www.nextbigfuture.com/2018/12/ionq-has-the-most-powerful-quantum-computers-with-79-trapped-ion-qubits-and-160-stored-qubits.html
https://www.nature.com/articles/s41467-019-13534-2
https://ionq.com/news/october-01-2020-most-powerful-quantum-computer
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Then, they expect to scale beyond 64 and reach a broad quantum advantage with 256 then 1024 

algorithmic qubits by 2026 and 2028. The caveat is that this can be achieved only with scaling-out 

their quantum processors, assembling several units of 64 qubits through photonic links in a distributed 

computing manner. Something that has not been tested yet beyond one-to-one qubit connectivity1075. 

IonQ announced in August 2021 their Reconfigurable Multicore Quantum Architecture (RMQA) de-

tailing how they would create 64 ions chipsets (video). It would assemble 4 chains or lines of 16 ions, 

12 being usable as qubits and the 4 remaining for cooling, in a single chipset manufactured on a glass 

support (Evaporated Glass Traps) replacing their previous silicon-based platform built by Sandia Labs 

and Honeywell. These chunks of 16 ions can be moved around, paired and entangled, to create dy-

namic 32 ions units. IonQ stated that this architecture could scale-up and support even more blocks 

of 16 ions. Well, if that actually works in practice, why not! 

A team associating IonQ, Duke University in Durham and ColdQuanta published an interesting paper 

describing the architecture of a trapped ions systems cryostat from Montana Instruments that is opti-

mized to minimize the vibrations coming from the pulse tube. This seems to be one of the figures of 

merit to ensure the stability of the trapped ions qubits and their control devices likes lasers1076. The 

qubits are cooled at 5K while laser-based cooling using the Doppler effect cool it at an even lower 

temperature. 

In February 2022, IonQ and Duke University presented a new way to create 3-qubit gates including 

a Toffoli gate using state squeezing1077. This sort of gate in interesting since it can be the basis for a 

universal gate-set enabling fault-tolerance. It can help speeding up many algorithms including Grover 

and variational quantum eigensolvers (VQEs). 

In December 2021, after they had finalized their SPAC and IPO, IonQ announced they were switching 

from ytterbium to barium ions (precisely 133Ba+1078). The reasons were well explained: it provides 

better gates and readout fidelities and the ions are primarily controlled with visible light rather than 

ultraviolet light, using standard silicon photonics technology, which can better enable QPU photonics 

interconnect1079. They also secured the provisioning of these atoms with a partnership with DoE’s 

PNNL (Pacific Northwest National Laboratory) in February 2022. 

 

1075 The associated concepts were laid out in Scaling the ion trap quantum processor by Christopher Monroe and J. Kim, Science, 2013 

(7 pages). It consists in associating one qubit of two ions QPUs with probabilistic entangled photons. See also Large-scale modular 

quantum-computer architecture with atomic memory and photonic interconnects by Christopher Monroe, Robert Raussendorf et al, 

PRA, 2013 (16 pages). 

1076 See High stability cryogenic system for quantum computing with compact packaged ion traps by Robert F. Spivey et al, August 

2021 (12 pages). ColdQuanta seems involved here given a cold atoms system can reuse some of the experimental setting crafted for 

trapped ions. Interestingly, in its 2021 investor presentation, IonQ pretended that their system was operating at room temperature! 

1077 See $N$-body interactions between trapped ion qubits via spin-dependent squeezing by Or Katz, Marko Cetina and Christopher 

Monroe, February 2022 (7 pages). 

1078 See Ba-133: the Goldilocks qubit? by UCLA Hudson Lab. 

1079 See IonQ Announces New Barium Qubit Technology, Laying Foundation for Advanced Quantum Computing Architectures, IonQ, 

December 2021. 

https://www.youtube.com/watch?v=yvzU748e0V4
https://courses.physics.illinois.edu/phys513/sp2016/reading/week14_trapped_ion_talk/1164.full.pdf
https://arxiv.org/abs/1208.0391
https://arxiv.org/abs/1208.0391
https://arxiv.org/pdf/2108.05290.pdf
https://arxiv.org/abs/2202.04230
https://hudsongroup.physics.ucla.edu/content/ba-133-goldilocks-qubit
https://investors.ionq.com/news/news-details/2021/IonQ-Announces-New-Barium-Qubit-Technology-Laying-Foundation-for-Advanced-Quantum-Computing-Architectures/default.aspx
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On May 3rd, 2022, IonQ was lit-

erally attacked by a short-seller 

financial company, Scorpion 

Capital, which published a 

scathing report on their busi-

ness, presented as a scam1080. 

This 193-page report was very 

long, apparently detailed and 

based on many interviews. But 

it was misplaced. 

 
Figure 388: Scorpion Capital review cover page with extreme and misleading statements. 

It did criticize IonQ wrongly on many points like when explaining that quantum computers couldn’t 

even do a 1+1 calculation. They pinpointed exaggerations that can be found in IonQ investor March 

2021 presentation. They even said that their 32-qubit system was non-existent (which is not true at 

all). They also highlighted that their ions control chipset was produced by Sandia Labs, a DoE lab 

operated by Honeywell, but it was not a secret. The same with Hyundai being both one of their 

investors and also a customer, on far-fetched use-case plans related to battery designs. They could 

have been harsh on their aggressive roadmap, their scalability goals and their related QPU intercon-

nect plans but lacked scientific background to do so 1081. 

All of this was border line defamation as was shown later. IonQ was then defended by preeminent 

quantum computing analysts1082. A couple days later, IonQ announced the “select” availability of their 

31 bits Forte system a couple months after having released its 23-qubits Aria system supporting 20 

algorithmic qubits (as of August 20221083). “Select” means, only for selected developers and custom-

ers, general availability being planned for 2023, a common and cautious practice with quantum hard-

ware vendors. The system introduces an Acousto-Optic Deflector (AOD) which dynamically directs 

laser beams towards individual ions to drive qubit gates and supports up to 40 ions. 

In November 2019, Microsoft announced the integration of IonQ's quantum accelerator support into 

its Azure Quantum cloud offering and its Q#, QDK and Visual Studio development tools. All this was 

made available to developers from late spring 2020. IonQ is also proposed by Google in its own cloud 

offering, on top of Amazon AWS Braket. IonQ became in 2021 the only quantum computer vendor 

available on Amazon, Google and Microsoft clouds (with 11 qubits, being extended to 32 qubits). 

On the use cases side, IonQ works with a couple customers like Goldman Sachs on financial services 

on top of the above mentioned Hyundai. They also partner with Accenture to develop customer ap-

plications. 

In September 2021, IonQ announced the creation of a joint laboratory with the University of Mary-

land (UMD), the Q-Lab, with $20M funding. Among other things, the lab is tasked with training 

UMD students on quantum computing. In 2022, they also established business development subsidi-

aries in Germany and Israel. 

 

1080 See The “World’s Most Powerful Quantum Computer” Is A Hoax With Staged Nikola-Style Photos – An Absurd VC Pump With A 

Recent Lock-Up Expiration Takes SPAC Abuses To New Extremes by Scorpion Capital, May 2022 (183 slides). 

1081 I mention this in the paper Mitigating the quantum hype, January 2022 (26 pages) that is quoted in Scorpion’s presentation on slide 

14. They may have just read its title! 

1082 See A short report has placed a spotlight on IonQ, a quantum computing champion. This should not deflect long term interest in 

this or other quantum technologies by David Shaw, Doug Finke and André M. König, May 2022. 

1083 See IonQ Aria: Past and Future (Part Two) by IonQ, August 2022. 

https://scorpioncapital.s3.us-east-2.amazonaws.com/reports/IONQ.pdf
https://scorpioncapital.s3.us-east-2.amazonaws.com/reports/IONQ.pdf
https://arxiv.org/abs/2202.01925
https://www.factbasedinsight.com/weathering-the-first-quantum-short/
https://www.factbasedinsight.com/weathering-the-first-quantum-short/
https://ionq.com/posts/august-02-2022-ionq-aria-part-two-past-and-future
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Quantinuum (USA/UK) is the result of the merger in June 2021 of Honeywell 

Quantum Systems (USA, a branch of Honeywell) and the software company 

Cambridge Quantum Computing (UK), with an investment of $300M for a 

stake of 55% for Honeywell in the resulting company1084. The Quantinuum 

renaming occurred in December 2021.  

Quantinuum’s CEO is Ilyas Khan who previously was the founder and CEO of CQC. The company 

now has more than 600 people overall. Honeywell started working in quantum computing in 2016 in 

"stealth" mode. Their team came in particular from the NIST Boulder lab and the University of Col-

orado with some alumni from the University of Maryland and Christopher Monroe's team (IonQ). In 

March 2020, they announced the development of a quantum computer that was bound to become be 

“the most powerful in the world”, doubling the power of the previous record that was then held by 

IBM1085. The initial announcement dealt with a four-qubit trapped ions-based quantum processor1086, 

its power being evaluated using IBM's quantum volume benchmark. 

Trapped ion QCCD is the trapped ions technique they are using (for "quantum charge-coupled de-

vice"). It uses ytterbium-based ions coupled with barium ions to cool the device. This technique was 

developed in 2002 by Christopher Monroe, David Wineland and Dave Kielpinski1087. They are reus-

ing many other works from various research laboratories spread out between 2008 and 2012. 

Ions are generated from a jet of collimated atoms ob-

tained by heating a solid ytterbium target. They are 

then "hit" by a laser, which removes an electron from 

the valence layer of the atom (the last one). Only one 

electron remains in this layer, giving rise to an ion with 

a positive charge, Yb+. The laser cooling of these ions 

is well-controlled thanks to their favorable energy 

level pattern. Thanks to their electrical charge, it is pos-

sible to trap and move these atoms using electrostatic 

and radiofrequency potentials. The ions quantum states 

correspond to two "hyperfine" energy states related to 

the interaction between the magnetic moment of the 

nucleus and that of the electrons of the ion. These hy-

perfine levels are also used in cesium atomic clocks. 

The transition frequency between the two hyperfine 

levels of ytterbium is 12.6 GHz 1088 . The hyperfine 

states of the ytterbium ion are well suited for quantum 

computation because they are very stable, which al-

lows them to have a long coherence time. 

 

Figure 389: ytterbium atomic transitions used by 
Quantinuum. Source: Laser-cooled ytterbium ion 

microwave frequency standard by S. Mulholland et al, 2019 
(16 pages). 

 

1084 See Honeywell Quantum Solutions And Cambridge Quantum Computing Merge With Go-Public In Mind by Paul Smith-Goodson, 

June 2021. 

1085 See Honeywell Achieves Breakthrough That Will Enable The World's Most Powerful Quantum Computer and How Honeywell 

Made the Leap into Quantum Computing by Honeywell, March 2020. In Honeywell has it created the world's most powerful quantum 

computer, March 2020, I analyze the ad in detail, with the text embedded in the book as a compacted version. 

1086 The performance is described in detail in: Demonstration of the QCCD trapped ion quantum computer architecture by J. M. Pino 

et al, 2020 (8 pages). This can be complemented by the presentation Shaping the future of quantum computing by Tony Uttley, the head 

of Honeywell's quantum team at the Q2B conference at QC Ware in California in December 2019 (slides). 

1087 It is described in Architecture for a large-scale ion-trap, 2002 (4 pages). 

1088 See Laser-cooled ytterbium ion microwave frequency standard by S. Mulholland et al, 2019 (16 pages). 

https://arxiv.org/pdf/1811.06421.pdf
https://arxiv.org/pdf/1811.06421.pdf
https://www.forbes.com/sites/moorinsights/2021/06/08/honeywell-quantum-solutions-and-cambridge-quantum-computing-merge-and-plan-to-go-public-by-end-of-year/?sh=73c53acf2b67%20
https://www.honeywell.com/en-us/newsroom/pressreleases/2020/03/honeywell-achieves-breakthrough-that-will-enable-the-worlds-most-powerful-quantum-computer
https://www.honeywell.com/en-us/newsroom/news/2018/09/leap-into-quantum-computing
https://www.honeywell.com/en-us/newsroom/news/2018/09/leap-into-quantum-computing
https://www.oezratty.net/wordpress/2020/honeywell-ordinateur-quantique/
https://www.oezratty.net/wordpress/2020/honeywell-ordinateur-quantique/
https://www.honeywell.com/content/dam/honeywell/files/HQS-QCCD-Demonstration.pdf
https://www.youtube.com/watch?v=LRzhb7OkQ9s
https://drive.google.com/file/d/117Eza1_iVzx0M_V3PNV-j1GQF41HHsSF/view
https://www.researchgate.net/publication/11308739_Architecture_for_a_large-scale_ion-trap_quantum_computer/link/0912f50c7546f933b9000000/download
https://arxiv.org/pdf/1811.06421.pdf
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Shuttling ions is a technique used to handle their connectivity. This is a rare case of shuttling qubits, 

the other one being shuttling electrons that still is in research labs. Usually, qubits based on electrons, 

cold atoms or ions don't move (too much) where they are installed. This idea was proposed in 2002 

by Dave Wineland and co. This was the first working shuttling ions setup. 

Their system prepares ytterbium atoms, ionizes them and sends them into a hole that feeds the chipset. 

It then uses about ten to twelve ions storage and sorting areas (in orange, yellow and blue in Figure 

390). 

 

Figure 390: overall control architecture in 1D versions of Quantinuum’s trapped ions, as presented in 2020. 

The ytterbium ions are confined above a rail of three rows of electrodes whose variable voltage allows 

to control their position and to move them laterally. Their aim is to be able to demonstrate logical 

operations between several qubits while moving them at will between storage areas and interaction 

areas during operations. 

Their initial system was using 198 direct current (DC) electrodes for controlling the displacement and 

positioning of ytterbium ions coupled with barium ions used for cooling. The chip uses cryogenic 

surface traps that dynamically rearrange the positioning of the ytterbium/barium ion pairs and imple-

ment quantum gates running in parallel on several areas of the circuit. Ions circulate above the green 

band, allowing arbitrary movements of the ions along the band. Once positioned, they are transferred 

to the middle band to get submitted to a single qubit quantum gate, or in the side bands for two-qubits 

quantum gates, as explained in the diagram below. One of these operations is a SWAP gate that allows 

the ions to be physically interchanged. 

Slow gates. The disadvantage of the technique is its slow quantum gates. The time required to con-

figure the ions to create a quantum gate is 3 to 5 ms, which is not negligible, especially for algorithms 

that require a large number of quantum gates. 

Cooling. The system operates at a temperature of 12.6K and with a temperature stability of 2mK 

which avoids disturbing the ions and their superposed and entangled quantum states. Helium cooling 

is complemented by a so-called "sympathetic cooling" technique which combines the use of Doppler 

effect and Raman cooling on the barium ions next-door to the ytterbium ions. The Coulomb interac-

tion between the barium ions cools the ytterbium ions next to the barium ions. A barium ion cooling 

operation takes place before each two-qubit gate execution. Ion laser cooling has been operating at 

room temperature for more than 30 years. Like many research groups, they cool the ion trap to 12.6K 

to minimize the effect of abnormal ions heating, which is a major problem that is not fully understood. 

This abnormal heating is greatly reduced when the trap is cooled. 

load hole (black)

load zone (violet)

storage zone (orange)gate zones (blue)auxilliary zone (yellow)

transport zone (green)

tested zone
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Qubit gates. The system is built around four-qubit chunks and uses one- and two-qubit quantum gates 

that are activated by lasers, via the Raman effect that requires a pair of beams. The single-qubit gates 

are activated by a pair of 370.3 nm Raman beams in circular polarization. The system allows the 

generation of X, Y and Z gates for which quarter and half turns are performed around the three axes 

of the Bloch sphere. These rotations are done with very high precision according to Honeywell. This 

ensures a minimum error rate for single-qubit quantum gates. 

 

Figure 391: how single and two-qubit gates are implemented in Quantinuum trapped ions systems. Source: Honeywell, 2020. 

Two-qubit gates use two additional pairs of laser beams that act on pairs of ytterbium atoms that have 

been brought closer together by the circuit's positioning control electrodes. Two ions are thus moved 

by the electrodes into the same potential well before being coupled by laser. The qubits can then be 

separated and moved elsewhere to interact with other qubits. I wrote all of this in 2020 and presume 

it has not changed since then. 

Qubits readout is performed with a classical imager that detects the energetic state of the ions via 

their laser-activated fluorescence. This imager is a PMT array, i.e. a linear array of photomultipliers 

(Photo-Multiplier Tubes). Their architecture allows a qubit readout during processing, without dis-

turbing the neighboring qubits. This would allow the implementation of conditional logic, with IF 

THEN ELSE like with classical programming. They are also using the mid-circuit measurement and 

qubit reuse technique (MCMR) which can be used to optimize the length of quantum algorithms. 

The system includes an FPGA programmable electronic circuit for qubits controls, sitting outside the 

cryogenic enclosure. 

Qubit fidelities seem very good. They launched 

their 6-qubit H0 system in June 2020, then their 

10-qubits H1 system in October 2020 with an in-

itial quantum volume of 128 (7 qubits x 7 gates 

depth). Their quantum volume reached 512 in 

March 2021 (9x9 qubits with 10 qubits). Single-

qubit gate fidelity were above 99.991% and two-

qubit gate fidelity above 99.76% while readout 

fidelity is at 99,75% with a measurement cross-

talk at 0.2%, characterized as the decay of a qubit 

coherence in an equal superposition state, while 

repeatedly measuring the nearest qubit 1089 . In 

July 2021, HQS announced the creation of the 

first logical qubits using color codes with their 

10 trapped ions qubits1090. 

 
Figure 392: evolution of Quantinuum systems quantum volume. 

Source: Quantinuum Sets New Record with Highest Ever Quantum 
Volume, Quantinuum, September 2022. 

 

1089 See Get to Know Honeywell’s Latest Quantum Computer System Model H1 by Honeywell, October 2020. 

1090 See Realization of real-time fault-tolerant quantum error correction by C. Ryan-Anderson et al, HQS, July 2021 (22 pages). 

ions are moving in this zone, as ytterbium-baryum atoms pairs
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https://www.quantinuum.com/pressrelease/quantinuum-sets-new-record-with-highest-ever-quantum-volume
https://www.quantinuum.com/pressrelease/quantinuum-sets-new-record-with-highest-ever-quantum-volume
https://www.honeywell.com/us/en/news/2020/10/get-to-know-honeywell-s-latest-quantum-computer-system-model-h1
https://arxiv.org/pdf/2107.07505.pdf


Understanding Quantum Technologies 2022 - Quantum computing hardware / Trapped ions qubits - 401 

As of April 2022, they had 12 running qubits reaching a quantum volume of 212 with their System 

Model H1-2. It is the only quantum processor where a quantum volume is reached with all its avail-

able qubits. Their related fidelities were 99.994% for single-qubit gates, 99.81% for two-qubit gates 

and 99.72% for qubits readout1091. Meanwhile, their H1-1 system launched in June 2022 has 20 qubits 

(despite a lower “version” number), which enabled them in September 2022 to reach a QV of 8,192 

(213) 1092. This system adds arbitrary angle two-qubit gates which helps shorten the length of many 

algorithms, particularly those relying on a QFT (quantum Fourier transform). 

From 1D to 2D. For now, Quantinuum is using a 1D trapped ion bar. They plan to adopt a 2D bar 

layout that would allow them to move the ions in two directions, and accumulate more of them and 

connect them with their neighbors in two dimensions1093. 

Partnerships. Quantinuum initially touted several partnerships: with Microsoft, for the integration 

of its systems in Azure Quantum which became operational in July 2020, an investment in Cam-

bridge Quantum Computing (2014, UK, which they later merged with) and Zapata Computing 

(2017, USA, $64M). In February 2022, IBM invested about $25M in Quantinuum, probably more 

interested by its software branch (CQC) with which they had been partnering for a while. 

Their first customers include DHL, Merck, Accenture and Samsung, who works on new batteries 

designs and JPMorgan Chase to create quantum algorithms in the financial sector. All of this for 

pilot projects. 12 or 20 qubits are way too few to enable production grade applications. They also 

work with JSR Corporation (Japan) to improve semiconductor design and research with organic and 

inorganic materials. In May 2022, Quantinuum launched InQuanto, a quantum computational chem-

istry software platform that was developed with the support of BMW, Honeywell, JSR, Mitsui & Co, 

Nippon Steel Corporation and TotalEnergies. The platform makes it possible to associate various 

quantum algorithms coupled with chemistry-specific noise-mitigation techniques running on NISQ 

systems. It also breaks down larger problems into smaller subproblems that fits existing NISQ ma-

chines. InQuanto is based on Quantinuum’s open source toolkit TKET, which had been downloaded 

500,000 times as of September 2022. You can wonder whether there are that many quantum develop-

ers in the world! 

Quantinuum is investing a lot in QNLP (quantum natural language). They released lambeq in March 

2022, a Python library that “converts any natural language sentence into a quantum circuit” that 

contains Bobcat, a neural-based Combinatory Categorial Grammar (CCG) parser, Bobcat. It is used 

to pre-process natural language training data to be subsequently used for various NLP applications 

(classification, summaries, etc). 

In July 2022, a team assembling researchers from JP Morgan Chase Bank and the University of 

Maryland published an amazing paper saying that a (Quantinuum) quantum computer may be better 

at summarizing long documents1094. That was not exactly true. First, it was a hybrid algorithm with a 

lot of classical data preparation. The classical part analyzed a dataset of 300,000 news articles from 

CNN and the Daily Mail and precomputed it with a BERT NLP classical deep learning model that 

handles sentences extraction and converts them into vectors. Second, the experiment worked to sum-

marize text from respectively 20 to 8 and 14 to 8 sentences, corresponding exactly to the number of 

used qubits in Quantinuum QPUs versions H1-1 and H1-2. On the H1-1, the quantum computing part 

executed at most 765 two-qubit gates with a computing depth of 159 and 2000 shots. 

 

1091 See Quantinuum Announces Quantum Volume 4096 Achievement by Kortny Rolston-Duce, Quantinuum, April 2022. 

1092 See Quantinuum System Model H1 Product Data Sheet Version 5.00, June 14, 2022 (9 pages). 

1093 See Transport of multispecies ion crystals through a junction in an RF Paul trap by William Cody Burton et al, June 2022 (6 pages) 

where they describe how they can transport ytterbium and barium in 2D structures. 

1094 See Long Story Short: Researchers Say Quantum Computers May be Better at Summarizing Long Documents by Matt Swayne, 

The Quantum Insider, June 2022, referring to Constrained Quantum Optimization for Extractive Summarization on a Trapped ion 

Quantum Computer by Pradeep Niroula et al, June 2022 (16 pages). 

http://nlpprogress.com/english/ccg.html
https://www.quantinuum.com/pressrelease/quantinuum-announces-quantum-volume-4096-achievement
https://assets.website-files.com/617730fbcf7b7c387194556a/62a8f7244596df4d854c2222_Quantinuum%20H1%20Product%20Data%20Sheet%20v5%2014JUN22.pdf
https://arxiv.org/abs/2206.11888
https://thequantuminsider.com/2022/06/27/long-story-short-researchers-say-quantum-computers-may-be-better-at-summarizing-long-documents/
https://arxiv.org/abs/2206.06290
https://arxiv.org/abs/2206.06290


Understanding Quantum Technologies 2022 - Quantum computing hardware / Trapped ions qubits - 402 

The experiment was based on using three quantum optimization algorithms working under con-

straints: QAOA, L-VQE1095  and XY-QAOA and the comparison was made vs a classical random 

guess, with XY-QAOA being the best. This was to date the best optimization under constraint problem 

ever solved by a quantum computer. But its capacity is obviously limited to simple and short texts. It 

could not summarize a 300 sentences document given there are not enough physical qubits available, 

and fidelities allowing very long depth computing accordingly. It couldn’t of course summarize the 

scientific paper for you since it contains several hundreds of sentences that are way more complicated 

than short news from CNN and The Daily Mail. In the end, we always must find out if the thing scales 

well or not, and under which circumstances. That aspect wasn’t addressed in the paper. 

 

Alpine Quantum Technologies or AQT (2017, Austria, $34.8M) is a spin-off 

from the University of Innsbruck created by Rainer Blatt. Peter Zoller and 

Thomas Monz. Ignacio Cirac (MPI) and Jonathan Home (ETH Zurich) are 

among their scientific advisors. 

AQT drives its microwave trapped ions without the use of lasers, which simplifies the device. They 

use only one laser for photoionization of their calcium ions, which creates the ions at start-up, and 

another for measuring the qubit state by fluorescence after calculations. The fidelity of their qubits is 

99.6% for two qubits and drops to 86% for 10 qubits1096. 

Although small and less visible than IonQ and Quantinuum, AQT has the largest trapped ions systems 

available in-store, with 20 working qubits working out of two 19-inches datacenter rack1097. The as-

sociated research team had already entangled 14 ions back in 20111098! Their PINE system uses a 

linear Paul trap that supports up to 50 ions, including from multiple species. It can be used beyond 

quantum computing for quantum clocks or spectroscopy experiments. 

        
Figure 393: AQT’s pane system to trap their calcium ions, the 2-rack system, and how they implemented a fault-tolerant T gate 

with magic state preparation. Source: Demonstration of fault-tolerant universal quantum gate operations by Lukas Postler, Rainer 
Blatt, Thomas Monz et al, Nature, November 2021 and May 2022 (14 pages). 

AQT is also experimenting using qudits of dimension 5 with its ions1099 . In May 2022, Thomas 

Monz’s team announced the first realization of a fault-tolerant CNOT gate across two logical qubits 

made with 16 physical qubits and using 7-qubits color codes quantum error correction plus one 

 

1095 See Layer VQE: A Variational Approach for Combinatorial Optimization on Noisy Quantum Computers by Xiaoyuan Liu et al, 

May 2022 (22 pages). So, we deal with a very recent algorithm! 

1096 See Characterizing large-scale quantum computers via cycle benchmarking by Alexander Erhard et al, 2019 (13 pages). 

1097 In EU Team Make Progress Toward European-Only Compact Quantum Computer That Could Run on Solar Power by Matt Swayne, 

The Quantum Insider, October 2021, we see them touting an energetic performance: a 24 qubits experimental system consumes only 

1500W, like a kettle. Unfortunately, with 24 qubits can be emulated on a laptop that consumes less than 30W! 

1098 See 14-Qubit Entanglement: Creation and Coherence by Thomas Monz et al, 2011 ( pages). 

1099 See Native qudit entanglement in a trapped ion quantum processor by Pavel Hrmo, Rainer Blatt, Tomas Monz et al, June 2022 (9 

pages). 

https://arxiv.org/abs/2111.12654
https://arxiv.org/pdf/2102.05566.pdf
https://arxiv.org/abs/1902.08543
https://thequantumdaily.com/2021/10/28/eu-team-make-progress-toward-european-only-compact-quantum-computer-that-could-run-on-solar-power/
https://arxiv.org/abs/1009.6126
https://arxiv.org/abs/2206.04104
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measurement qubit (above, in Figure 393, on the right, so 16=2x(7+1)). They also separately imple-

mented a fault-tolerant T gate using magic state preparation with flag qubits, fully using their 16 

qubits1100. 

Their PINE system supports Qiskit, Cirq, PennyLane and Pytket. They team up with NTT on devel-

oping financial applications1101. 

 

Oxford Ionics (2019, UK, $3.6M) is a spin-off from the Department of Phys-

ics at Oxford University created by Chris Balance and Tom Harty which is 

developing a quantum computer based on trapped ions and low-noise control 

electronics. 

They were originally called Nqie Limited. The company was founded by Thomas Harty and Christo-

pher Ballance and also includes Jochen Wolf, all from Oxford University. They announced in July 

2022 that they are teaming up with Infineon for the manufacturing of their trapped ions chipsets. 

 

Universal Quantum (2018, UK, $14.6M) is a spin-off from the Ion Quantum 

Technology Group at the University of Sussex in the UK led by Winfried 

Hensinger. They are developing a trapped ion system that uses microwaves 

transmitted by electrical circuits, and magnetic fields to control them instead 

of lasers. They won a $67M deal with DLR in Germany in November 2022. 

 
Figure 394: Universal Quantum’s shuttling ion architecture in their Penning traps. Source: Universal Quantum. 

They use Penning traps which are well known. The company presentation video gives the impression 

that they use a 2D process similar to Quantinuum’s1102. The cooling required is around 70K, which is 

done with liquid nitrogen. They still need to use lasers at least for the Doppler based ions cooling 

during their preparation, then for the qubit state readout combining the usual laser excitation and 

fluorescence readout with a CMOS or CCD sensor1103. They use electrodes to drive qubit gates. In 

2022, they announced their plan to reach one million qubits, some day, with using a modular ap-

proach1104. They plan to use electric fields to connect several modules on their silicon based wafer. 

 

Aquabits (2021, Canada) is developing a trapped ions qubit processor using 

‘aquaporins’, that trap ions inside artificial water channels. It is supposed to 

avoid using lasers and micro-nano fabrication techniques, making these qubits 

highly scalable. There’s no public way to find out how all these qubits are con-

trolled, entangled and measured. 

 

1100 See Demonstration of fault-tolerant universal quantum gate operations by Lukas Postler, Rainer Blatt, Thomas Monz et al, Nature, 

November 2021 and May 2022 (14 pages). 

1101 See Quantum computing in finance - Quantum readiness for commercial deployment and applications, NTT, February 2022 (17 

pages). 

1102 The ion routing process is described in Efficient Qubit Routing for a Globally Connected Trapped Ion Quantum Computer by 

Winfried Hensinger et al, February 2020 (13 pages). This is the origin of the illustration used in these lines. 

1103 The ion control process with Penning Traps used by Universal Quantum seems to be described in Microfabricated Ion Traps by 

Winfried Hensinger et al, 2011 (28 pages). 

1104 See How Universal Quantum is rising to the million-qubit challenge, Universal Quantum, February 2022 

https://www.youtube.com/watch?v=rYe9TXz35B8&feature=emb_logo
https://arxiv.org/abs/2111.12654
https://www.aqt.eu/GDC_EMEA_Whitepaper.pdf
https://arxiv.org/abs/2002.12782
https://arxiv.org/abs/1101.3207
https://medium.com/@universalquantum/how-universal-quantum-is-rising-to-the-million-qubit-challenge-638efc64206
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eleQtron Gmbh (2020, Germany, 50M€) develops a NISQ trapped ions quan-

tum computer. They use their Magnetic Gradient Induced Coupling (MAGIC) 

to control the qubits. 

The project involves the University of Siegen and Infineon. They are partnering with ParityQC (Aus-

tria) for software development within the ATIQ consortium with a total funding of 44.5M€ including 

37M€ from the German government through DLR. They plan to release a 10-qubit processor in 2023. 

 
Hon Hai / Foxconn (Taiwan) announced in December 2021 it is starting the 

development of a trapped ions quantum computer in its quantum computing 

research center, part of its Research Institute1105. 

The lab is directed by Min-Hsiu Hsieh who was previously an associate professor at the Centre for 

Quantum Software and Information from University of Technology Sydney. He’s more specialized in 

quantum machine learning than in trapped ions computing. 

 

Crystal Quantum Computing (2021, France) was a stealth startup until 

2022, created by Quentin Bodart (with a long-lasting experience with neutral 

atoms, including quantum microgravimeters) and Luca Guidon (from the 

CNRS MPQ laboratory in Paris). 

Its goal is to create a trapped ion quantum computer using strontium 88 ions energized at Rydberg 

levels. Their ions would be easier to control than classical trapped ions, using UV lasers at 243 nm 

(generated with IR lasers and double frequency doubling) and THz microwave directive antennas, all 

being handled in a Penning trap on a chipset running at 30K. 

Neutral atoms qubits 

Neutral atoms, aka cold atoms, are another atomic form of qubits in addition to trapped ions1106. They 

are both trapped, but not exactly in the same way. Since these atoms are not used in ionized form, 

they are not trapped with electrodes but with lasers. The atoms preparation is done in multiple steps. 

An atom cloud is first trapped and cooled in a MOT (magneto-optical-trap)1107. Then other lasers 

using the method of "optical tweezing" or “optical traps” will precisely control the position of the 

atoms and arrange them in patterns like 2D matrices1108. 

Neutral atoms can be used to create qubits with their two states corresponding to different atomic 

energy levels, where transitions are controlled by a variable mix of laser beams and microwaves. 

These atoms have controllable high-energy so-called Rydberg states which can be used as the |1⟩ 
qubit state and/or for coupling qubits with two-qubit gates or for setting-up a Hamiltonian for a quan-

tum simulation run. 

Indeed, neutral atoms qubits can be used in two ways: with gate-based computing using one and two-

qubit gates and for quantum simulations, using a prepared state of interconnected qubits that are con-

verging to a minimum energy level, helping to find a solution to chemical simulation and optimization 

problems. 

 

1105 See Hon Hai to develop trapped ion quantum computers, Taipei Times, December 2021. 

1106 See this excellent review paper: Quantum simulation and computing with Rydberg-interacting qubits by Manuel Agustin Morgado 

and Shannon Whitlock, Laboratory of Exotic Quantum Matter, University of Strasbourg, December 2020 (28 pages). 

1107 It creates a variable magnetic field and associate three pairs of lasers to cool down the atoms below the Doppler limit, using the 

Zeeman variable shift effect. The frequency of the lasers used for atoms cooling would have to be changed as they are cooled. A 

workaround is to progressively change their resonance frequency with a varying magnetic field so that it’s aligned with the cooling 

laser frequency. 

1108 See Quantum information processing with individual neutral atoms in optical tweezers by Philippe Grangier, (47 slides). 

 R     
      M   M   I G

 R     
      M   M   I G

https://www.taipeitimes.com/News/front/archives/2021/12/13/2003769498
https://arxiv.org/pdf/2011.03031.pdf
http://www.ncts.ncku.edu.tw/phys/qis/110513/files/speech/Philippe_Grangier_3.pdf
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Quantum simulation also simulate the “Hubbard model” (aka Fermi-Hubbard model) which model-

izes strongly correlated electronic materials like condensed matter and high-temperature supercon-

ducting materials1109. 

However, neutral atoms are very versatile and have various other use cases on top of quantum com-

puting and simulation, including quantum sensing, with applications in microgravity detection, elec-

tromagnetic spectrum analysis and atomic clocks and also quantum memories and repeaters1110. We 

cover these various use cases in other parts of this book. 

History 

Neutral atom-based computing history starts a long time ago with fundamental physics research be-

fore quantum computing was even conceptualized. High energy atom states were formalized by Jo-

hannes Rydberg in Sweden in 1887 based on Johann Balmer’s series. It was later explained by Niels 

Bohr in 1913 with his semiclassical model of the hydrogen atom with discrete energy levels. An 

extended understanding of the observed hydrogen spectrum was done by Wolfgang Pauli in 19261111. 

In parallel with the many research on Bose-Einstein Condensate, which are not relevant for neutral 

atoms computing, mechanisms were developed in the 1980s to control individual atoms in vacuum 

using lasers1112. It was first demonstrated in 1985 at the Bell Laboratories by Steven Chu, creating 

what they called "optical molasses" due to the viscosity of the confined sodium atoms used in their 

experiment. 

In 1985, Claude Cohen-Tannoudji, Alain Aspect and Jean Dalibard started to work on laser-based 

atoms cooling using Doppler effect. In 1987, David Wineland and Wayne Itano improved laser cool-

ing, which led the way for various applications including ultrahigh resolution spectroscopy and 

atomic clocks. In 1988, scientists led by Claude Cohen-Tannoudji at ENS Paris and others from Stan-

ford University developed new atoms cooling mechanisms based on laser optical pumping, light shifts 

and laser polarization gradients1113. They invented “Sisyphus cooling” in 1989, a cold atom cooling, 

aka polarization gradient cooling, reaching temperatures below the Doppler cooling limit. This led 

Claude Cohen-Tannoudji to be awarded the Nobel prize in physics in 1997, together with Steven Chu. 

Laser cooling of atoms then reached very low temperatures, in the nK range. It contributed in 1995 

to the discovery in the USA, of gaseous Bose-Einstein condensates that was devised in the mid-1920s 

by Bose and Einstein. 

Ultra-cold atoms were used to create more precise atomic clocks than the cesium-based ones running 

at room temperature starting in 1998 in France. 

In the 1980s, Serge Haroche, started to work with Rydberg atoms and their integration in supercon-

ducting cavities, pioneering cavity electrodynamics (CQED), light-atoms interactions, cold atoms 

control and the understanding of quantum decoherence. 

So, how about neutral atoms and quantum computing? First, we have the raw idea of a quantum 

simulator by Richard Feynman in 1981. In 1996, Seth Llyod demonstrated that it “was possible” to 

implement such scheme, noticeably with controlled atoms1114. 

 

1109 See Quantum simulation of the Hubbard model with ultracold fermions in optical lattices by Leticia Tarruell (ICFO, Spain) and 

Laurent Sanchez-Palencia (CPHT, France), January 2019 (38 pages). 

1110 See Highly-efficient quantum memory for polarization qubits in a spatially-multiplexed cold atomic ensemble by Julien Laurat et 

al, 2018 (6 pages) and Experimental realization of 105-qubit random access quantum memory by N. Jiang et al, 2019 (6 pages). 

1111 See Rydberg Physics by Nikola Šibalić and Charles S Adams, 2018 (28 pages). 

1112 See New Mechanisms for Laser Cooling by Claude Cohen-Tannoudji and William D. Phillips, 1990 (8 pages). 

1113 See Laser cooling and trapping of neutral atoms by Jean Dalibard and Claude Cohen-Tannoudji (20 pages). 

1114 See Universal Quantum Simulators by Seth Lloyd, 1996 (7 pages). 

https://arxiv.org/abs/1809.00571
https://www.nature.com/articles/s41467-017-02775-8
https://www.nature.com/articles/s41534-019-0144-0
http://iopscience.iop.org/book/978-0-7503-1635-4/chapter/bk978-0-7503-1635-4ch1
http://www.phys.ens.fr/~cct/articles/Physics-today/Physics-today-43-33-1990.pdf
https://pro.college-de-france.fr/jean.dalibard/publi2/laser_cooling.pdf
http://personalpages.to.infn.it/~mussod/1073.full.pdf
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While quantum simulation can be theoretically implemented with trapped ions and superconducting 

qubits, the cold atom way is the only one that is seriously investigated and which has reached the 

commercial stage. 

Then things started to get serious with two-qubit gates proposals from Dieter Jaksch, J. Ignacio Cirac 

and Peter Zoller1115 and from Gavin K. Brennen et al in 19981116, with improvements from Jaksch, 

Zoller and Mikhail Lukin in 20001117. In 2012, J. Ignacio Cirac and Peter Zoller proposed a set of 

criteria for quantum simulators similar to those from David DiVincenzo’s 2000 for gate-based quan-

tum computing (in Figure 395)1118. 

 
Figure 395: comparisons of gate-based quantum computing (left) and quantum simulation (right). Source: Quantum simulation and 

computing with Rydberg-interacting qubits by Manuel Agustin Morgado and Shannon Whitlock, December 2020 (28 pages). 

The first two-qubits gates with pairs of Rydberg atoms were implemented in 2009 by Mark Saffman 

from the University of Wisconsin (with “gg-qubits”, which we cover later) and at the Institut 

d’Optique in France (“gr-qubits”). 

Many progresses were made in the 2010’s which encouraged many scientists to create their own 

companies. It started with the creation of ColdQuanta (2007), Muquans (2011), both using cold atoms 

for quantum sensing in micro-gravimetry, BraneCell (2015), Atom Computing (2018), Pasqal (2019) 

and QuEra (2020). Besides Muquans (now in France’s ixBlue), all the others are positioned in the 

quantum computing market although ixBlue is also a technology provider for Pasqal for lasers. 

Science 

Neutral atoms are simply non-ionized atoms with an equivalent number of protons in their nucleus 

and electrons in their shells. The neutral atoms that are used in cold atoms computing belong to the 

first column in the table of elements, having a single electron in the valence layer, such as hydrogen, 

sodium, lithium, cesium or rubidium, the last one being the most commonly used. This alkaline metal 

has interesting energy transitions that correspond to common lasers wavelengths as well as easily 

generated microwaves between 3 and 10 GHz. It is possible to manage with them so-called closed 

transitions which allow, with lasers, to make atoms transit between several states in a cyclic and con-

trolled manner. 

 

1115 See Entanglement of atoms via cold controlled collisions by Dieter Jaksch, H.-J. Briegel, J. Ignacio Cirac, C. W. Gardiner and Peter 

Zoller, 1998 (4 pages). 

1116 See Quantum Logic Gates in Optical Lattices by Gavin K. Brennen, Carlton M. Caves, Poul S. Jessen, and Ivan H. Deutsch, PRL, 

1998 (7 pages). 

1117 See Fast Quantum Gates for Neutral Atoms by D. Jaksch, J. Ignacio Cirac, Peter Zoller, Mikhail D. Lukin et al, PRL, 2000 (4 

pages). 

1118 See Goals and opportunities in quantum simulation by J. Ignacio Cirac and Peter Zoller, Nature Physics, 2012 (3 pages). 

https://arxiv.org/pdf/2011.03031.pdf
https://arxiv.org/pdf/2011.03031.pdf
https://arxiv.org/abs/quant-ph/9810087
https://arxiv.org/abs/quant-ph/9806021
https://arxiv.org/abs/quant-ph/0004038
https://www.nature.com/articles/nphys2275


Understanding Quantum Technologies 2022 - Quantum computing hardware / Neutral atoms qubits - 407 

On top of that, states are stable long enough to perform computations, i.e. about a hundred microsec-

onds. Other elements are investigated like dysprosium and praseodymium who are lanthanide ele-

ments. 

Cold atoms can be used in Rydberg states, which correspond to a very high level of energetic excita-

tion, between 50 and 100 electron quantum number (layer position in atom against Bohr’s model, 

labelled n or N). This creates very large electron orbits, scaling by N2. These high energy states are 

used to create entanglement between atoms and thus to operate multi-qubit quantum gates or large 

Hamiltonians in quantum simulation modes. These excited states have a fairly good stability level of 

about 100 μs. They are several orders of magnitude longer than the classical excited states (hyperfine, 

which are used for cold atoms qubit states). This stability is somehow equivalent to the coherence 

time of superconducting qubits. 

Cold atoms computing also exploits the Rydberg blockade effect, where a Rydberg atom excited with 

a high energy level (with n>50-70) prevents neighboring atoms from reaching that level. 

   
Figure 396: Rydberg state are high-energy level of excited atoms that create a dipole in the atom. It enables entanglement with 

neighbor atoms. Source: Interacting Cold Rydberg Atoms: a Toy Many-Body System by Antoine Browaeys and Thierry Lahaye, 2013 
(20 pages). 

When excited, these atoms behave like accentuated dipoles, the orbit of the electrons of the valence 

layer being very inclined as shown in Figure 396. 

They also have a disproportionate size of up to one micron (μm) in diameter for n=100 with 87Ru. 

This is close to being in an ionized state1119. Their electromagnetic characteristics make the atoms 

react with their neighbors whose excitation they block within a perimeter of up to 20 μm, which is 

huge at the atomic scale. 

Activated Rydberg atom can also be excited by lasers to generate well-isolated single photons that 

can be used in nonlinear optics1120. This provides yet another source of single photons, in addition to 

quantum dots. The Rydberg blockade phenomenon could also be implemented in quantum telecom-

munications, in spectroscopy and in atomic clocks1121. 

 

1119 This presentation of 52 slides from 2014 describes well the history and geometry of the Rydberg atoms. 

1120 See Observation of coherent many-body Rabi oscillations by Yaroslav Dudin and Alex Kuzmich, GeorgiaTech, 2012 (5 pages) and 

Nonlinear quantum optics mediated by Rydberg interactions by Sebastian Hofferberth et al, 2016 (26 pages). 

1121 See Photon-Mediated Quantum Information Processing with Neutral Atoms in an Optical Cavity by Stephan Welte, 2019 (124 

pages). 

http://www.bourbaphy.fr/browaeys.pdf
https://www.sif.it/static/SIF/resources/public/files/va2014/Pfau_3.pdf
https://arxiv.org/abs/1205.7061
https://arxiv.org/abs/1602.06117
https://mediatum.ub.tum.de/doc/1483691/file.pdf
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Figure 397: the various ways to control cold atoms. Source: Quantum simulation and computing with Rydberg-interacting qubits by 

Manuel Agustin Morgado and Shannon Whitlock, December 2020 (28 pages) and additions by Olivier Ezratty, 2022. 

But as usual with all qubit types, there are many variations of cold atoms qubits. First, you have three 

breeds of qubits whose manifold is based on classical energy levels. With ground-Rydberg qubits 

which are controlled by UV, visible and infrared lasers, Rydberg-Rydberg qubits controlled by micro-

waves and lasers, ground-ground qubits controlled by microwaves and optical lasers, and at last, nu-

clear spin atoms controlled by optical lasers using Raman transitions. Some players like Pasqal have 

been investigating the first three types of qubits, seemingly favoring gr-qubits and rr-qubits for quan-

tum simulation and gg-qubits for gate-based computing. Topological states allowing to create more 

reliable qubit-based computing systems are also studied1122. 

Cold atoms qubits are the most common ones that can be used in both gate-based quantum computing 

and in quantum simulation computing mode (aka analog quantum simulation). In the first case, qubits 

are individually controlled over time with single and two-qubit gates, to read qubit state at the end of 

processing1123. With quantum simulation1124, a so-called Hamiltonian is prepared with specific atoms 

geometry and connectivity, usually using Rydberg states, which then converges itself into an energy 

minimum leading to qubits measurement. Individual qubits are controlled only at the initialization 

stage and for readout. There is no sequential programing. 

 

1122 See Topologically protected edge states in small Rydberg systems by Antoine Browaeys et al, 2018 (6 pages) and Observation of a 

symmetry protected topological phase of interacting bosons with Rydberg atoms by Antoine Browaeys, Thierry Lahaye et al, 2019 (20 

pages). Quantum simulation using cold atoms is also a tool to simulate topological matter. See Scientists unveil first quantum simulation 

of 3-D topological matter with ultracold atoms by Hong Kong University of Science and Technology, July 2019. 

1123 See Versatile neutral atoms take on quantum circuits by Hannah J Williams, Nature, 2022 (2 pages) which describes two such 

methods, implemented by QuEra and ColdQuanta and mentioned later. 

1124 See Toward quantum simulation with Rydberg atoms by Thanh Long Nguyen, 2016 (182 pages), Quantum simulations with ultra-

cold atoms in optical lattices by Christian Gross and Immanuel Bloch, 2017 (8 pages), Tunable two-dimensional arrays of single Ry-

dberg atoms for realizing quantum Ising models by Thierry Lahaye and Antoine Browaeys, 2017 (13 pages), Quantum read-out for 

cold atomic quantum simulators, par J. Eisert et al, 2018 (20 pages), Quantum critical behaviour at the many-body localization transition 

by Markus Greiner et al, 2018 (10 pages), Quantum Kibble-Zurek mechanism and critical dynamics on a programmable Rydberg 

simulator by Alexander Keesling et al, 2019 (16 pages) and Many-body physics with individually controlled Rydberg atoms by Antoine 

Browaeys and Thierry Lahaye, 2020 (14 pages). 
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https://arxiv.org/pdf/2011.03031.pdf
https://arxiv.org/abs/1803.05293
https://arxiv.org/abs/1810.13286
https://arxiv.org/abs/1810.13286
https://phys.org/news/2019-08-scientists-unveil-quantum-simulation-d.html
https://phys.org/news/2019-08-scientists-unveil-quantum-simulation-d.html
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https://www.theses.fr/2016PA066695.pdf
https://science.sciencemag.org/content/sci/357/6355/995.full.pdf
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Figure 398: pros and cons of cold atoms quantum computers and simulators. (cc) Olivier Ezratty, 2022. 

Most neutral atoms systems and qubit types can be used in both paradigms, but it seems that the gate-

based model is the most demanding and complicated to handle. Thus, three situations in the market 

can be observed: startups like Pasqal are explicitly saying that they start first with the quantum sim-

ulation paradigm, others like ColdQuanta tout their positioning on gate-based quantum computing 

but actually start with quantum simulation and at last, others like Atom Computing start readily with 

a gate-based approach but to no real avail. 

Qubit operations 

We’ll look here at the way qubits lifecycle works, from initialization to readout, with quantum gates 

in-between (for gate-based systems). The general principle is as follows: 

• Quantum state for the | ⟩ and |1⟩ qubit basis corresponds to a ground and excited state, which 

depends on the qubit type as seen previously with ground-Rydberg, Rydberg-Rydberg, ground-

ground and nuclear spin atoms qubits. The most commonplace for gate-based computing seems 

the ground-ground case. The qubit | ⟩ state is usually prepared with laser pumping or with some 

microwave pulse. Contrarily to superconducting and quantum dots spin qubits who are static in 

nature in their electronic circuits, atoms have to be first arranged in space before any computing 

can start. The qubits can be arranged in 1D, 2D1125 or 3D matrices1126. 

They are cooled, controlled, 

and positioned by several la-

sers organized in precision 

"optical tweezers". A qubit 

can be based on a single 

atom or on a group of atoms 

depending on the methods 

used. The atoms are prepared 

with a hot or cold source 

(some μK) which then feeds 

an ultra-vacuum chamber 

where laser control takes 

place. 

 

Figure 399: how an array of cold atoms is being prepared. Source: Rydberg atom quantum 
technologies by James Shaffer, 2019 (24 pages). 

 

1125 See the thesis Rydberg interactions in a defect-free array of single-atom quantum systems by Daniel Ohl de Mello, 2020 (147 

pages) which describes the way to fill a 2D matrix of a hundred heavy atoms. 

1126 See Three-Dimensional Trapping of Individual Rydberg Atoms in Ponderomotive Bottle Beam Traps by Antoine Browaeys, Thierry 

Lahaye et al, 2019 (8 pages). 

• acceptable quantum gates error rate 
although not “best in class”.

• crosstalk between qubits that can be 
mitigated with two-elements systems.

• adapted to simulation more than to 
universale gates computing.

• not yet operational QND (quantum non 
demolition) measurement that is required 
for QEC and FTQC.

• control lasers and optical not scaling well 
beyond one thousand qubits with the 
current state of the art.

• long qubit coherence time and fast gates.

• operational systems with 100-300 atoms.

• identical atoms, that are controlled with the same
laser and micro-wave frequencies (but dual-
elements architectures are investigated).

• works in both simulation and gate-based
paradigms, but still with difficulty for gate-based.

• reuse trapped ions qubits tools for qubits readout
with fluorescence and CCD/CMOS detection.

• no need for specific integrated circuits.

• uses standard apparatus.

• low energy consumption.
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• Single-qubit quantum gates are activated by a mix of microwaves (a few GHz, compatible with 

hyperfine states in the case of Rydberg-Rydberg or ground-ground qubits) and laser pumping to 

change the energy state of the cold atom between its ground and excited state. These gates can 

also use Raman transitions driven by lasers on two frequencies or by a combination of the Stark 

effect of spectral line shifting under the effect of an electric field and microwaves. In most cases, 

cold atoms single qubit gates are Rz(θ) (arbitrary phase rotation). The best single-qubit gate fidel-

ities are around 99.6% with a long-term objective of reaching an error rate of 10-4  1127. Fortunately, 

there are optical systems for multiplexing laser beams, which make it possible to avoid having 

more lasers than qubits. 

• Two-qubit quantum gates also use a variable mix of microwaves and lasers most of the time, 

using Rydberg state, the related Rydberg blockage phenomenon and dipole-dipole interactions1128. 

They are applied to atoms in their ground or excited state, which projects its valence layer elec-

trons into a high orbit. For rubidium, there is only one electron to manage in this layer. These 

quantum gates can in practice involve more than two qubits, which is useful to set up a Hamilto-

nian in quantum simulation mode. The fidelity of two qubit gates was quite low in 2016 with a 

maximum of 75% with rubidium and 81% in 2016 with cesium. It increased to a better level of 

99,1% in 20201129. The decoherence of cold atoms qubits has different origins: photoionization, 

spontaneous emission of photons, transitions induced by black body radiation, stability of control 

lasers and laser pulse timing and precision control of atoms in space1130. The two-qubit gate set is 

variable. It can for example contain a CPHASE, CZ (ColdQuanta, QuEra) and XY gate. These 

gates usually work in a nearest neighborhood fashion. With cold-atoms, two-qubit gates are usu-

ally faster to operate than single qubit gates1131. 

• Qubit readout uses a CCD 

or CMOS camera that de-

tects the atoms fluorescence 

with a method similar to the 

one used with trapped ions 

and NV centers. In Figure 

400 is a simplified descrip-

tion a cold atom qubits sys-

tem with laser and micro-

waves-based control tools 

and qubit measurement us-

ing fluorescence and a cam-

era. This method is destruc-

tive of the qubit state so it’s 

not a QND measurement. 

 

Figure 400: typical devices arrangement to control cold atoms. Source: Quantum computing 
with atomic qubits and Rydberg interactions: Progress and challenges by Mark Saffman, 

2016 (28 pages). 

 

1127 See High-Fidelity Control, Detection, and Entanglement of Alkaline-Earth Rydberg Atoms by Ivaylo Madjarov, January 2020 (13 

pages) which uses strontium. 

1128 In 2019, American researchers were able to create multi-qubit quantum gates with 95% fidelity based on cold atoms, in Parallel 

implementation of high-fidelity multi-qubit gates with neutral atoms by H. Levine et al, August 2019 (16 pages). Two-qubit gate bases 

in Direct Measurement of the van der Waals Interaction between Two Rydberg Atoms by Lucas Béguin, Antoine Browaeys et al, 2013 

(5 pages). And Quantum information processing with individual neutral atoms optical tweezers by Philippe Grangier (47 slides). 

1129 See High-fidelity entanglement and detection of alkaline-earth Rydberg atoms by Ivaylo S. Madjarov et al, November 2020 (16 

pages). 

1130 Source: Quantum Computing with Neutral Atoms, 2013 (42 slides). 

1131 It could even reach the nanosecond scale as experimented in Ultrafast energy exchange between two single Rydberg atoms on a 

nanosecond timescale by Y. Chew et al, Nature Photonics, 2022 (7 pages). 

http://iopscience.iop.org/article/10.1088/0953-4075/49/20/202001/ampdf
http://iopscience.iop.org/article/10.1088/0953-4075/49/20/202001/ampdf
https://arxiv.org/abs/2001.04455
https://arxiv.org/pdf/1908.06101.pdf
https://arxiv.org/pdf/1908.06101.pdf
https://arxiv.org/abs/1302.4262
http://www.ncts.ncku.edu.tw/phys/qis/110513/files/speech/Philippe_Grangier_1.pdf
https://arxiv.org/abs/2001.04455
http://web.archive.org/web/20181123112737/http:/www.physics.udel.edu/~msafrono/650/Lecture%2013.pdf
https://www.nature.com/articles/s41566-022-01047-2
https://www.nature.com/articles/s41566-022-01047-2
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• As a result, cold atoms are not the easiest candidate to implement measurement-based quantum 

error correction for creating FTQC systems. There are however various investigated solutions1132. 

Setup 

In general, cold atom-based systems operate at room temperatures but atoms are cooled at below 1 

mK and in ultra-high vacuum. In practice, it is the ultra-high vacuum and the atoms laser cooling that 

ensures this thermalization. Preparing and controlling the qubits is based on a set of lasers, light struc-

turing devices (SLM and AODs), polarizing beam splitters and microwaves devices. Microwaves are 

sent in a “one to many” mode and usually coupled with targeted photons to control individual gates. 

Neutral atom qubits vendors often argue that their system work at ambient temperature and do not 

require any refrigerant based cooling system. While they do not use cryostats like those that cool 

superconducting and silicon qubits, they still cool their qubits, using different methods combining 

ultra-vacuum pumps, magnetic traps and lasers. And now, some are even using a 4K cryostat to cool 

their ultra-vacuum pump to avoid the pollution of their tweezer-assembled 2D grid by spare atoms, 

at least, beyond 200 atoms. 

 
Figure 401: overall architecture of a cold atoms based computer. (cc) Olivier Ezratty, 2022. 

I now owe you some explanations on the mentioned devices: 

MOT (magneto-optical trap) uses laser cooling and a spa-

tially-varying magnetic field to create a trap for our cold at-

oms where they are cooled with lasers and Doppler effect. 

The MOT contains a weak quadrupolar spatially-varying 

magnetic field generated by a coil of about 8 cm diameter 

and four to six glass doors letting through circularly-polar-

ized red lasers beams which are slowing down the movement 

of the atoms at the center of the MOT. It enables the atoms 

to reach very low temperature under 1 mK. Next is the MOT 

chamber used by Pasqal. It’s quite heavy, weighting in excess 

of 25 kg. The MOT chamber is pumped to be under ultra-

vacuum. 

 

Figure 402: a vacuum chamber from Pasqal, which 
contains a MOT. 

 

1132 See for example Monitoring Quantum Simulators via Quantum Nondemolition Couplings to Atomic Clock Qubits by Denis V. 

Vasilyev, Andrey Grankin, Mikhail A. Baranov, Lukas M. Sieberer and Peter Zoller, October 2020 (22 pages). 
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SLM (spatial light modulator) are systems modulating light. Its main use is with video projectors, 

using LCD (liquid-crystal displays, transparent), LCOS (Liquid crystal on silicon, a reflective version 

of LCD chipsets) or DMD chipsets (using micro-mirrors reflecting light in various directions). The 

SLMs breeds used for cold atom tweezers modulate the light phase instead of just its intensity and 

creates sort of a hologram. Phase SLMs are usually based on LCOS chipsets thanks to their control-

lable birefringence. SLM main vendors are Hamamatsu, Holoeye and Thorlabs. SLM resolution can 

reach 4,160 x 2,160, equivalent to 4K in TV/PC formats. SLMs are used with neutral atoms to create 

optical tweezers that precisely control atoms position in vacuum and at the nanometer scale1133. 

AOM (acoustic-optical modulators) aka AOD (acousto-optic deflectors) uses an acousto-optic effect 

to diffract and shift the frequency of light using sound waves at radio frequencies. It contains a pie-

zoelectric transducer that is attached to a material such as glass. An oscillating electric signal creates 

transducer vibrations, producing sound waves within the material, changing the refraction index1134. 

Research 

The most active research laboratories with cold atom-based qubits are in the USA (Harvard with 

Mikail Lukin, University of Wisconsin with Mark Saffman1135, Adam Kaufman from JILA in 

Colorado, Caltech with , Jeff Thompsonwith  Princeton, EndresManuel and  Vladan Vuletic

 at the University of Innsbruck , in AustriaGeorgiaTech), in the UK at the University of Cambridge

Planck Institute, Free University of Berlin, University -and the University of Vienna, Germany (Max

tuttgart).S of  

In France we have Institute d’Optique Graduate School with Antoine Browaeys and Thierry Lahaye 

who cofounded Pasqal, and the Unistra laboratory in Strasbourg run by Shannon Whitlock, who is 

behind the project aQCess and the European Flagship EuRyQa (with Pasqal).1136. Another European 

H2020 project, AtomQT, covers research with cold atoms, both qubits and sensing. In France, it 

involves the Bordeaux Optics Institute and the LPMMC in Grenoble. 

In Germany, Johannes Zeiher from the Mack Planck Institute of Quantum Optics created SNACQ 

in 2022, a research group on cold atoms (“Scalable Neutral Atom Quantum Computing”). Its ambition 

it to create the first error-corrected logical qubit1137. It complements Immanuel Bloch’s team (Quan-

tum Many-body Systems) and Gerhard Rempe’s group (Quantum Dynamics). 

In 2017, Mikhail Lukin's team from Harvard University and a team from MIT assembled 51 rubid-

ium atoms1138 . It went up to 256 qubits in July 20211139 . Antoine Browaeys’s team at Institut 

d’Optique reached 72 cold atoms in a 3D structure in 2018, 196 in 20201140. and 500 in 2021. Four 

startups are positioned in the cold atoms computing market: ColdQuanta (2007, USA, working ini-

tially on quantum sensing), Atom Computing (2018, USA), Pasqal (2019, France) and QuEra 

Computing (2020, USA, linked to Lukin and Harvard). 

 

1133 See High-Precision Laser Beam Shaping and Image Projection by Jinyang Liang, 2012 (126 pages). 

1134 See alternative and more scalable approaches as proposed in An integrated photonic engine for programmable atomic control by 

Ian Christen et al, MIT and CSEM, August 2022 (16 pages). 

1135 See Quantum computing with atomic qubits and Rydberg interactions: Progress and challenges by Mark Saffman, 2016 (28 pages). 

1136 See Time-Optimal Two- and Three-Qubit Gates for Rydberg Atoms by Sven Jandura and Guido Pupillo, February 2022 (24 pages). 

1137 See Johannes Zeiher launches new research group, February 2022. 

1138 See Quantum simulator with 51 qubits is largest ever by Matt Reynolds, 2017 which refers to Probing many-body dynamics on a 

51-atom quantum simulator by Hannes Bernien, Mikhail Lukin et al, 2017 (24 pages). 

1139 See Harvard-led physicists take big step in race to quantum computing, Harvard, July 2021. Their work is like Pasqal/IOGS based 

on the same technique with rubidium atoms and SLM tweezers. 

1140 See Synthetic three-dimensional atomic structures assembled atom by atom by Daniel Barredo, Antoine Browaeys et al, 2018 (4 

pages). 

https://repositories.lib.utexas.edu/bitstream/handle/2152/ETD-UT-2012-05-5053/LIANG-DISSERTATION.pdf?sequence=2&isAllowed=y
https://arxiv.org/abs/2208.06732
https://arxiv.org/abs/1605.05207
https://arxiv.org/abs/2202.00903
https://www.mpq.mpg.de/6698126/02-johannes-zeiher-snacq
https://www.newscientist.com/article/2141105-quantum-simulator-with-51-qubits-is-largest-ever/
https://arxiv.org/abs/1707.04344
https://arxiv.org/abs/1707.04344
https://news.harvard.edu/gazette/story/2021/07/harvard-led-physicists-create-256-qubit-programmable-quantum-simulator/
http://www.sirteq.org/wp-content/uploads/2018/09/2018_Barredo_Nature-561-79.pdf
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You may obviously wonder whether China is also working on cold atom. You bet they are, like in all 

quantum fields. It includes the Key Laboratory of Quantum Optics in Shanghai and the Center for 

Cold Atom Physics in Wuhan, both from the China Academy of Science1141. These labs are mainly 

focused on building cold atom based quantum sensors and also repeaters. They also investigate cold 

atoms quantum computing. 

 
Figure 403: sorting out the cold atoms computing challenges per generation. Source: Quantum simulation and computing with Rydberg-

interacting qubits by Manuel Agustin Morgado and Shannon Whitlock, December 2020 (28 pages) and text formatting by Olivier Ezratty, 2022. 

The many challenges to overcome are, like with all other qubit types, about scalability and also, the 

implement non-destructive qubit measurement to enable QEC/FTQC. 

Scalability can be improved mostly with 

increasing the lifetime of atom interac-

tions as described in the above chart in 

Figure 403. It also requires the continuous 

improvement of gate fidelities, one goal 

being to reach three nines (99,9% for two-

qubit gates)1142. One approach, also tested 

with trapped ions, consists in mixing two 

types of neutral atoms. It is evaluated in a 

configuration prototyped at the Univer-

sity of Chicago. Shown in Figure 404, it 

packs 512 atoms in an array using an 

equivalent proportion of cesium and ru-

bidium atoms in alternating patterns. 

Since these atoms require a different laser 

wavelength for gate drive. The benefit is a 

reduction of qubit crosstalk1143. 

 

Figure 404: mixing two types of atoms, cesium and rubidium. Source: Dual-
Element, Two-Dimensional Atom Array with Continuous-Mode Operation by 

Kevin Singh et al, University of Chicago, February 2022 (11 pages). 

 

1141 See Two-qubit controlled-PHASE Rydberg blockade gate protocol for neutral atoms via off-resonant modulated driving within a 

single pulse by Yuan Sun et al, October 2019 (16 pages) which deals with the improvement of CPHASE two-qubit gates on gg-qubits, 

with gate time at 1 µs. 

1142 See Two-qubit gate in neutral atoms using transitionless quantum driving by Archismita Dalal and Barry C. Sanders, University of 

Calgary, June 2022 (22 pages). These researchers could improve CZ two-qubit gate with cesium with fidelities of 99,85%. 

1143 See Dual-Element, Two-Dimensional Atom Array with Continuous-Mode Operation by Kevin Singh et al, University of Chicago, 

February 2022 (11 pages). 
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neutral atoms gate-based quantum computing scalability challenges

red lines: successive barriers associated with the finite lifetime T1 of Rydberg qubits with 
barriers assuming each gate has a duration of 50 ns.

Ng = d*n/2: multi-qubit gate count with n/2 two-qubit count per circuit layer.

limitations T1 d Ng solution

①
short dwell time of 
Rydberg excitations

5 µs 10 50

blue detuned optical or 
magnetic traps that can 
simultaneously trap
both ground and Rydberg 
states

②
atoms interaction with 
thermal and vacuum 
electromagnetic fields

100 µs 44 103

embedding atoms inside 
cryogenic cavities to inhibit 
black-body transitions and 
spontaneous microwave 
emissions

③ trap loss due to 
background gas 
collisions 

100 s 103 5 x 105 cooling vacuum chamber

④ 100 s 3 x 104 5 x 108 apply gates in parallel

https://arxiv.org/pdf/2011.03031.pdf
https://arxiv.org/pdf/2011.03031.pdf
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.011040
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.011040
https://arxiv.org/abs/1812.03822
https://arxiv.org/abs/1812.03822
https://arxiv.org/abs/2206.08915
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.011040
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Vendors 

Let’s cover them by order of creation. 

 

ColdQuanta (2007, USA, $182.6M) is a company created by Dana Anderson, 

now his CTO, which develops laser-based solutions for cooling cold atoms and 

also designs cold atoms-based computers. 

It is located in Boulder, Colorado, not far from the NIST Quantum Laboratory. Mark Saffman from 

the University of Wisconsin is their Chief Scientist for Quantum Information while Fred Chong from 

the University of Chicago is their Chief Scientist for Quantum Software (he also works for QCI). 

Their initial core technology was the Quantum Core (left in Figure 405), a light guide that converges 

laser beams to control cold atoms that are usually cooled to less than 50 μK. It is integrated in QuCAL, 

a complete Bose-Einstein condensate generator, and in the Physics Station, a complete optical device 

for the control of cold atoms that can be used for various purposes. Atom chips are chips that can be 

integrated in these systems including miniaturized cold atom control optics. The startup uses these 

generic technologies to create a wide variety of systems, and above all for quantum sensing, especially 

for geopositioning instead of GPS, microgravimetry or cesium quantum clocks. They also offer ultra-

high vacuum pumps for the control of cold atoms, called RuBECi as well as a cryogenic trapped ions 

package and magneto-optical traps, magnetic coils and cold atoms sources. 

Their approach to the market is truly diverse. They have equipped the ISS space station with measur-

ing instruments for NASA and JPL. 

     
Figure 405: ColdQuanta Quantum Core (left), Physics Station (middle) and the atoms control chipset (right). Source: ColdQuanta. 

Their overarching goal is to create and sell cold atoms-based quantum computers1144. They obtained 

some funding from DARPA in April 2020 under the ONISQ program with a $7.4M collaborative 

project involving numerous universities and Raytheon BBN. The DARPA asked them to develop a 

scalable (>1000 qubits) system that can demonstrate quantum advantage on real-world problems. 

ColdQuanta is focused on creating gate-based systems with 100 qubits1145. Their first 2021 100-qubit 

“Hilbert” cloud-based quantum system was supposed to work in July 2021 but was said to be com-

mercially available only by May 2022. It is using cesium atoms. 

 

1144 See ColdQuanta - Life in Quantum's Slow (and Cold) Lane Heats Up by John Russell, April 2020 and the webinar Powering the 

Quantum Information Age with Bo Ewald, April 2020 (53 minutes). 

1145 See Demonstration of multi-qubit entanglement and algorithms on a programmable neutral atom quantum computer by T. M. 

Graham, M. Saffman et al, ColdQuanta, February 2022 (25 pages) and published as Multi-qubit entanglement and algorithms on a 

neutral-atom quantum computer in Nature in April 2022. It describes their state of the art: a preparation of entangled Greenberger-

Horne-Zeilinger (GHZ) states with up to 6 qubits, implementation of quantum phase estimation for a chemistry problem, and Quantum 

Approximate Optimization Algorithm (QAOA) for the MaxCut graph problem. Their gates set is made of local RZ phase gates and 

two-qubit CZ gates, run on a 7x7 grid spaced by 3 µm. The system is using cesium atoms. See the related See ColdQuanta, Riverlane 

and University of Wisconsin–Madison Demonstrate Algorithms on a Programmable Neutral Atom Quantum Computer, April 2022. 

https://www.hpcwire.com/2020/04/23/coldquanta-life-in-quantums-slow-and-cold-lane-heats-up/
https://www.youtube.com/watch?v=OrEb0SQHdbY
https://www.youtube.com/watch?v=OrEb0SQHdbY
https://arxiv.org/abs/2112.14589
https://www-nature-com-s.caas.cn/articles/s41586-022-04603-6?error=cookies_not_supported&code=425cc4fe-fd06-4dcc-a121-29b3c2256b69
https://www-nature-com-s.caas.cn/articles/s41586-022-04603-6?error=cookies_not_supported&code=425cc4fe-fd06-4dcc-a121-29b3c2256b69
https://quantumcomputingreport.com/coldquanta-riverlane-and-university-of-wisconsin-madison-demonstrate-algorithms-on-a-programmable-neutral-atom-quantum-computer/
https://quantumcomputingreport.com/coldquanta-riverlane-and-university-of-wisconsin-madison-demonstrate-algorithms-on-a-programmable-neutral-atom-quantum-computer/
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During the summer of 2022, they released some interesting numbers on their gate-based system with 

fidelities of 99,4% for single qubit gates (lasting between 0.2 and 5 µs) and 96,5% for two qubit dates 

(CZ, lasting 0.75 µs), a measurement time of 1.5 ms, a T2 of 1 second, all of this with 121 qubits. 

    
Figure 406: ColdQuanta’s gate-based system architecture. Source: Demonstration of multi-qubit entanglement and algorithms on a 

programmable neutral atom quantum computer by T. M. Graham, M. Saffman et al, ColdQuanta, February 2022 (25 pages). 

In May 2021, ColdQuanta joined a couple other quantum computers vendors like Pasqal with sup-

porting IBM’s Qiskit, formally joining the “IBM Quantum Network”. The startup had about 170 peo-

ple onboard as of mid-2022. 

In May 2022, ColdQuanta acquired Super.tech, a software company providing pulse-level optimiza-

tion, optimized transpilation and error mitigation techniques (SuperstaQ). It also provides benchmark-

ing tools (SupermarQ). Fred Chong was their Chief Scientist from January 2021 until their acquisition 

in 2022. They are also teaming up with Classiq to handle code compilation1146 and with ParityQC 

(Austria) for the development of quantum software targeting optimization problems. 

At last, in November 2022, ColdQuanta raised an additional $111M making it the best funded neutral-

atom startup, but seemingly to help them focus on developing and selling quantum sensors which are 

generating short and mid-term revenues. 

 

Atom Computing (2018, USA, $81M) aims to create a quantum computer 

based on optically controlled neutral atoms with qubit states using atoms nu-

clear spins initially with cesium and later with strontium 87 1147. 

The company was created by Ben Bloom (CTO, coming from Rigetti) and Jonathan King (Chief 

Scientist, directly coming from Berkeley), joined in 2021 by Bob Hays (CEO). The company based 

in Berkeley, in California, established an R&D facility in Boulder, Colorado in 2022. 

They demonstrated in October 2021 their strontium-based 100-qubit Phoenix system with a 40 second 

qubits coherence time. They control their qubits with individual microwave drives. The qubit mani-

fold states are in the atom electronic ground state, avoiding spontaneous decay and with a coherence 

time of 42 seconds. They can run simultaneous gates on individual atoms using two photon Raman 

transitions1148. As pictured below, it was demonstrated on 21-qubit arrays of 3x7 qubits. 

 

1146 See Classiq and ColdQuanta partner to provide a complete solution to creating and executing 100-qubit quantum circuits and 

beyond, January 2022. 

1147 See Quantum computing with neutral atoms by David Weiss 2017 (7 pages) and Assembly and coherent control of a register of 

nuclear spin qubits by Katrina Barnes et al, August 2021 (10 pages). 

1148 See Assembly and coherent control of a register of nuclear spin qubits by Katrina Barnes et al, Atom Computing, August 2021 (11 

pages). 

https://arxiv.org/abs/2112.14589
https://arxiv.org/abs/2112.14589
https://www.classiq.io/insights/classiq-partnership-with-coldquanta
https://pdfs.semanticscholar.org/5bed/8d96e01c0144a6704fb597bec9077d9e3d5c.pdf
https://arxiv.org/pdf/2108.04790.pdf
https://arxiv.org/pdf/2108.04790.pdf
https://arxiv.org/abs/2108.04790
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Figure 407: Atom Computing architecture for over 100-qubit gate-based computing. Source: Assembly and coherent control of a register of 
nuclear spin qubits by Katrina Barnes et al, August 2021 (10 pages). 

They use the same apparatus as other vendors with SLMs for atoms trapping and rearrangement twee-

zers drive, AOD (acousto-optic deflector), EOM (electronic optical modulator) and a CMOS image 

sensor for qubits fluorescence readout. They plan to implement some form of QEC but don’t provide 

many details on how they will handle non-demolition measurement (QND). 

 

Pasqal (2019, France, 140M€) use magnetically confined rubidium atoms 

cooled by Doppler laser to reach mK and with a variant of the atomic Sisyphus 

effect to go down to 30 μK1149. The atoms are trapped in 2D arrays with a 

spacing of a few microns between each of them. 

Qubit states are managed with various modes depending on the use case: two levels of Rydberg-level 

energy (for XY quantum simulation model), ground-Rydberg levels (for Ising quantum simulation 

models1150) or with ground-ground states (for gate-based model, in future versions). Quantum gates 

are laser-activated to control the atom energy state. Qubits entanglement comes from atoms excite-

ment in the Rydberg state which allows them to interact with other at long distance1151. 

 

1149 This method also uses lasers emitting orthogonally polarized photons. The method was invented by Claude Cohen-Tannoudji who 

was awarded the Nobel Prize in Physics in 1997. 

1150 See Efficient protocol for solving combinatorial graph problems on neutral-atom quantum processors by Wesley da Silva Coelho, 

Mauro D'Arcangelo and Louis-Paul Henry, Pasqal, July 2022 (16 pages) that describes how they use a variational analog quantum 

computing and machine learning to solve graph problems. In that case, the atoms are arranged in a graph with specific distances between 

atoms that match the problem to be solved. It is not a simple regular 2D array. 

1151 See Quantum Computing with Arrays of Atoms by Lucas Béguin and Adrien Signoles from Pasqal, April 2020, which details the 

functioning of the startup's quantum processors. And their white paper Quantum Computing with Neutral Atoms, June 2020 (41 pages). 

https://arxiv.org/pdf/2108.04790.pdf
https://arxiv.org/pdf/2108.04790.pdf
https://arxiv.org/abs/2207.13030
https://medium.com/quantonation/quantum-computing-with-arrays-of-atoms-bb32f3a803e4
https://arxiv.org/abs/2006.12326
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Pasqal plans first to implement 

quantum simulators aka PQS 

(Programmable Quantum Simu-

lator, or analog quantum comput-

ers) and then, to move to NISQ 

gate-based quantum compu-

ting 1152 , with some hybrid ana-

log/digital approach 1153 . The 

technology currently works with 

100 qubits in simulation mode 

with plans to reach a thousand 

qubits by 2023 1154. 

 

Figure 408: how atoms can be arranged, even in 3D. Source: Pasqal. 

The computer will eventually fit into a 4-unit wide double-depth data center rack. It is based on rather 

standard components and does not require the creation of specific chipsets as it is the case for all other 

types of qubits. 

In April 2020, startups Pasqal and Muquans announced a partnership that had been in preparation 

for a long time and on the use of a Muquans lasers system to control the cold atoms. 

Milestone scientific papers and achievements happened between late-2020 and mid-2022, led by Pas-

qal and by the research team at IOGS behind Pasqal’s cold atom-based system. The first one from 

December 2020 describes how a 2D matrix of 196 qubits was assembled using optical tweezers cre-

ated with an SLM (a high-resolution Spatial Light Modulator) and an optimized arrangement tech-

nique using fewer than 200 steps1155. These SLMs enable phase grading and controlling phases spatial 

pattern. This atoms-positioning system will be extended to 3D arrays. It went on in 2022 with parallel 

gates execution1156. In July 2022, they announced having trapped up to 324 cold atoms in a 2D array, 

with using a 4K cryostat cooling the ultra-vacuum pump, which helps create a better vacuum and 

extend the atom qubit lifetime 1157. 

 

1152 See Why analog neutral atoms quantum computing is the most promising direction for early quantum advantage by Jean-Charles 

Calbelguen, June 2022. 

1153 See Microwave Engineering of Programmable XXZ  Hamiltonians in Arrays of Rydberg Atoms by P. Scholl, Loic Henriet, Thierry 

Lahaye, Antoine Browaeys et al, PRX, April 2022 (10 pages) which presents an hybrid analog-digital architecture based on Hamiltonian 

evolutions and one-qubit gates. Qubits encoding will be different according to the use case. For gate-based computing, qubits are 

encoded with two hyperfine ground states. For Ising-like Hamiltonian, qubits use a ground state and a Rydberg state and for XY 

exchange Hamiltonian, they use two Rydberg states. 

1154 Rydberg atoms have unsuspected uses, such as managing random music. See Quantum music to my ears, June 2019. This is a 

change from music generated by deep learning! 

1155 See Enhanced atom-by-atom assembly of arbitrary tweezers arrays by Kai-Niklas Schymik, Antoine Browaeys, Thierry Lahaye et 

al, November 2020 (10 pages). 

1156 See Pulse-level Scheduling of Quantum Circuits for Neutral-Atom Devices by Richard Bing-Shiun Tsai, Loic Henriet et al, Pasqal, 

June 2022 (8 pages) and Pulser: An open source package for the design of pulse sequences in programmable neutral-atom arrays by 

Henrique Silvério, Nathan Shammah, Louis-Paul Henry, Loïc Henriet et al, January 2022 (21 pages). 

1157 See In-situ equalization of single-atom loading in large-scale optical tweezers arrays by Kai-Niklas Schymik, Antoine Browaeys, 

Thierry Lahaye et al, PRA, July 2022 (5 pages). 

https://medium.com/pasqal-io/why-analog-neutral-atoms-quantum-computing-is-the-most-promising-direction-for-early-quantum-77b462cefee0
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.020303
https://phys.org/news/2019-06-quantum-music-ears.html
https://arxiv.org/pdf/2011.06827.pdf
https://arxiv.org/abs/2206.05144
https://quantum-journal.org/papers/q-2022-01-24-629/
https://arxiv.org/abs/2207.06500
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Figure 409: Pasqal’s cold atom-based qubit control system includes a spatial light modulator (Spatial Light Modulator, SLM, based 
on LCoS liquid crystals1158) that controls the phase of the transmitted light in a focal plane with optical micro-traps. Laser tweezers 
or traps/pinches for rearranging the atoms and preparing the Hamiltonian to solve are controlled by the AOD (Acousto-Optic laser 
beam Deflector) and added to the beam from the SLM by a PBS (Polarizing Separator Filter). The fluorescent light emitted by the 
atoms during qubit readout is filtered by a dichroic mirror and analyzed by a CCD camera. The controlled atoms are confined in a 

small space of 1 mm3. 

Applications wise, they published papers on quantum machine learning1159, on a financial risks as-

sessment case study with CA-CIB in France1160 and for solving graph classification problems using 

the “quantum evolution kernel” method (QEK) with a first use case in 2021 in toxicity screening of 

chemical compounds and in the identification of optimal chemical reaction pathways. A 196 cold 

atoms setup was then used to program an Ising model simulating ferromagnetism and enabling quan-

tum simulation1161. 

Then came the optimization of smart charging of electrical vehicles co-developed with EDF, using a 

QAOA hybrid algorithm and classical emulators of Pasqal systems and the QLM emulator from 

Atos1162. 

It was also funded through the PASQuanS flagship project. Atos researchers also evaluated the spec-

ifications of a cold atom simulator needed to reach some quantum advantage to solve an optimization 

task, the UD-MIS problem (Unit-Disk Maximum Independent Set problem)1163. 

 

1158 See a description of an SLM in Spatial Light Modulators by Aurélie Jullien, 2020 (6 pages). 

1159 See Quantum evolution kernel: Machine learning on graphs with programmable arrays of qubits by Louis-Paul Henry, Slimane 

Thabet, Constantin Dalyac and Loïc Henriet, PRA, September 2021 (19 pages) that is better explained in Machine Learning – Pasqal’s 

Quantum Computers can be used on concrete industrial problems, Pasqal, October 2021. 

1160 See Towards quantum advantage with efficient graph implementations, Pasqal, April 2022. 

1161 See Programmable quantum simulation of 2D antiferromagnets with hundreds of Rydberg atoms by Pascal Scholl, Thierry Lahaye, 

Antoine Browaeys et al, December 2020 (16 pages). Also published in Nature in July 2021. This was a result of a research funded 

through the European Flagship PASQuanS project in partnership with labs from Spain, Germany and Austria 

1162 See Qualifying quantum approaches for hard industrial optimization problems. A case study in the field of smart-charging of electric 

vehicles by Constantin Dalyac, Loïc Henriet, Emmanuel Jeandel, Wolfgang Lechner, Simon Perdrix, Marc Porcheron and Margarita 

Veshchezerova, 2021 (29 pages). 

1163 A MIS problem consists in determining the size of the largest possible independent set in a graph and returning an example of such 

a set. The Unit-Disk MIS (UD-MIS) problem is the MIS problem restricted to unit-disk graphs. A graph is a unit-disk graph if one can 

associate a position in the 2D plane to every vertex such that two vertices share an edge if and only if their distance is smaller than 

unity. 

https://www.photoniques.com/articles/photon/pdf/2020/02/photon2020101p59.pdf
https://arxiv.org/abs/2107.03247
https://pasqal.io/2021/10/20/machine-learning-pasqals-quantum-computers-can-be-used-on-concrete-industrial-problems/
https://pasqal.io/2021/10/20/machine-learning-pasqals-quantum-computers-can-be-used-on-concrete-industrial-problems/
https://pasqal.io/2022/04/11/towards-quantum-advantage-with-efficient-graph-implementations/
https://arxiv.org/abs/2012.12268
https://www.nature.com/articles/s41586-021-03585-1
https://arxiv.org/abs/2012.14859
https://arxiv.org/abs/2012.14859
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They found out that over 1,000 qubits were re-

quired with a time budget of 0.2 seconds, if and 

when the system coherence could be improved by 

a factor ten1164. 

Pasqal has created its own low-level programming 

environment that interfaces with high-level pro-

gramming tools, including support for develop-

ment platforms such as Google's Cirq that is sup-

ported in emulation mode, in digital gate-based 

programming mode1165 , TensorFlow Quantum 

and IBM's Qiskit. 

 

Figure 410: Pasqal Fresnel packaging. 

In July 2020, Cambridge Quantum Computing (CQC) announced their support of Pasqal's qubits 

with their development tool t|ket⟩. Pasqal added a partnership with ParityQC with a 3-year collabo-

ration to advance quantum optimization and parallelization1166 and released the open source library 

Pulser, co-developed with the Unitary Fund enabling the control of their processor at the level of 

laser pulses1167. They also announced a partnership with Atos in November 2020 to integrate a Pasqal 

accelerator with Atos supercomputers. At last, they also work with Rahko as well as with Multiverse 

Computing, in association with Crédit Agricole CIB. 

In January 2021, the Italian HPC consortium CINECA announced that will use Pasqal’s Fresnel 100-

qubits processor1168. The startup was also selected as part of the project HPC-QS from EuroHPC to 

provide two of their systems to HPC public datacenters, one in Germany (FZ Julich aka Jülich Re-

search Centre) and one in France (CEA TGCC). Both Pasqal systems will be connected to an Atos 

QLM for emulation and quantum system drive. 

Pasqal funding came through an initial round of 2.5M€ led by Quantonation and Christophe Jurczak 

who is their chairman, then a 4,5M€ grant from the European Union EIC Accelerator1169, and finally 

a second round of funding of 25M€ announced in April 2021. In January 2022, Pasqal and Qu&Co 

(The Netherlands) merged, creating an integrated hardware/software company. As of December 2022, 

they had a staff of >100 people. In January 2023, Pasqal raised an additional 100M€. 

2022 was a busy year with new partnership announced with EDF, Thales, GENCI, Aramco (for 

implementing QML algorithms in the energy business), Siemens (for computer-aided-design and en-

gineering, simulation and testing), BASF (fluid dynamic problem solving algorithm), BMW (mate-

rial science and material deformation algorithms) and the first sales of two 100-qubit quantum pro-

cessor to GENCI and FZJ as part of the HPCQS EU consortium. They opened an office in Boston 

(USA) and in Sherbrooke (Canada) in June 2022. And their first 100-qubit quantum simulator web 

online with OVHcloud in May 2022 (in private beta) and will be online later with Microsoft Azure 

Quantum. 

 

1164 See Solving optimization problems with Rydberg analog quantum computers: Realistic requirements for quantum advantage using 

noisy simulation and classical benchmarks by Michel Fabrice Serret, Bertrand Marchand and Thomas Ayral, November 2020 (25 pages). 

1165 See Quantum circuits on Pasqal devices. 

1166 See ParityQC and Pasqal partner to build the first fully parallelizable quantum computer, Pasqal, October 2020. With other re-

searchers in Austria, ParityQC is proposing a way to encode QAOA generic optimization problems into gate-based cold atoms com-

puters using a specific 4-qubit gate as seen in Quantum computing on neutral atoms: the novel four-body Rydberg gate, ParityQC, 

2022, referring to: Quantum Optimization via Four-Body Rydberg Gates by Clemens Dlaska, Kilian Ender, Glen Bigan Mbeng, An-

dreas Kruckenhauser, Wolfgang Lechner, and Rick van Bijnen, PRL, March 2022 (11 pages). 

1167 See Pulser: a control software at the pulse-level for Pasqal quantum processors by Pasqal, January 2021. 

1168 See CINECA-Pasqal agreement on quantum computing, January 2021. 

1169 See Europe is betting on quantum computing with neutral atoms, Pasqal, December 2020. 

https://arxiv.org/pdf/2006.11190.pdf
https://arxiv.org/pdf/2006.11190.pdf
https://quantumai.google/cirq/tutorials/pasqal/getting_started
https://pasqal.io/2020/10/27/parityqc-and-pasqal-partner-to-build-the-first-fully-parallelizable-quantum-computer/
https://parityqc.com/quantum-computing-on-neutral-atoms-four-body-rydberg-gate
https://arxiv.org/abs/2106.02663
https://pasqal.io/2021/01/22/pulser-a-control-software-at-the-pulse-level-for-pasqal-quantum-processors/
https://www.cineca.it/en/news/cineca-pasqual-agreement-quantum-computing
https://pasqal.io/2020/12/24/europe-is-betting-on-quantum-computing-with-neutral-atoms/
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QuEra Computing (USA, 2018, $17M) develops a cold atom gate-based 

quantum computer, their first generation being named Aquila. The startup was 

created by researchers from Harvard University and MIT. 

With Nathan Gemelke, Alexei Bylinskii, Shengtao Wang and Mikhail D. Lukin, among others, who 

is one of their scientific advisors1170. They published a research paper on a 2D array 256 programma-

ble cold atom system in 2021 and announced in November 2021 it would become a commercial 

product1171. It is available on Amazon Braket since November 2022. What they brand “programmable 

quantum computers” are not gate-based systems and are still quantum simulators where they encode 

graph problems into a layout of cold atoms1172. A graph problem is expressed as a “maximum weight 

independent set” (MWIS) problem that is then turned into several unit-disk graph sets (UDG) which 

are assemblies of nearby neutral atoms using the Rydberg effect for local entanglement. These sets 

are connected to each other with entangled neutral atoms at their edge. Various problems like QUBO, 

Ising models and even integer factorization can be mapped onto MWIS problems. 

 
Figure 411: QuEra atomic energy transitions used to control qubits and qubit gates. Source: A quantum processor based on 

coherent transport of entangled atom arrays by Dolev Bluvstein, Mikhail D. Lukin et al, Nature, April 2022 (21 pages). 

They proposed in 2022 a way to transport qubits to handle two-qubit gates using atoms shuttling with 

tweezers. They implemented it with a Steane-7 quantum error correction code graph (but not with a 

full QEC), topological surface code and toric code states using mobile ancilla and with hybrid analog-

digital quantum circuits using dynamically reconfigurable array and CZ gates1173. 

They are also working on making non-demolition qubit measurement, a key feature to implement full 

QEC (quantum error correction) and FTQC (fault-tolerant quantum computing). This would be based 

on moving selected atoms “into a readout zone where their qubit state can be rapidly detected via 

fast, resonant photon scattering on a cycling transition”. 

 

1170 See in particular Parallel Implementation of High-Fidelity Multiqubit Gates with Neutral Atoms by Harry Levine, Mikail D. Lukin 

et al, August 2019 (16 pages). 

1171 See Quantum Phases of Matter on a 256-Atom Programmable Quantum Simulator by Sepehr Ebadi, Mikhail D. Lukin et al, 2020 

(20 pages). 

1172 See This new startup has built a record-breaking 256-qubit quantum computer by Siobhan Roberts, MIT Technology Review, 

November 2021 and the real stuff in Quantum Optimization of Maximum Independent Set using Rydberg Atom Arrays by Sepehr 

Ebadi, Mikhail Lukin et al, February 2022 (10 pages) and Quantum optimization with arbitrary connectivity using Rydberg atom arrays 

by Minh-Thi Nguyen, Mikhail D. Lukin et al, September 2022 (19 pages). 

1173 See A quantum processor based on coherent transport of entangled atom arrays by Dolev Bluvstein, Mikhail D. Lukin et al, Nature, 

April 2022 (21 pages). 

two-qubit CZ gate (+ Raman laser)

Rydberg state preparation for CZ

global single qubit Raman laser

830 nm : SLM tweezer trap light

QuEra energy transition
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https://www.nature.com/articles/s41586-022-04592-6
https://www.nature.com/articles/s41586-022-04592-6
https://arxiv.org/abs/1908.06101
https://arxiv.org/abs/2012.12281
https://www-technologyreview-com.cdn.ampproject.org/c/s/www.technologyreview.com/2021/11/17/1040243/quantum-computer-256-bit-startup/amp/
https://arxiv.org/abs/2202.09372
https://arxiv.org/abs/2209.03965
https://www.nature.com/articles/s41586-022-04592-6
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They could also use arrays with two atoms species such as two isotopes of the same element or two 

different atom elements, with the data atoms being encoded in one atomic species and ancilla atoms 

encoded in another species that can be easily measured1174. 

In July 2022, QuEra launched Bloqade, their quantum emulation software package that is available 

on Github as a Julia package. It emulates on classical computers atom-based quantum simulations. 

This is akin to Pulser from Pasqal. They got help for this from Amazon and the Perimeter Institute. 

 

Planqc (2022, Germany, 4.6M€) is a startup created in Garching near Munich 

by Alexander Glätzle (CEO, a researcher at the University of Oxford in the 

UK), Sebastian Blatt (CTO) who was a researcher at Ludwig-Maximilians-

University Munich (and is a son of Rainer Blatt) and Johannes Zeiher (a re-

searcher at MPQ). 

Immanuel Bloch and Jose Ignacio Cirac from MPQ and Dieter Jaksch, Professor of Physics at the 

University of Oxford and the University of Hamburg are their scientific advisors. It’s a neutral atom 

based qubits company that plans to scale its system to thousands of qubits. They are still semi-stealth 

and don’t provide any details on their technology choices and roadmap. Looking at the research work 

from the founders, you may infer that they plan to implement MBQC on large cluster states of entan-

gled cold atoms1175. 

Let’s note here that M Squared (2006, UK, $56M) who was historically working on neutral atoms 

sensors entered the neutral atoms quantum computers market in November 2022. 

NMR qubits 

History and science 

Nuclear Magnetic Resonance was an early technique investigated to create quantum computers. Qubit 

states are the spin of nuclei within large ensembles of up to 1015 molecules. The qubit states are 

readout using nuclear magnetic resonances, implementing a variant of nuclear magnetic resonance 

spectroscopy. 

The NMR phenomenon was discovered in 1945 by Edward Mills Purcell (1912-1997, American) 

for which he was awarded the Nobel prize in physics in 1952, shared with Felix Bloch. Using nuclear 

spins for quantum computing was first proposed in 1993 by Seth Lloyd from the MIT1176 and refined 

in 1994 by David DiVincenzo, then at IBM Research, for the implementation of perfluorobutadienyl 

two-qubit gates1177. 

 

1174 See Hardware-Efficient, Fault-Tolerant Quantum Computation with Rydberg Atoms by Iris Cong, Mikhail Lukin et al, May 2022 

(31 pages) making references to A dual-element, two-dimensional atom array with continuous-mode operation by Kevin Singh et al, 

October 2021 (11 pages) on reduced cross-talk and QND with two mixed atom elements (cesium and rubidium), Fast Preparation and 

Detection of a Rydberg Qubit using Atomic Ensembles by Wenchao Xu et al, May 2021 (11 pages) and Interaction enhanced imaging 

of individual atoms embedded in dense atomic gases by G. Günter, Shannon Whitlock et al, June 2011 (6 pages) which also describes 

a QND measurement of cold atoms state. 

1175 See Realizing distance-selective interactions in a Rydberg-dressed atom array by Simon Hollerith, Immanuel Bloch, Johannes 

Zeiher et al, October 2021 (5 pages), See Quantum Information Processing in Optical Lattices and Magnetic Microtraps by Philipp 

Treutlein, Immanuel Bloch et al, Max-Planck Institute, June 2006 (15 pages). This is a variation of cold atoms qubits adapted to cluster 

states and MBQC. See also Quantum simulations with ultracold atoms in optical lattices by Christian Gross and Immanuel Bloch, 2017 

(8 pages). 

1176 See A potentially realizable quantum computer by Seth Lloyd, Science, 1993 (4 pages). 

1177 See Two-Bit Gates are Universal for Quantum Computation by David DiVincenzo, July 1994 (21 pages) and Bulk Spin-Resonance 

Quantum Computation by Neil A. Gershenfeld and Isaac L. Chuang, 1997 (7 pages). 

https://arxiv.org/abs/2105.13501
https://arxiv.org/abs/2110.05515
https://arxiv.org/abs/2105.11050
https://arxiv.org/abs/2105.11050
https://arxiv.org/abs/1106.5443
https://arxiv.org/abs/1106.5443
https://arxiv.org/abs/2110.10125
https://arxiv.org/abs/quant-ph/0605163
https://www.science.org/doi/abs/10.1126/science.aal3837
http://fab.cba.mit.edu/classes/MAS.862/notes/computation/Lloyd-1993.pdf
https://arxiv.org/abs/cond-mat/9407022
http://cba.mit.edu/docs/papers/97.01.science.pdf
http://cba.mit.edu/docs/papers/97.01.science.pdf
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It was refined by various proposals coming from the MIT, UCSB and Stanford researchers in 1997 

with a computing method using liquid state NMR (molecules in a liquid) and enabling the measure-

ment of the expectation value of quantum observables, ensuring an exponential computing 

speedup1178. 

An expectation value of an observable is the average value of the observable and not a random value 

obtained by a projective measurement, the type of qubit readout measurement usually implemented 

with other techniques. Using another explanation, this measures a statistical mixture of pure states. 

In 2001, IBM researchers even implemented Shor's 

algorithm with the number 15 on a 7-qubit NMR 

quantum processor using a perfluorobutadienyl iron 

complex where the spins come from the nuclear 

spins of fluor and carbon atoms (in red)1179. It is still 

the record to date! In these systems, qubit states 

where the ensemble nuclear spins ½ in a magnetic 

field, quantum gates were operated by radiofre-

quency pulses and qubit readout was done with de-

tecting spin states with a radiofrequency coil1180. 

 

Figure 412: NMR can rely on complex molecule like 
perfluorobutadienyl. Source: IBM.  

Afterwards, there were some developments with “Solid state NMR” (SSNMR) using nitrogen vacan-

cies and interactions between carbon atomic spins and vacancies electron spins or nuclear spins of 
29Si in silicon structures1181. 

NMR was quite fashionable in quantum computing about 20 years ago. IBM was even planning for 

the existence of NMR-based tabletop quantum computers1182. 22 years ahead, their (superconducting 

qubits) quantum computers are 3-meter wide cubes consuming in excess of 25 kW. 

 

Still, research is still ongoing on NMR quantum computing. It goes on in Eu-

rope in the Europe 2020 project FATMOLS run by a research consortium led 

by Spain1183. Its ambition is to create a molecular spin quantum processor using 

artificial magnetic molecules implementing spin qudits controlled, read-out 

and linked with some superconducting circuits. 

Quantum features are implemented with nuclear spins, electronic spins and circuits. Programming 

models range from quantum simulations to gate-based FTQC. The FATMOLS project’s goals is to 

create a proof-of-concept of one of the repetition unit cells of this platform with at least two molecules 

with multiple and fully addressable levels and related algorithms. 

 

1178 See Ensemble quantum computing by NMR spectroscopy by David G. Cory, Amr F. Fahmy and Timothy F. Havel, MIT, 1997 (6 

pages). 

1179 See Experimental realization of Shor's quantum factoring algorithm using nuclear magnetic resonance by Lieven M.K. Vandersypen, 

Isaac  L. Chuang et al, December 2001 (18 pages). 

1180 See NMR Quantum Computing, 2012 (43 slides) and NMR Quantum Computation NMR Quantum Computation by Thaddeus 

Ladd, Stanford, 2003 (39 slides). 

1181 See Solid-State Silicon NMR Quantum Computer by E. Abe, K. M. Itoh, Y. Yamamoto et al, 2003 (5 pages). 

1182 See Toward a table-top quantum computer by Y. Maguire, E. Boyden and N. Gershenfeld, IBM, 2000 (17 pages). 

1183 With CSIC, Aragón Materials Science Institute (ICMA), The Centre of Astrobiology (CAB), University of Barcelona, Universidad 

de Valencia / Instituto de Ciencia Molecular (UVEG), the Keysight team in Barcelona, and outside Spain: University of Manchester 

Molecular Magnetism Group, University of Oxford Department of Condensed Matter Physics, University of Parma and the Department 

of Chemistry at the University of Florence, Universität Stuttgart / Institute for Functional Matter and Quantum Technologies, Wolfgang 

Pauli Institut, Technische Universität Wien and IBM Zurich (Ivano Tavernelli). 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC19968/
https://arxiv.org/abs/quant-ph/0112176
https://qudev.phys.ethz.ch/static/content/QSIT12/QSIT12_NMR_L01.pdf
https://people.eecs.berkeley.edu/~vazirani/s05cs191/lectures/NMRLecture.pdf
https://www.researchgate.net/publication/226234475_Solid-State_Silicon_NMR_Quantum_Computer
http://syntheticneurobiology.org/PDFs/00.11.maguire.pdf
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The end-goal is to reach 100 to 1000 physical qubits1184. The project runs from March 2020 to August 

2023 with a total cost of 3.2M€, entirely funded by the EU. 

Research 

Various NMR variants are still investigated like the use of large molecular spins1185, europium mole-

cules with nuclear spins that can interact with luminescent photons carrying the nuclear spin infor-

mation1186, with molecular ensembles1187 and optically addressable molecular spins1188. 

DQC1 (Deterministic Quantum Computation with 1 quantum bit) is a curious quantum computing 

model created in1998 by Emanuel Knill and Raymond Laflamme. It was designed for NMR qubits 

which we were commonly developed in the late 1990s and were very noisy. It is described as a deter-

ministic quantum computation using one qubit and a classical computer1189. 

It computes deterministic functions on one bit 

and a classical computer is performing proba-

bilistic computing. But there’s more than one 

qubit in the story: the input is indeed con-

strained to a single qubit in a pure state but a 

set of n other qubits is prepared in an identity 

state and subject to a random unitary transfor-

mation Un and in a completely mixed state. 

These systems use noise as a resource which is 

formalized with quantum discord mathemat-

ical tools1190. At the end of computing, a meas-

urement takes place on the first qubit. It is not 

a universal quantum computing model, 

doesn’t use massive entanglement and has a 

narrow set of use cases although it is supposed 

to bring some exponential speedups in some 

circumstances1191. 

 
Figure 413: description of the DQC1 model. A qubit at the top is the 
only input. It is prepared then subject to an Hadamard gate and the 
result controls the application of the Un unitary transformation to n 

other qubits. At the end of this processing, the first qubit is the only one 
measured, with the process being repeated several times. The output 

yields a trace of the unitary Un. Source: Measurement-Based Quantum 
Correlations for Quantum Information Processing by Uman Khalid, 
Junaid ur Rehman and Hyundong Shin, Nature Research Scientific 

Reports, 2020 (9 pages). 

Vendors 

NMR quantum computers don’t scale well due to noise affecting qubits and poor entanglement. It 

didn’t prevent one company from China to manufacture and sell and NMR-based quantum computer. 

And fulfilling IBM’s 2000 dream, it is a desktop product. 

 

1184 See A perspective on scaling up quantum computation with molecular spins by S. Carretta et al, Applied Physics Letters, May2021 

(13 pages). 

1185 See Optically addressable molecular spins for quantum information processing by S. L. Bayliss et al, April 2020 (9 pages) as well 

as Chemical tuning of spin clock transitions in molecular monomers based on nuclear spin-free Ni(ii) by Marcos Rubín-Osanz et al, 

2021 (11 pages). It involves one lab in Spain and three in France (ICMM Orsay, LCPQ Toulouse and LNCMI Grenoble). 

1186 See Ultra-narrow optical linewidths in rare-earth molecular crystals by Diana Serrano, Senthil Kumar Kuppusamy, Benoît Heinrich, 

Olaf Fuhr, David Hunger, Mario Ruben and Philippe Goldner, KIT, CNRS, University of Strasbourg and Chimie ParisTech, Nature, 

May 2021-March 2022 (19 pages). 

1187 See A New Approach to Quantum Computing Using Magnetic Resonance Imaging by Zang-Hee Cho et al, June 2022 (9 pages). 

1188 See Enhancing Spin Coherence in Optically Addressable Molecular Qubits through Host-Matrix Control by S. L. Bayliss, David 

Awschalom et al, April 2022 (13 pages). 

1189 See On the Power of One Bit of Quantum Information by Emanuel Knill and Raymond. Laflamme, 1998 (5 pages). 

1190  See Measuring geometric quantum discord using one bit of quantum information by G. Passante, O. Moussa and Raymond 

Laflamme, 2021 (5 pages), Introducing Quantum Discord by Harold Ollivier, October 2001 (5 pages) and Quantum Discord: A Measure 

of the Quantumness of Correlations by Harold Ollivier and Wojciech H. Zurek, PRL, December 2001 (5 pages). 

1191 See Power of Quantum Computation with Few Clean Qubits  y Keisuke Fujii et al, 2015 (45 pages). 

https://www.nature.com/articles/s41598-020-59220-y
https://www.nature.com/articles/s41598-020-59220-y
https://zenodo.org/record/4946303/files/APL21-PS-02986.pdf?download=1
https://arxiv.org/abs/2004.07998
https://pubs.rsc.org/en/content/articlelanding/2021/SC/d0sc05856d#!divAbstract
https://arxiv.org/abs/2105.07081
https://arxiv.org/abs/2206.05932
https://arxiv.org/abs/2204.00168
https://arxiv.org/abs/quant-ph/9802037#:~:text=In%20standard%20quantum%20computation%2C%20the,bits%20in%20the%20computational%20basis.
https://arxiv.org/abs/1202.4475
https://arxiv.org/abs/quant-ph/0105072
https://arxiv.org/pdf/quant-ph/0105072.pdf
https://arxiv.org/pdf/quant-ph/0105072.pdf
https://arxiv.org/abs/1509.07276
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SpinQ Technology (2018, China, $14.4M) started with announcing 

in January 2021 their Gemini $5K 2-qubit desktop quantum com-

puter and their cloud quantum computing platform Taurus1192. It fol-

lowed an initial version launched in 2020 and sold at $55K The com-

puter weights 55 kg and works at ambient temperature. They plan to 

increase the number of qubits of this device in upcoming versions, 

up to a maximum 15 qubits. It would be nice since 2 qubits are to-

tally useless even for quantum programming learning tasks. Mean-

while, you can test for free 7 real superconducting qubits on IBM 

Quantum Experience cloud systems. 
 

The SpinQ computers uses liquid dimethyl-phosphite molecules 

with two OCH3 groups associated to a phosphorus atom plus one 

oxygen and one hydrogen atom. These molecules are controlled with 

permanent magnets and an RF pulse generation system. They fol-

lowed-on with the Gemini mini version (also with two qubits) and 

the Triangulum (with a hefty three qubits). 
 

Photons qubits 

Contrarily to all the previous qubits, photons have no mass and move at about the speed of light, 

modulo the optical refractive index of the physical media they pass through. While photons were used 

everywhere in solid qubits in control and readout features with microwaves or laser beams, they can 

be used to create qubits exploiting polarization or other physical characteristics such as frequency, 

amplitude, phase, mode, path or photon number. This is the vast field of linear and nonlinear optics1193. 

It is found in both the generation of qubits for quantum computation or simulation and with their 

application in telecommunications and quantum cryptography which we study in another part of this 

document, starting page 819. 

 
Figure 414: pros and cons of photon qubits. (cc) Olivier Ezratty, 2022. 

 

1192 See SpinQ Gemini: a desktop quantum computer for education and research by Shi-Yao Hou et al, 2021 (14 pages). It was updated 

with 3 qubits in September 2021 with their Triangulum version. 

1193 Nonlinear optics is well described in Nonlinear Optics by Franz X. Kärtner and Oliver D. Mücke, University of Hamburg, Decem-

ber 2016 (255 pages). See also the reference book Nonlinear Optics by Robert W. Boyd, 2007 (620 pages). 

• not yet scalable in number of operations due to 
probabilistic character of quantum gates and the 
efficiency of photon sources.

• photons can’t be stopped or be stored, they can 
just be slightly delayed.

• need to cool photon sources and detectors, but 
at relatively reasonable temperatures between 
2K and 10K, requiring lighweight cryogenic 
systems.

• boson sampling based quantum advantage starts 
to being programmable but a practival quantum 
advantage remains to be proven.

• stable qubits with absence of 
decoherence.

• qubits processing at ambiant temperature.

• emerging nano-photonic manufacturing 
techniques enabling scalability.

• easier to scale-out with inter-qubits 
communications and quantum 
telecommunications.

• MBQC/FBQC circumventing the fixed gates 
depth computing capacity.
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https://arxiv.org/abs/2101.10017
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.718.4488&rep=rep1&type=pdf
https://www.amazon.com/Nonlinear-Optics-Robert-W-Boyd/dp/0123694701
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Photonics is both an interesting solution for creating qubits as well as a transversal technology that is 

indispensable to other types of qubits because it is the only one that allows long-distance communi-

cations between quantum sensors, quantum networks and quantum computers. Photons are also used 

directly in quantum sensing, particularly for precision time measurement and even for pressure meas-

urement. 

The advantages of photonics are that it allows to manage quite stable qubits with a very low error rate 

at the quantum gate level thanks to their weak coupling with the environment. The main source of 

decoherence is related to the optical losses happening with photons propagation. Photons also operate 

at any temperature1194, do not require expensive nanoscopic manufacturing techniques and can be 

based on nanophotonic CMOS manufacturing processes1195. Their disadvantage lies in the fact that 

photons are even more probabilistic beasts than any of the other qubits. Scalability issues make it 

difficult to assemble more than a few dozens of qubits, at least for the moment. Photon sources must 

be more powerful to accommodate a larger number of entangled qubits. 

Current technology developments are based on progresses made with more efficient single photon 

sources, better photon detectors, nonlinear optics, advanced quantum states preparation (multimode, 

spatial or spectral multiplexing, non-Gaussian states) with a larger computing space than traditional 

two-states qubits, using cluster-states measurement-based techniques (MBQC) to avoid the pitfalls of 

a physically limited quantum gates depth and quantum error corrections. 

History 

The roots of quantum photonics date back from 1963 with the introduction of Glauber states by Roy 

J. Glauber which created the notion of coherent states of light explained by the quantization of the 

electromagnetic field. This corresponded to the beginnings of the laser era which led, among many 

things, to its broad industry impact, including fiber optics in the telecom realm. 

While the first physical qubits were exper-

imented in the mid-1990 (trapped ions, 

NMR) and early 2000s (superconducting), 

photon qubits used for computation saw 

the light much later. Starting in the mid-

1980s, quantum photonics were envi-

sioned for implementing quantum key dis-

tribution protocols. 2001 was a founda-

tional year with the creation of the KLM 

theory by Emanuel Knill and Raymond 

LaFlamme (then at the Los Alamos Na-

tional Lab) and Gerald Milburn (Univer-

sity of Queensland, Australia)1196. 

 

Figure 415: how dual-rail encoding works. Source: No-go theorem for passive 
single-rail linear optical quantum computing by Lian-Ao Wu et al, Nature, 

2013 (7 pages). 

 

1194 In general, solid-state light source must be cooled to 10K and the photon detectors output to about 2K to 4K. At least, one avoids 

going below 1K, which allows the use of cryogenic systems that are satisfied with helium 4 and do not require helium 3. These cryo-

genic systems are miniaturizable and require much less energy than the dilution systems used for superconducting and silicon qubits. 

1195 See Photonic quantum information processing: A concise review by Sergei Slussarenko and Geoff Pryde of the Centre for Quantum 

Dynamics and the Centre for Quantum Computation and Communication Technology at Griffith University in Brisbane, Australia (20 

pages) which describes the state of the art of photon qubits. This is the source of the diagram. See also the older Why I am optimistic 

about the silicon-photonic route to quantum computing by Terry Rudolph, a cofounder of PsiQuantum, published in 2016 (14 pages). 

1196 See A scheme for efficient quantum computation with linear optics by Emanuel Knill, Raymond Laflamme and Gerard Milburn, 

2001 (7 pages). 

https://arxiv.org/abs/1107.4646
https://arxiv.org/abs/1107.4646
https://aip.scitation.org/doi/pdf/10.1063/1.5115814
https://arxiv.org/abs/1607.08535
https://arxiv.org/abs/1607.08535
https://www.uni-ulm.de/fileadmin/website_uni_ulm/nawi.inst.220/lehre/QIV_SS2009/409046a0.pdf
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This model could theoretically implement quantum computing without relying on some sort of non-

linearity for creating entangling quantum gates1197. Implementing for example a CNOT gate with 

photons is not easy since photons do not easily interact with each other. 

The KLM model was a breakthrough, making it possible to implement two qubit gates with using 

photon sources, beam splitters and photon detectors, using a dual-rail encoding, represented by the 

presence of a single photon in one of two spatial optical modes1198. It circumvents the need for non-

linear interactions between photons with the use of post-selection with using ancilla photons, many 

executions and iterations being required. It creates significant overhead which makes the model im-

practical and not scaling well1199. 

There were then many “firsts” with the first universal optical quantum computer in 2015 using a 

chipset handling 6 photons with 15 Mach-Zehnder interferometers and 30 thermo-optic phase shifters 

and a 12-single-photon detector system1200, a programmable photonic quantum computer created by 

Xanadu in 2021 with 8 photons1201 and a first quantum computational advantage using gaussian boson 

sampling in China1202 . Boson sampling was based on an idea from Scott Aaronson elaborated in 

20111203. It led in 2022 to a similar experiment achieved by Xanadu with a programmable gaussian 

boson sampler. These systems however are not yet providing a quantum computing advantage with a 

real useful problem defined by some entry data. 

Many fundamental research advances were also achieved: 

• The MBQC model was created in 2000 by Robert Raussendorf and Hans Briegel. It circumvented 

some limitations of photon qubits beyond the nonlinearity already discussed, like the finite num-

ber of gates that could be executed, the photons being “flying qubits”. We’ll describe this later. 

The key figure of merit of this architecture is the ability to create large cluster states of entangled 

photons. 

• Quality photon sources, like single and deterministic photon sources, and better, entangled photon 

sources. Two entangled photons can be created with a photon source and a polarizing crystal. 

More entangled photons can be created with a single deterministic indistinguishable photon 

sources and delay lines. 

• Silicon-based or III-V Quantum Photonic Integrated Circuits (QPICs) that implement quantum 

gates with waveguides and electronically controllable optical elements like beam splitters and 

polarizing filters as well as photon sources and photons detectors. They enable miniaturization of 

these components. Their figures of merit are miniaturization and low photon losses1204. 

 

1197 See the review paper The Category of Linear Optical Quantum Computing by Paul McCloud, March 2022 (34 pages). 

1198 See No-go theorem for passive single-rail linear optical quantum computing by Lian-Ao Wu et al, Nature, 2013 (7 pages). 

1199 This part is inspired from Twenty Years at Light Speed: The Future of Photonic Quantum Computing by David D. Nolte, December 

2021. See also Photonic quantum technologies by Jeremy L. O'Brien, Akira Furusawa and Jelena Vučković, Nature Photonics, 2009 

(11 pages). 

1200 See Universal linear optics by Jacques Carolan, Jeremy O’Brien, Anthony Laing et al, Science, 2015 (6 pages). 

1201 See Quantum circuits with many photons on a programmable nanophotonic chip by J. M. Arrazola et al, Nature, March 2021 (21 

pages). 

1202 See Quantum computational advantage using photons by Han-Sen Zhong et al, December 2020 (23 pages). 

1203 See The computational Complexity of Linear Optics by Alex Arkhipov and Scott Aaronson, 2010 (94 pages). 

1204 See the review paper Silicon photonic devices for scalable quantum information applications by Lantian Feng et al, August 2022 

(20 pages). 

https://arxiv.org/abs/2203.05958
https://arxiv.org/abs/1107.4646
https://galileo-unbound.blog/2021/12/20/twenty-years-at-light-speed-the-future-of-photonic-quantum-computing/
https://arxiv.org/abs/1003.3928
https://www.science.org/doi/10.1126/science.aab3642
https://arxiv.org/abs/2103.02109
https://arxiv.org/abs/2012.01625
https://arxiv.org/abs/1011.3245
https://arxiv.org/abs/2208.05104
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Then, since about 2017, a wealth of startups have been created that are all pursuing the goal of creating 

photon qubits quantum computers, first in the NISQ and then the FTQC realms: PsiQuantum, 

Xanadu, Quandela, Orca Computing, QuiX, etc. They all adopt very diverse technological choices 

as we will see in the vendor section. 

Science 

To understand photons in quantum information systems, one needs to get a bit deeper in quantum 

optics and statistical optics. This section constitutes a very rudimentary primer, enabling you to un-

derstand some of the vocabulary used by quantum information photonicians. It can also help us seg-

ment the various kinds of photonic qubits like discrete variables and continuous variables qubits. 

So far, we’ve mainly mentioned photons as wave-particles interacting with matter, with the photoe-

lectric effect and atoms energy transitions. But exactly, what are photons? How do we define and 

classify it? 

A photon is a moving perturbation of the electromagnetic field with orthogonal magnetic and electric 

field variations themselves orthogonal to the photon propagation direction. 

Photons are described with their quantum numbers which are: 

• Mass and electric charge that are equal to zero. 

• Wavelength   or frequency 𝜈 which define the photon energy and momentum. Several photons 

with same or different frequencies can be coherently superposed and create a “photon number” 

or a “wave packet”. Wave packets are usually generated by femto-lasers pulses, mostly in the 

visible and infrared ranges, or by digital-to-analog microwave generators like those used to drive 

superconducting and electron spin qubits. 

• Spin angular momentum (SAM), which corresponds to their angular momentum having quan-

tized values  ℏ or −ℏ (spin = +1 or -1 since spins are expressed in ℏ units) corresponding to 

circular right or left polarization. Any single monochromatic photon is a linear superposition of 

these two circular polarizations, including linearly horizontally or vertically polarized photons. 

• Orbital angular momentum (OAM) where the electromagnetic field is rotating helically along 

its propagation axis or vector1205. Equals ℓℏ with ℓ being any integer. 

Photons interact with other particles, mainly electrons either tied to atom nucleus, for photons ab-

sorption and/or emission, or free electrons like with the Compton effect. 

They can be created, destroyed and modified by many of these interactions. Pairs of photons can also 

be generated by the collision between particles and their antiparticles. Their behavior is mainly de-

scribed with Maxwell’s equations and its derivatives. 

Photon directionality. Is a photon directional? Textbooks usually make a distinction between spon-

taneous emission with photons going in any direction, from a lightbulb or the Sun, and stimulated 

emission, with directional light, coming from lasers. Radio-frequency antennas can also create spher-

ical radiations going in many directions. 

But whatever its source and wavelength, a single photon is mostly always directional and moving in 

space as a planar wave. A photon electromagnetic wave is represented by orthogonal electric and 

magnetic fields variations travelling along a vector orthogonal to them. A photon direction can change 

when it traverses various materials having different refraction indices. 

 

1205 See Quantum advantage using high-dimensional twisted photons as quantum finite automata by Stephen Z. D. Plachta et al, Feb-

ruary 2022 (20 pages) which proposes to use qubits encoded in orbital angular momentum to implement a Quantum finite automata 

(QFA) to solve binary optimization problems. 

https://arxiv.org/abs/2202.04915
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Can we have non-planar photons? “Any direction” photons can come from a statistical view of ran-

dom multidirectional photons emissions or from a coherent superposition of photons emitted in sev-

eral directions. 

With light bulbs, many photons are emitted in various directions by random thermal processes, with 

various photon wavelengths. Laser coherent light is made of photons with the same wavelength, phase 

and direction. The distinction between a wave and a point-like particle is as blurred with photons as 

it is with electrons as far as their exact physical nature and dimensional scope is concerned. 

 
Figure 416: photon characteristics, polarization. 

Photon length and size are thus notions that are rarely mentioned. According to the Hunter-Wadlinger 

electromagnetic theory of the photon established in 1985 and verified experimentally for some wave-

lengths, an optical photon has a shape similar to an elongated ellipsoid of length λ and diameter λ/π, 

λ being the photon’s wavelength. 

What this means is the usual graphic represen-

tation in Figure 417 in green is not realistic! 

According to other literature, the longitudinal 

length of a single photon is half of its wave-

length (λ/2)1206. 

  
Figure 417: a photon wave packet or pulse, and a single frequency 

photon… of undetermined length.  The first has many harmonic 
frequencies shaped like a Gaussian curve in their Fourier transform while 

the single frequency photon Fourier transform is a single point. 

This length’s range is quite broad, with 1 nm for X-rays and several orders of magnitude smaller for 

gamma rays, to over one millimeter and up to several kilometers for radio waves. A classical repre-

sentation in the above illustration with an EM field of 1,5 wavelengths doesn’t correspond to a single 

photon according to this interpretation, but to three or 1,5 consecutive single photons. 

Nothing says that this can represent reality. On top of that, with a photon having half a wavelength, 

its Fourier transform won’t be decomposed with a single frequency, but with some harmonic frequen-

cies. We’re safe since this can be explained with Heisenberg’s indeterminacy, related here to two 

complementary properties, the photon length, and its wavelength. In other words, if you try to de-

scribe with precision the length of the photon wave (time/space domain), you end up losing precision 

with its wavelength (energy domain). And vice versa! 

Photon modes are not that easy to define and their simplified descriptions are diverse. These are 

defined by coherence and orthogonality properties of the EM field. These are orthogonal solutions of 

the EM wave equations. Different photon modes do not interfere. The energy of a linear superposition 

of modes equals the sum of the energy of the individual modes. Only photons with the same mode 

can be coherent and interfere. 

 

1206 See Electromagnetic fields, size, and copy of a single photon by Shan-Liang Liu, 2018 (4 pages) and The Size and Shape of a 

Single Photon by Zhenglong Xu, 2021 (22 pages). 
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https://arxiv.org/ftp/arxiv/papers/1604/1604.03869.pdf
https://www.scirp.org/html/107462_107462.htm
https://www.scirp.org/html/107462_107462.htm
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There are two types of photon modes: spatial modes that are transverse to their direction of propaga-

tion and temporal modes in the direction of propagation (time and frequency)1207. 

We find these multimode photons in various quantum optics setups like with boson sampling experi-

ment that we’ll describe a bit later, as well as in quantum key distribution settings1208. 

Photon number is a way to describe groups of similar photons. Several photons with the same wave-

length and polarization, can be at the same place and at the same time. They also share the same 

direction vector. These photons are indistinguishable. This is a property of bosons which are elemen-

tary or composite particles with the same quantum characteristics which can get together, following 

Bose-Einstein statistics, while fermions with the same quantum characteristics can’t be together, fol-

lowing Fermi-Dirac statistics. 

A group of similar photons form an electromagnetic wave whose energy 𝐸 = ℎ𝜈𝑁 = ℏ𝜔𝑁, i.e. the 

energy of each photon multiplied by the number of added photons having that wavelength1209. 

A photon number is this number of “clustered” photons forming a higher energy EM field than a 

single photon1210. You can even create superpositions of multi-photons (or single-mode Fock state as 

we’ll see later) with 0, 1, 2 and 3 photons. This can be used to create photon-number Bell states, 

namely entangled states of superposed photon numbers1211. This is head twisting and hard to visual-

ize! 

Quantum optics is heavily based on the model of the quantum harmonic oscillator, the quantum-

mechanical analog of the classical harmonic oscillator, with quantized energy. 

The energy of a quantum oscillator can be described with a simple equation, N being the photon 

number. When N=0, the oscillator energy corresponds to the vacuum state energy. 

energy 𝐸 and photon number 𝑁:    𝐸 = ℏ𝜔 (𝑁  
 

2
)        photon wavenumber   =

2𝜋

 
. 

Photon wavenumber is the spatial frequency of a wave, measured in radians per unit distance. It is 

defined as k with the above right formula using the photon wavelength. 

Creation and annihilation operators or ladder operators are mathematical operators used with quan-

tum harmonic oscillators and many-particles systems. An annihilation operator �̂� reduces the number 

of particles in a given state by one and a creation operator �̂�† increases this number by one. It is the 

adjoint operator of the annihilation operator. These operators act on states of various types of particles, 

and with photons, as adding or removing a quantum of energy to and oscillator system. 

The use of these operators instead of wavefunctions is part of the second quantization formalism. It 

explains why the canonical quantum physics postulates that we described in an earlier part (page 86) 

are not entirely applicable to quantum optics, particularly the time evolution postulate related to 

Schrödinger’s wave equation that is applicable only to non-relativistic massive particles and even the 

structure of the quantum state 𝜓. 

 

1207 See The concept of modes in optics and photonics by René Dändliker, 1999 (6 pages). 

1208 See the review paper Roadmap on multimode photonics by Ilaria Cristiani et al, 2022 (39 pages) which also covers classical use 

cases of multimode photonics. 

1209 Here, 𝜈 is the photon frequency, h in Planck’s constant, ℏ is Planck’s reduced constant or Dirac’s constant and 𝜔 is the photon 

angular frequency with 𝜔 =   𝜈, in radians per second,    radians corresponding to a 1 Hz frequency. 

1210 A powerful radio of digital TV emitter is creating these kinds of photons, in the radiowave range! Same for a radar. 

1211 See Generation of non-classical light in a photon-number superposition by J. C. Loredo, Pascale Senellart et al, November 2018 

(13 pages), Generating superposition of up-to three photons for continuous variable quantum information processing by Mitsuyoshi 

Yukawa et al, 2013 (7 pages), and Generation of light in a photon-number quantum superposition, August 2019. And the entangled 

photon numbers in Photon-number entanglement generated by sequential excitation of a two-level atom by S. C. Wein, Pascale Senellart 

et al, June 2021 and in Nature Photonics, April 2022 (18 pages). 

https://spie.org/etop/1999/193_1.pdf
https://backend.orbit.dtu.dk/ws/portalfiles/portal/282054365/Cristiani_2022_J._Opt._24_083001.pdf#1a
https://arxiv.org/abs/1810.05170
https://arxiv.org/abs/1212.3396
http://quantumdot.eu/2019/08/30/generation-of-light-in-a-photon-number-quantum-superposition/
https://arxiv.org/pdf/2106.02049.pdf
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Mathematically, a photon occupation number operator is a Hermitian operator �̂� = �̂�†�̂�. And a pho-

ton number of n superposed photons created by the operator �̂�† applied n times to the vacuum state 

| ⟩ creates the state | ⟩ =
 

√𝑛!
 �̂�† 𝑛| ⟩. 

Second quantization is the broad field of quantum physics that deals with many-body quantum sys-

tems. It was introduced by Paul Dirac in 1927 and developed afterwards by Vladimir Fock and 

Pascual Jordan. While the first quantization dealt with individual quantum objects and their descrip-

tion by the Schrödinger wave equation, the second quantization describes many-body systems which 

are represented mathematically by Fock states and Fock spaces. 

Its formalism introduces creation and annihilation operators to construct and handle the Fock states, 

providing the mathematical tools to the study quantum many-body systems. 

Instead of describing such a system as a tensor product of all its constituent quantum objects, it is 

simplified with chaining |   
⟩ describing the    quantum objects that are in the same quantum state 

   as described in the above equation related to the creation operator. 

A many-body system is described as the tensor product of the Fock states |   
⟩ corresponding to each 

individual quantum states in the system: |  0
⟩⨂⋯⨂|  𝑛

⟩, given that the photon number    for the 

Fock state |   
⟩ can be 0 or 1 for fermions and any positive number for a boson. When all occupation 

numbers are equal to zero, the Fock state corresponds to the vacuum state. 

A Fock state with only one non-zero occupation number is a single-mode Fock state. Contrarily, a 

multi-mode Fock state has several non-zero occupation numbers. 

Quantum optics. This field of quantum physics started quite late. In 1956, the Hanbury-Brown-Twiss 

(HBT) experiment was about observing the intensity correlations of the radiation of a mercury lamp 

and from some bright stars. After traversing a beamsplitter (with a mercury lamp) or at two spatially 

separated points (for stars), the intensities measured by two detectors were fluctuating, and these 

fluctuations were correlated. 

It was then explained by the emission of photon bunches coming from thermal sources. But it could 

be explained without using photons and quantum physics. 

Quantum optics really started when it became possible to create non classical light sources like pairs 

of photons and single photons, respectively in 1967 and 1977. Photon pairs were first created with 

using cascaded atom decay and parametric down conversion1212. 

Semi-classical light. It describes interactions between quantized matter such as atoms and electrons 

with classical light fields. Continuous laser light belongs to this category. 

Non-classical light. Light and photons are always quantum, just because it comes from quantized 

energy exchanges with matter. Still, light is considered to show non-classical and quantum effects 

when the electromagnetic field is quantized and photons are handled individually. This happens in a 

couple situations: creation of entangled Bell states, antibunching, photon noise and negative proba-

bilities with the Wigner function. We’ll look at each of these phenomena. 

Bell states where single photons behave probabilistically and in the general case have no a priori 

properties like polarization, wavelength, wavevector before being measured. These properties are re-

vealed while being measured and show correlations between entangled photons whose measured 

properties will be random. 

 

1212 Source: Lecture 1. Basic concepts of statistical optics (7 pages). 

https://mpl.mpg.de/fileadmin/user_upload/Lecture_3_1.pdf
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Anti-bunching corresponds to a light field where photons are equally spaced in time, much better 

than with a coherent laser field. It is detected with a HBT (Hanbury Brown & Twiss) intensity auto-

correlator... with no correlations. It refers to sub-Poissonian photon statistics, that is a narrow photon 

number distribution. 

It can be generated by single photon sources as well as from pulse mode lasers. A coherent state from 

a laser has a Poissonian statistics generating random photon spacing and a thermal source light field 

has super-Poissonian statistics and yields bunched photon spacing. All these aspects belong to the 

field of statistical optics. 

 
Figure 418: poissonian, sub-Poissonian and super-Poissonian photons wavelength distribution and photons time distribution. 

Compilation: Olivier Ezratty, 2021. 

The quality of single photons source is measured with the data from two experiments. The first uses 

a variant of a Hanbury Brown and Twiss (HBT) intensity autocorrelator that checks the photons are 

emitted in a very regular way, like a metronome. From a starting click on one of the two photon 

detectors, it analyzes the time distribution of the appearance of the following photons. This produces 

the plots in Figure 419. The ideal model would be that of a high peak on either side of the center. The 

low peaks represent the system noise1213. 

The second experiment called H.O.M. for Hong-Ou & Mandel and created in 1987 uses a Mach-

Zehnder interferometer to validate the fact that the emitted photons are indeed identical and impossi-

ble to distinguish1214. 

 

1213 This experiment, originally created to detect the size of stars, also allowed to validate the corpuscular nature of photons. The 

experiment can be easily interpreted in an intuitive way: photons pass through a one-way mirror, whether or not it crosses randomly. 

Behind this mirror are two photon counters, here with SPADs (avalanche diodes). The system detects when a photon is detected at the 

same time by both sensors. If the photons take the same way to reach both detectors, there will be no coincidence since the emitted 

photons are sent in well-ordered trains and can only be on one side or the other. By adding a delay line between the mirror and one of 

the sensors that is proportional to the period of emission of the photons, it creates many occurrences with photons arriving simultane-

ously in both sensors. This is what we see in the two curves, one of them being with a linear scale of coincidences (measured over a 

period of time sufficient to capture hundreds of them) and another logarithmic which allows to better characterize the noise of the 

system. 

1214 See High-performance semiconductor quantum-dot single-photon sources by Pascale Senellart, Glenn Solomon and Andrew G. 

White, 2017 (14 pages) which describes the various ways to characterize the quality of single photons sources. 
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Figure 419: how antibunching is measured. Sources: various. 

Quadratures representation is a way to describe the electromagnetic field and its related uncertainty. 

An EM wave is positioned in two axis X and Y or X1 and X2 corresponding to the rotation of the 

electric field in the EM field, thus the equations describing X1 and X2 below, with the cosine and sine 

of 𝜔𝑡 (angular frequency   time). Said otherwise, a quadrature describes the real and imaginary parts 

of a complex amplitude. This EM field complex amplitude is rotating so what’s interesting is not the 

grey circle position in the chart but its shape and size which represents the photon measurement un-

certainty. It is represented by the variation of the length of the vector which is the photon number and 

of the width of the circle, orthogonally to the vector, which corresponds to the phase uncertainty. For 

unsqueezed coherent light, this uncertainty is the same as the vacuum state. 

Photon noise aka shot noise is found in the detection of light and corresponds to quantum fluctuations 

in the electromagnetic field. This noise or imprecision can be squeezed in one dimension. 

Squeezed light corresponds, in a quadrature or phasor diagram representation, to wave functions 

which have an uncertainty in one of the quadrature amplitudes (phase or photon number) smaller than 

for the ground-state corresponding to the vacuum state. It can be generated by different means like a 

parametric down conversion1215. Balanced homodyne detectors are used to detect squeezed light. 

Wigner function is yet another representation of a quantum state, richer than the phase diagram 

above which is used to measure the level of quantumness of a light pulse. It’s not far from a probability 

distribution of the electric field in the (Q, P) plane that can take negative values in some conditions, 

for so-called non-Gaussian states1216. With coherent states, W(Q, P) is a symmetric Gaussian function 

peaking at the average values of the sine and cosine components of the electric field with the peak 

width corresponding to the vacuum noise like in the quadrature representation. 

 

1215 See Generation of squeezed states by parametric down conversion by Ling-An Wu et al, University of Texas, Physical Review 

Letter, 1986 (4 pages). 

1216 See Conversion of Gaussian states to non-Gaussian states using photon number-resolving detectors by Daiqin Su et al, Xanadu, 

April 2019 (37 pages), the tutorial paper Non-Gaussian Quantum States and Where to Find Them by Mattia Walschaers, LKB - Collège 

de France, April 2021 (55 pages) and the review paper Production and applications of non-Gaussian quantum states of light by A. I. 

Lvovsky, Philippe Grangier et al, June 2020 (50 pages). 
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https://arxiv.org/pdf/1902.02323.pdf
https://arxiv.org/abs/2104.12596
https://arxiv.org/abs/2006.16985
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Figure 420: what squeezed light looks like when using quadratures representation. Sources: various. 

The Wigner function equation looks like: 

𝑊 𝑄 𝑃 =
1

 ℏ
∫ 𝜓 

+∞

−∞

 𝑄  𝑦 𝜓 𝑄 − 𝑦  2 𝑃𝑦/ℏ𝑑𝑦 

Figure 421: Wigner function which helps measure the quantumness of light. 

with 𝜓 being the quantum object wave function, Q and P the position and momentum and y, the var-

iable used in the integral. It returns a real value that can be positive or negative. Q and P could be 

replaced by the sine and cosine components of the quantized electric field like in the phasor diagram. 

In Figure 422 are presented a 

set of Wigner functions, rang-

ing from the most classical to 

the most quantum fields. A is 

a coherent state 1217 , B, a 

squeezed state, C a single-

photon state and D a Schrö-

dinger’s-cat state. The projec-

tions or shadows of the Wig-

ner function are the probabil-

ity distributions of the quan-

tum continuous variables Q or 

P. The Wigner function is a 

Gaussian function for A and B 

but takes negative values for 

the non-Gaussian strongly 

quantum states C and D1218. 

 
Figure 422: various 3D representations of the Wigner function, for Gaussian and non-Gaussian 

light. Source: Make it quantum and continuous by Philippe Grangier, Science, 2011. 

 

 

1217 The vacuum state has a similar Wigner function, but centered around P=0 and Q=0. 

1218 See Recent advances in Wigner function approaches by J. Weinbub and D. K. Ferry, 2018 (25 pages) which shows the various use 

cases of the Wigner function. 
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These negative values vanish very quickly with decoherence. 

Parametric down-conversion is a nonlinear optical process converting one photon of high energy 

into a pair of photons of lower energy. It is used to generate pairs of entangled photons. 

 
Figure 423: a zoo of photons. (cc) Olivier Ezratty, 2021. 

Photons zoo. Figure 423 shows some various photon states as a summary of this section. Random 

photons in spontaneous light coming from the Sun or light bulb and “photon number” waves assem-

bling several similar photons belong to classical light. 

Other forms of light described here are semi-classical or non-classical: photon number superposition, 

squeezed states where the precision is improved in photon number, amplitude or phase at the expense 

of the others, single-mode coherent laser light, wave packets created by pulse lasers or microwave 

coming from waveform generators used with superconducting and electron spin qubits, entangled 

photons used in QKD and photon qubits, and non-gaussian states which are weird beasts too compli-

cated to describe in a couple of words that are used to implement non-Clifford quantum gates with 

photon qubits. 

Qubit operations 

Photons are "flying qubits". They are the only ones having this characteristic with flying electrons, 

which are investigated at the fundamental research level. There are two main classes of photon qubits: 

discrete variable and continuous variable qubits1219. 

Discrete Variable qubits use single photons and use a two-dimensional space like orthogonal polar-

izations or the absence and presence of single photons. DV systems can even be based on qudits using 

more than one degree of liberty. DV qubits rely on highly efficient, deterministic and indistinguisha-

ble single photon sources. They are using the “particle” side of photons. Their indistinguishability 

must exceed 95%, meaning this percentage of photons must be indistinguishable. The photon sources 

must also be efficiently connected to dynamically controllable photonic computing chipsets. 

 

1219 See this good review paper: Integrated photonic quantum technologies by Jianwei Wang et al, May 2020 (16 pages) and Hybrid 

entanglement of light for remote state preparation and quantum steering by Adrien Cavaillès et al, LKB (41 slides) which positions 

well the difference between DV and CV computing. 
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Figure 424: comparison of the main models of photon-based quantum computing. (cc) Olivier Ezratty, 2021. 

Efforts are also undertaken to create cluster states of entangled photons used in MBQC and to create 

deterministic multi-qubit gates using spin-photon interactions like in NV centers or other silicon spin 

defects1220. 

Continuous Variable qubits encode information in the fluctuations of the electromagnetic field, in 

their quadrature components, in qubits that are sometimes baptized qumodes1221. We are playing here 

with the wave nature of photons. 

Photons readout can be done with a Gaussian measurement comprising homodyne detection for one 

of the two quadrature components and heterodyne detection on one of these1222, and a non-Gaussian 

measurement implementing photon counting returning an integer. There, you hear about Wigner func-

tion amplitude, phase encoding, Gaussian states1223, including squeezed states generated with nonlin-

ear media and non-Gaussian gates to execute non-Clifford group gates bringing a real exponential 

speedup for quantum computing. Quantum gates can be deterministic, homodyne detectors are 

cheaper than single photons detectors, and quantum states are more robust. CV qubits are implement-

ing larger cluster states for MBQC, using a large number of photon modes (in the thousands)1224. 

In the CV qubit domain, PhotoQ (Denmark) is a collaborative project implementing this architecture 

with using surface codes for fault-tolerance1225. The project is built around research from DTU with 

participating organizations being AMCS Group, Aarhus University, Kvantify and NKT Photonics (la-

sers) with a public funding of 3M€ from Innovation Fund Denmark. They are (wonder why) focused 

on solving logistics and pharmaceutical industries problems. 

 

1220 See Multidimensional cluster states using a single spin-photon interface coupled strongly to an intrinsic nuclear register by Cathryn 

P. Michaels et al, University of Cambridge, April 2021 (11 pages). 

1221 For an explanation of the difference between qumodes and qubits, see Introduction to quantum photonics from Xanadu. 

1222 On the measurement of CV qubits, see Optical hybrid architectures for quantum information processing by Kun Huang, LKB, 2017 

(215 pages). This is not the same Kun Huang as the discoverer of phonon-polaritons in 1951. 

1223 Understanding how Gaussian states work is already quite a challenge. See Gaussian Quantum Information by Christian Weedbrook, 

Seth Lloyd et al, 2011 (51 pages). 

1224 See A fault-tolerant continuous-variable measurement-based quantum computation architecture by Mikkel V. Larsen, January 2021 

(16 pages). 

1225 See A fault-tolerant continuous-variable measurement-based quantum computation architecture by Mikkel V. Larsen et al, August 

2021 (19 pages) and Deterministic multi-mode gates on a scalable photonic quantum computing platform by Larsen, Mikkel V. et al, 

Nature Physics, August 2021 (32 pages). 
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There you will also find cat-qubits and GKP states1226. Hybrid DV/CV qubits approaches are also 

investigated1227. CV computing can be used with universal gates quantum computing as well as with 

quantum simulations. 

Quantum Walks based simulation is another computing technique using photons. Similarly to the 

CV/DV computing segmentation, you have two classes of photon-based quantum walk systems: dis-

crete-time quantum walks with discrete steps evolutions1228 and continuous-time quantum walks with 

a continuous evolution of a Hamiltonian coupling different sites1229. A research team in China created 

a CV-quantum walk system handling a Hilbert space of dimension 400 as shown in Figure 425. It 

even takes the form of a seemingly packaged and designed product despite coming out of a public 

research lab and not a startup. There are even hybrid fermion/bosons approaches that are proposed 

but that are very theoretical and with very few hardware implementation details1230. 

 
Figure 425: the continuous-variable quantum walk system YH QUANTA QW2020 from China. Source: Large-scale full-

programmable quantum walk and its applications by Yizhi Wang et al, August 2022 (73 pages). 

Boson sampling is a separate technique we’ll cover later in a dedicated section, page 445. It’s a 

research field that has not yet brought to life programmable computing. 

Coherent Ising Machines is another technique based on using optical neural networks that can solve 

combinatorial optimization problems with mapping them onto NP-hard Ising problems 1231.   

 

1226 These light states require specific preparation techniques. See for example Robust Preparation of Wigner-Negative States with 

Optimized SNAP-Displacement Sequences by Marina Kudra, Jonas Bylander, Simone Gasparinetti et al, Chalmers University, PRX 

Quantum, September 2022 (12 pages) with interesting cavity-based preparation of various quantum light states usable in CV photon 

qubit systems. 

1227 See Hybrid Quantum Information Processing by Ulrik L. Andersen and al, 2014 (13 pages) and Hybrid discrete and continuous-

variable quantum information by Ulrik L. Andersen et al, 2015 (11 pages), Visualization of correlations in hybrid discrete—continuous 

variable quantum systems by R P Rundle et al, February 2020 (15 pages) and Remote creation of hybrid entanglement between particle-

like and wave-like optical qubits by Olivier Morin, Claude Fabre, Julien Laurat, LKB France, 2013 (7 pages). 

1228 See for example Quantum walks of two correlated photons in a 2D synthetic lattice by Chiara Esposito, Fabio Sciarrino et al, April 

2022 (18 pages). 

1229 See Purdue University Scientists Say 'Quantum Rainbow' May Allow Room-Temperature Quantum Computing par Matt Swayne, 

2021 referring to Probing quantum walks through coherent control of high-dimensionally entangled photons by Poolad Imany et al, 

July 2020 (9 pages). 

1230 See Two-level Quantum Walkers on Directed Graphs I: Universal Quantum Computing by Ryo Asaka et al, December 2021 (20 

pages) and Two-level Quantum Walkers on Directed Graphs II: An Application to qRAM by Ryo Asaka et al, April 2022 (23 pages). 

1231 CIM is described in the presentation Coherent Ising Machines: non-von Neumann computing using networks of optical parametric 

oscillators by Peter McMahon, Cornell University, October 2020 (100 slides). It reminds us that HPE and Ray Beausoleil worked on a 

CIM before abandoning all quantum computing endeavors altogether. The source of the illustration was found on slide 55. 

https://arxiv.org/abs/2208.13186
https://arxiv.org/abs/2208.13186
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.030301
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.030301
https://arxiv.org/pdf/1409.3719.pdf
https://backend.orbit.dtu.dk/ws/portalfiles/portal/122902294/hybrid_progress_v11.1.8_postprint.pdf
https://backend.orbit.dtu.dk/ws/portalfiles/portal/122902294/hybrid_progress_v11.1.8_postprint.pdf
https://iopscience.iop.org/article/10.1088/2399-6528/ab6fb6
https://iopscience.iop.org/article/10.1088/2399-6528/ab6fb6
https://arxiv.org/abs/1309.6191
https://arxiv.org/abs/1309.6191
https://arxiv.org/abs/2204.09382
https://thequantumdaily.com/2021/02/15/purdue-university-scientists-say-quantum-rainbow-may-allow-room-temperature-quantum-computing/%20%09
https://advances.sciencemag.org/content/6/29/eaba8066
https://arxiv.org/abs/2112.08119
https://arxiv.org/abs/2204.08709
https://bernalde.github.io/QuIP/slides/47-779%20Lecture%209%20-%20Coherent%20Ising%20Machine%20(McMahon).pdf
https://bernalde.github.io/QuIP/slides/47-779%20Lecture%209%20-%20Coherent%20Ising%20Machine%20(McMahon).pdf
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Practically speaking, Ising models can solve 

many problems: planning and scheduling, fi-

nancial portfolio optimizations, graph prob-

lems and even material and molecular design. 

These problems are defined by couplings be-

tween a set of spins. The solution is the spin 

orientation that minimizes the energy func-

tion of the system. CIM systems use single-

mode photon squeezing, oscillation at degen-

erate frequency, Optical Parametric Amplifi-

ers in a Cavity (OPO) and a measurement 

feedback technique. Leveraging delay lines, 

time division multiplexing and measurement 

feedback, CIM can implement many-to-

many connectivity. The largest CIM system 

was built in Japan in 2021 with 100,000-

spins1232. It competed with quantum anneal-

ing (from D-Wave) and also classical CMOS-

based annealing (from Fujitsu). 

 

Figure 426: example of realization of a coherent Ising Machine. Source: 
Coherent Ising Machines: non-von Neumann computing using networks 
of optical parametric oscillators by Peter McMahon, Cornell University, 

October 2020 (100 slides). 

A bit like the difference we discovered between (D-Wave) quantum annealing solving Ising “Z” prob-

lems1233 and quantum simulation models implementing XY qubits connectivity, there are also pho-

tonic based coherent XY models that compete with CIM1234. 

Hybrid atoms-photons qubits. Stanford University researchers devised a new hybrid quantum pho-

tonic approach using a single atom that modifies photons states via quantum teleportation and imple-

ment quantum gates and qubit readout1235. 

It reduces the need for multiple pho-

ton emitters and greatly simplifies the 

hardware setting that makes use of a 

photons storage ring made of a fiber 

loop, optical switches in the loop, a 

beam splitter, a phase shifter, a pho-

ton scattering unit and a cavity con-

taining a single atom controlled by a 

laser, the atom getting entangled with 

the photon. 

 

Figure 427: an example of hybrid atoms-photons system. Source: Deterministic 
photonic quantum computation in a synthetic time dimension by Ben Bartlett, Avik 

Dutt and Shanhui Fan, Optica, November 2021 (9 pages). 

 

1232 See 100,000-spin coherent Ising machine by Toshimori Honjo et al, September 2021 (8 pages). 

1233 CIM is supposed to work better than D-Wave that also implement Ising models according to Practical Application-Specific Ad-

vantage through Hybrid Quantum Computing by Michael Perelshtein et al, 2021 (14 pages) that is described in A poor man’s coherent 

Ising machine based on opto-electronic feedback systems for solving optimization problems by Fabian Böhm et al, Nature Communi-

cations, 2019 (9 pages). See also Experimental investigation of performance differences between coherent ising machines and a quan-

tum annealer by R. Hamerly et al, Sci. Adv., 2019 (26 pages) for the comparison with D-Wave 2000Q. The compared CIM machine is 

from NTT and Stanford. The Stanford CIM is described in A fully programmable 100-spin coherent Ising machine with all-to-all 

connections by Peter L. McMahon et al, 2016 (9 pages). The NTT CIM is described in A coherent Ising machine for 2000-node opti-

mization problems by T. Inagaki et al, Science, 2016 (6 pages). 

1234 Coherent Ising machines models and challenges are described in Coherent ising machines - optical neural networks operating at 

the quantum limit by Y. Yamamoto et al, npj Quantum, December 2017 (16 pages). 

1235 See Deterministic photonic quantum computation in a synthetic time dimension by Ben Bartlett, Avik Dutt and Shanhui Fan, Optica, 

November 2021 (9 pages) also described in Researchers propose a simpler design for quantum computers by McKenzie Prillaman, 

Stanford University, Physorg, November 2021. 

https://bernalde.github.io/QuIP/slides/47-779%20Lecture%209%20-%20Coherent%20Ising%20Machine%20(McMahon).pdf
https://bernalde.github.io/QuIP/slides/47-779%20Lecture%209%20-%20Coherent%20Ising%20Machine%20(McMahon).pdf
https://opg.optica.org/optica/fulltext.cfm?uri=optica-8-12-1515&id=465446
https://opg.optica.org/optica/fulltext.cfm?uri=optica-8-12-1515&id=465446
https://www.science.org/doi/10.1126/sciadv.abh0952
https://arxiv.org/abs/2205.04858
https://arxiv.org/abs/2205.04858
https://www.nature.com/articles/s41467-019-11484-3
https://www.nature.com/articles/s41467-019-11484-3
https://arxiv.org/abs/1805.05217
https://arxiv.org/abs/1805.05217
http://nlo.stanford.edu/system/files/mcmahon2016.pdf
http://nlo.stanford.edu/system/files/mcmahon2016.pdf
https://www.researchgate.net/publication/309323862_A_coherent_Ising_machine_for_2000-node_optimization_problems
https://www.researchgate.net/publication/309323862_A_coherent_Ising_machine_for_2000-node_optimization_problems
https://www.researchgate.net/publication/321737804_Coherent_Ising_machines-optical_neural_networks_operating_at_the_quantum_limit
https://www.researchgate.net/publication/321737804_Coherent_Ising_machines-optical_neural_networks_operating_at_the_quantum_limit
https://opg.optica.org/optica/fulltext.cfm?uri=optica-8-12-1515&id=465446
https://phys.org/news/2021-11-simpler-quantum.html
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The photon source is a single photon train source. But this is not a perfect solution. It has some 

requirements on the cavity quality, on low fiber attenuation, on very low insertion losses optical 

switches and can’t implement quantum gates in parallel. 

The general principle of quantum computing systems using photon qubits is as follows: 

• Photon sources are lasers, often coupled with single and indistinguishable photon generators 1236. 

They are critical to generate simultaneously a large number of indistinguishable photons that will 

feed in parallel several qubits thanks to delay lines. These are well time-isolated unique and in-

distinguishable photons generated in well-spaced in time series. These single photons are individ-

ually detectable at the end of processing with single photon detectors. The key metrics of these 

photon sources are the system efficiency (probability that at least one photon is created per pulse), 

purity (probability of getting a maximum of one photon per pulse) and coherence (how generated 

photons are quantum mechanically identical or indistinguishable). 

• The purity and high probability to get a photon per clock cycle are the enabler of quantum inter-

ferences based multiple qubit gates with discrete variable qubits. High-efficiency sources are qual-

ified as “on-demand” or “deterministic” with the alternatives of heralded sources, where the emis-

sion time can be accurately measured. 

• There are two main types of single photons sources (SPSs)1237: 

• Quantum dot single-photon source are the best-in-class devices, able to generate photons with 

a 99.7% single-photon purity, and overs 65% extraction efficiency, which could potentially reach 

80% (meaning, 4 photons generated out of 5 clock cycles). See below in Figure 428 how these 

efficiencies are improved. These sources also have an over 99% photon indistinguishability. In 

the second quantization formalism, they create a single Fock state with a photon number equal to 

one. 

• The leaders in this market are Quandela1238 and Sparrow Quantum1239. And many research labs 

are working on other varieties of quantum dots1240. These photon sources must be cooled at about 

3K to 4K. In their latest Prometheus generation, Quandela directly couples the quantum dot to a 

fiber, avoiding the use of cumbersome confocal microscopes and significantly increasing the pho-

ton generation yield. It creates a path to reaching a combined source–detector efficiency closer to 

the 2/3 threshold that is mandatory for scalable discrete variable optical quantum computing. 

• Others are trying to operate these quantum dots at ambient temperature. That’s the case with the 

quantum dots single photon emitters developed at EPFL, with a mix of gallium nitride and alu-

minum nitride (GaN/AlN) on silicon substrate. 

 

1236 See Near-ideal spontaneous sources in silicon quantum photonics by S. Paesani et al, 2020 (6 pages) which describes a single 

photon source based on a photonics component. It is an Anglo-Italian research project. 

1237 See Integrated photonic quantum technologies by Jianwei Wang et al, May 2020 (16 pages). 

1238 See The race for the ideal single-photon source is on by Sarah Thomas and Pascale Senellart, Nature Nanotechnology, January 

2021 (2 pages) which describes the various ways to improve the yields of single photon sources, Sequential generation of linear cluster 

states from a single photon emitter by D. Istrati, Niccolo Somaschi, Hélène Ollivier, Pascale Senellart et al, October 2020 and Repro-

ducibility of high-performance quantum dot single-photon sources by Hélène Ollivier, Niccolo Somaschi, Pascale Senellart et al, Oc-

tober 2019 (10 pages) on benchmarking single photon sources. 

1239 See Scalable integrated single-photon source by Ravitej Uppu et al, December 2020 (7 pages) which describes the latest advance-

ments of their technology. 

1240 See Planarized spatially-regular arrays of spectrally uniform single quantum dots as on-chip single photon sources for quantum 

optical circuits by Jiefei Zhang et al, University of Southern California and IBM, November 2020 (8 pages) describes an array with 32 

quantum dots and a simultaneous purity of single-photon emission over 99.5%. 

https://www.nature.com/articles/s41467-020-16187-8.pdf
https://arxiv.org/abs/2005.01948
https://www.nature.com/articles/s41565-021-00851-1?proof=t
https://www.nature.com/articles/s41467-020-19341-4
https://www.nature.com/articles/s41467-020-19341-4
https://arxiv.org/pdf/1910.08863.pdf
https://arxiv.org/pdf/1910.08863.pdf
https://advances.sciencemag.org/content/6/50/eabc8268
https://aip.scitation.org/doi/10.1063/5.0018422
https://aip.scitation.org/doi/10.1063/5.0018422
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• These are showcasing a single-photon purity of 95% at cryogenic temperatures (below 50K) and 

a purity of 83% at room temperature. The photon emission rates reaches 1 MHz with a single-

photon purity exceeding 50%1241. 

 
Figure 428: what characterizes the efficiency of a quantum dots photon generator. Source: The race for the ideal single-

photon source is on by Sarah Thomas and Pascale Senellart, Nature Nanotechnology, January 2021 (2 pages) and 
comments by Olivier Ezratty, 2021. 

• Parametric photon-pair sources are laser pumping nonlinear optical waveguides or cavities that 

create photon-pairs. It can be integrated in nanophotonic circuits. They are using either spontane-

ous four-wave mixing (SFWM) or spontaneous parametric down-conversion (SPDC) processes 

in nonlinear crystals. The efficiency is lower than with quantum dots, reaching about 50% with a 

95% photon indistinguishability from separated SPSs. Photons are created non-deterministically 

with a rather low 5% to 10% probability, which can be increased to above 60% with time and 

spatial domains multiplexing. 

• Such solutions are embedded in nanopho-

tonic solutions like with PsiQuantum. 

SPDC sources work at room temperature 

but for efficient multiplexing (>95%), it is 

necessary to use SNSPD detectors run-

ning at low temperature. Progress is being 

made with nanophotonic-based single 

photons generation, although their perfor-

mance still lags quantum-dots sources1242. 

Figure 429 shows a SPDC method to cre-

ate pairs of entangled photons. The con-

version creates pairs of orthogonally po-

larized photons in two light cones with en-

tangled photons at their intersection. 

 

Figure 429: how entangled photons are generated with SPDC method. 

 

1241 See Toward Bright and Pure Single Photon Emitters at 300 K Based on GaN Quantum Dots on Silicon by Sebastian Tamariz, 

Nicolas Grandjean et al, January 2020 (19 pages). 

1242 See High-efficiency single-photon generation via large-scale active time multiplexing by F. Kaneda et al, October 2019 (7 pages), 

Researchers create entangled photons 100 times more efficiently than previously possible pointing to Ultra-bright Quantum Photon 

Sources on Chip by Zhaohui Ma et al, October 2020 (5 pages) and A bright and fast source of coherent single photons by Natasha 

Tomm et al, University of Basel and Ruhr-Universität Bochum, July 2020 (14 pages). 
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https://arxiv.org/abs/2001.09805
https://advances.sciencemag.org/content/5/10/eaaw8586
https://phys.org/news/2020-12-entangled-photons-efficiently-previously.html
https://arxiv.org/abs/2010.04242
https://arxiv.org/abs/2010.04242
https://arxiv.org/abs/2007.12654
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One key challenge with implementing MBQC, one dominant photonic quantum computing architec-

ture that we’ll cover later, is the ability to create large cluster-states of entangled photons. There are 

many options to implement it. Quantum dots source can be tailored for this need. Good indistinguish-

able and deterministic photon sources can be coupled with delay lines and mixers to create these 

cluster states. There are even solutions to create hundred pairs of entangled photons, as investigated 

by the University of Virginia, using frequency combs. Here, the photon source is a continuous laser 

emitting a single continuous wave, a small 3 mm Kerr microcavity creates a frequency comb gener-

ating pairs of entangled photons around the pump frequency as described below. This could lead to 

massive multimode photonic quantum computing1243. 

 
Figure 430: a frequency comb method to generate a large cluster state of entangled photons. Source: A squeezed quantum 

microcomb on a chip by Zijiao Yang et al, Nature Communications, August 2021 (8 pages). 

• Quantum state is based on a single or several properties of the photons. The most common is 

their polarization with a computational basis based on horizontal and vertical polarization. Other 

parameters of photons are also explored to create qubits such as their phase, amplitude, frequency, 

path, photon number, spin orbital momentum and even orbital angular momentum1244. This po-

tentially allows the creation of qutrits or qudits managing more than two exclusive values. Photons 

are "flying qubits" because they move in space and are not static or quasi-static at the macroscopic 

scale unlike most other types of qubits1245. 

 
Figure 431: the various properties or observables of photons that can be used to create a qubit. You have many more solutions than 

the old-fashioned polarization! Compilation (cc) Olivier Ezratty, 2021. 

 

1243 See A squeezed quantum microcomb on a chip by Zijiao Yang et al, Nature Communications, August 2021 (8 pages) covered in 

Researchers open a path toward quantum computing in real-world conditions by Karen Walker, University of Virginia, August 2021. 

1244 This multiplicity of parameters also makes it possible to encode not only qubits but also qudits, with a greater number of states. 

But it is quite complex to manage and, if only to manage two-qubit quantum gates, we are happy with qubits instead of using qudits. 

See also Forget qubits -scientists just built a quantum gate with qudits by Kristin Houser, July 2019, which refers to High-dimensional 

optical quantum logic in large operational spaces by Poolad Imany et al, 2019 (10 pages). See the definition of orbital angular momen-

tum in the glossary. It was discovered in 1992. See Orbital angular momentum of light and the transformation of Laguerre-Gaussian 

laser modes by Les Allen et al, 1992 (5 pages). 

1245 The other qubits are "non-flying": spin-controlled electrons trapped in a cavity, cold atoms (which are stabilized in space) and 

trapped ions (which can move, but in a limited space), NV centers (cavities do not move) and superconducting circuits (which are fixed 

in space even if they use pairs of circulating Cooper electrons). 

polarization

angular 
orbital 

moment frequencytimepath photon number

https://www.nature.com/articles/s41467-021-25054-z
https://www.nature.com/articles/s41467-021-25054-z
https://www.nature.com/articles/s41467-021-25054-z
https://phys.org/news/2021-08-path-quantum-real-world-conditions.html
https://futurism.com/forget-qubits-quantum-scientists-building-qudits
https://www.nature.com/articles/s41534-019-0173-8?_ga=2.17243770.2136571432.1563375836-117495878.1563375836
https://www.nature.com/articles/s41534-019-0173-8?_ga=2.17243770.2136571432.1563375836-117495878.1563375836
https://www.researchgate.net/publication/13382044_Orbital_angular_momentum_of_light_and_transformation_of_Laguerre_Gaussian_Laser_modes
https://www.researchgate.net/publication/13382044_Orbital_angular_momentum_of_light_and_transformation_of_Laguerre_Gaussian_Laser_modes
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• One such implementation was achieved in 2022 by a China-international team using ququarts 

states (quantum objects with four dimensions instead of the two dimensions of qubits)1246. The 

experiment shown below in Figure 432 was implemented in a programmable silicon CMOS pho-

tonic integrated chipset of 15 x 1.5 mm implementing linear optics and enhancing parallelism. It 

was tested with a QFT, Deutsch-Jozsa and Bernstein-Vazirani, quaternary phase estimation and 

factorization algorithms. The system creates four-level entangled state in an array of four inte-

grated identical SFWM (spontaneous four-wave mixing) sources. Then the photons traverse 

wavelength-division multiplexing filters (WDM), Mach-Zehnder interferometers (MZI). thermal-

optic phase shifters (TOPSs), multimode interferometer beamsplitters (MMI) and qudit states 

measurement. 

 
Figure 432: a ququart photons processor created in China. A programmable qudit-based quantum processor by Yulin Chi, Jeremy 

O’Brien et al, Nature, March 2022 (10 pages). 

• Single-qubit quantum gates use simple optical circuitry, including beamsplitters, waveplates, 

mirrors and semi-reflective mirrors, and phase shifters1247. For example, a Hadamard gate (H) 

uses a beamsplitter or waveplate, a Pauli X gate (bit flip) combines a beamsplitter and a Hadamard 

gate, and a Pauli Z gate (phase flip) uses a phase shifter causing a 180° phase change (π). 

 

1246 See A programmable qudit-based quantum processor by Yulin Chi, Jeremy O’Brien et al, Nature, March 2022 (10 pages) covered 

in Scientists Make Advances in Programmable Qudit-based Quantum Processor by Matt Swayne, The Quantum Insider, March 2022. 

1247 This is based on the KLM scheme proposed in A scheme for efficient quantum computation with linear optics by Emanuel Knill, 

Raymond Laflamme and Gerard Milburn, 2001 (7 pages). 

https://www.nature.com/articles/s41467-022-28767-x
https://www.nature.com/articles/s41467-022-28767-x
https://thequantuminsider.com/2022/03/08/scientists-make-advances-in-programmable-qudit-based-quantum-processor/
https://www.uni-ulm.de/fileadmin/website_uni_ulm/nawi.inst.220/lehre/QIV_SS2009/409046a0.pdf
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Figure 433: how a Mach-Zehnder Interferometer works. Source: Quantum Logic Processor: A Mach Zehnder Interferometer based 

Approach by Angik Sarkar and Ajay Patwardhan 2006 (19 pages). 

• Two-qubit quantum gates are difficult to realize because it is not easy to have photons interact 

with each other, particularly when they are not perfectly indistinguishable. They use optical cir-

cuits based on beamsplitters or Mach-Zehnder interferometers with two inputs integrating phase 

changes on the optical paths, based on the KLM method already quoted in footnote. 

• This does not work well when the photons are uneven, such as those coming from lasers. Namely, 

in only a few % of the cases. With indistinguishable photons, gates are more than 95% efficient 

since photons can interfere with each other, and add or subtract. It facilitates Mach-Zehnder in-

terferometry operations. 

• These sources have the additional advantage of being very bright, which allows them to multiply 

the incoming photons and then to pass through many quantum gates. There are also solutions 

based on cavities. Research is also active on the creation of nonlinearities to improve the reliability 

of these quantum gates1248. Ideally, nonlinear separating cubes should be used1249. 

• How about photonic gates execution times? It must be fast since photons traverse optical devices 

at nearly the speed of light in vacuum. Traversing a one meter long series of optical instruments 

would last only 3 ns. If the circuit is nanophotonic based, we’ll get into the cm realm and reach 

tens of pico-seconds. But that’s not the right way to evaluate the speed of quantum computing 

here, particularly when dealing with non-deterministic photon sources where computing has to be 

repeated many times. Then, you may need to take into account the speed of the electronics that 

define the various quantum gates along the photon route and we may end-up adding milliseconds. 

• Qubit readout uses single photon detectors that also capture their quantum state. This detection 

is still imperfect. Several single-photons detection technologies are competing: SPAD (avalanche 

photodiodes, which detect photon occurrences but not photon number)1250, transition edge sensor 

 

1248 See Quantum Computing With Graphene Plasmons, May 2019 which refers to Quantum computing with graphene plasmons by 

Alonso Calafell et al, 2019. This is the creation of two-qubit quantum gates with graphene-based nonlinear structures. It comes from 

the University of Vienna in Austria and from Spanish and Serbian laboratories. As well as Researchers see path to quantum computing 

at room temperature by Army Research Laboratory, May 2020 which refers to Controlled-Phase Gate Using Dynamically Coupled 

Cavities and Optical Nonlinearities by Mikkel Heuck, Kurt Jacobs and Dirk R. Englund, 2020 (5 pages). 

1249 It is a function that can be realized with Quandela's single photon generation component, diverted from its original use. See also 

Researchers see path to quantum computing at room temperature, May 2020 which refers to Controlled-phase Gate using Dynamically 

Coupled Cavities and Optical Nonlinearities by Mikkel Heuck, September 2019 (5 pages) and discusses a nonlinear cavity optical 

quantum gate technique. 

1250 See recent progress with SPADs in Low-noise photon counting above 100 × 106 counts per second with a high-efficiency reach-

through single-photon avalanche diode system by Michael A. Wayne et al, NIST, December 2020 (6 pages). 

Mach-Zehnder interferometer (MZI)
creates an interference between two photons with introducing a dephasing linked to the 

number of mirrors reflections (the πs) and phase changers

π2

π1

π1
π2

π1+π2+π1 = cancellation

+ =

π1+π2+π1+π2 = addition

+ =

phase changes enables the 
creation of a two qubit gate
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qubit 2

output without phase change 
and qubit 1

MZI based quantum gates
a one qubit gate can be created with introducting some dephasing in one or two of 

the circuits, and two qubit gate with using two entries and some dephasing. The 
table shows the correspondence between quantum gates and the used filters 
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https://arxiv.org/pdf/cond-mat/0603695.pdf
https://arxiv.org/pdf/cond-mat/0603695.pdf
https://bioengineer.org/quantum-computing-with-graphene-plasmons/
https://www.researchgate.net/publication/332809568_Quantum_computing_with_graphene_plasmons
https://phys.org/news/2020-05-path-quantum-room-temperature.html
https://phys.org/news/2020-05-path-quantum-room-temperature.html
https://arxiv.org/abs/1909.05751
https://arxiv.org/abs/1909.05751
https://phys.org/news/2020-05-path-quantum-room-temperature.html
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(TES, which can detect photon numbers) and Superconducting Nanowire SPDs (SNSPDs, which 

also detect photon numbers). Fully integrated SNSPDs are based on GaAs, Si and Si3N4 wave-

guides. In order to limit the dark count phenomenon coming from thermal effects, these SNSPDs 

are usually cooled between 800 mK and 3K which requires a dilution refrigeration system1251. 

NbTiN-based SNSPDs could work with higher-temperature cooling, between 2.5K to 7K1252. One 

goal is to integrate these photon detectors directly in photonic computing circuits. Other detectors 

are specialized for analyzing continuous variables qubits, like homodyne and heterodyne detec-

tors. There are even concepts of single photon detectors that can also detect their frequency with 

high precision1253. In the continuous variable types of qubits, qubit readout uses homodyne detec-

tors to detect the photon quadrature such as optical parametric amplifier (OPA)1254. Others are 

experimenting photon detectors operating at a relatively hot temperature of 20K, using cuprates 

who are known for their relatively high superconducting temperature1255. 

From a physical point of view, these items are classical photonic components: single and identical 

photon sources, light guides, optical delay lines (optical fibers or voltage-controlled Pockels cells), 

Mach-Zehnder interferometers, beam splitters (splitters, which divide an optical beam into two beams, 

generally identical), birefringent filters (which have two different refractive indices), phase shifters 

and single photon detectors1256. 

To conduct experiments, these discrete and very affordable components are installed on carefully 

calibrated optical tables of a few square meters with lots of instruments and photons that circulate 

largely in the free space of a darkened room. 

 
Figure 434: the various optical tools to control light in a quantum processor. These are made for experiments and can be 

miniaturized in nanophotonic circuits. Compilation (cc) Olivier Ezratty, 2021. 

Fortunately, these optical components are miniaturizable on semiconductor integrated circuits. This 

is part of the vast field of nanophotonics. Nanophotonics components are etched with densities be-

tween 220 nm and 3 μm 1257. 

 

1251 See The potential and challenges of time resolved single-photon detection based on current-carrying superconducting nanowires 

by Hengbin Zhang et al, October 2019 (19 pages) and Superconducting nanowire single-photon detectors for quantum information by 

Lixing You, June 2020 (20 pages). Dark counts are detected photons coming from the environment due to thermal or tunneling effects. 

1252 See Superconducting nanowire single photon detectors operating at temperature from 4 to 7 K by Ronan Gourgues et al, Optics 

Express, 2019 (9 pages). 

1253 See Nanoscale Architecture for Frequency-Resolving Single-Photon Detectors by Steve M. Young et al, Sandia Labs, May 2022 

(20 pages). 

1254  See Towards a multi-core ultra-fast optical quantum processor: 43-GHz bandwidth real-time amplitude measurement of 5-dB 

squeezed light using modularized optical parametric amplifier with 5G technology by Asuka Inoue et al, May 2022 (18 pages). 

1255 See Two-dimensional cuprate nanodetector with single photon sensitivity at T = 20 K by Rafael Luque Merino, Dmitri K. Efetov 

et al, August 2022 (27 pages). I also found out Graphene-based Josephson junction single photon detector by Evan D. Walsh, Thomas 

A. Ohki, Dirk Englund et al, September 2017 (12 pages) but it seems not applicable for photonic qubit readout. It works at 25 mK. 

1256 This is well explained in Silicon photonic quantum computing by Syrus Ziai, PsiQuantum, 2018 (72 slides) as well as in Large-

scale quantum photonic circuits in silicon, by Nicholas C. Harris, Dirk Englund et al, Nanophotonics, 2016 (13 pages). 

1257 See for example the work of InPhyNi discussed in High-quality photonic entanglement based on a silicon chip by Dorian Oser, 

Sébastien Tanzilli et al, 2020 (9 pages). 
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https://www.degruyter.com/document/doi/10.1515/nanoph-2020-0186/html
https://www.osapublishing.org/oe/fulltext.cfm?uri=oe-27-17-24601&id=416745
https://arxiv.org/abs/2205.05817
https://arxiv.org/abs/2205.14061
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https://arxiv.org/abs/1703.09736
https://www.cadence.com/content/dam/cadence-www/global/en_US/documents/company/Events/summits/photonics/syrus-ziai-silicon-photonics-platforms-for-quantum-computing-2018.pdf
http://ciqm.harvard.edu/uploads/2/3/3/4/23349210/harris_2016.pdf
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In nanophotonics, quantum gates are dynamically programmed by the conditional routing of photons 

in optical circuits and/or with their modes of generation (polarization, phase, frequency, …). 

These circuits are often etched 

on CMOS (silicon) or III/V (es-

pecially germanium) compo-

nents. These components could 

be assembled in a modular way 

as shown in the functional dia-

gram in Figure 4351258. This en-

ables a better management of 

processes heterogeneity used to 

create these different circuits. 

 

Figure 435: a nanophotonic circuit functional diagram. Source: Hybrid integrated quantum 
photonic circuits by Ali W. Elshaari et al, 2020 (14 pages). 

Many semiconductor fabs in the world are helping photonicians design and prototype nanophotonic 

circuits to support photon qubits. We’ll mention here only a few of them. Many fab technologies are 

investigated with classical silicon-based CMOS, hybrid CMOS with silicon nitride (SiN) and lithium 

niobate (LiNbO3), III/V materials (GaAs1259, InP, ...), etc1260. 

In France, CEA-Leti is also building an integrated silicon photonic qubits platform including single 

photons source, phase shifters and superconducting nanowire single-photon detectors (SNSPD) or 

CdHgTe avalanche photodiodes (APD), working at 2,5-4K that is compatible with single photon de-

tectors. They are initially targeting secured QKD based telecommunications. 

 
Figure 436: the key components of a photonic quantum computer: quality photon sources, preferably deterministic, nanophotonic 
circuits for processing, and photon detectors for readout. Source: adapted from Photonic quantum bits by Pascale Senellart, June 

2019 (31 slides) in slide 11. 

 

1258 See Hybrid integrated quantum photonic circuits by Ali W. Elshaari et al, 2020 (14 pages). 

1259 See Expanding the Quantum Photonic Toolbox in AlGaAsOI by Joshua E. Castro et al, May 2022 (9 pages). They implement non 

linear elements, edge couplers, waveguide crossings, couplers, and MZIs in Aluminum gallium arsenide-on-insulator (AlGaAsOI). 

1260 See the review paper Roadmap on integrated quantum photonics by Galan Moody,  Jacquiline Romero, Eleni Diamanti et al, August 

2021 (108 pages). 
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Ultimately, a photon qubits quantum computer would consolidate three key components as shown in 

Figure 436: a single photon generator, integrated photonic circuits and single photon detectors. The 

first and last ones are integrated with a cryogenic system operating at about 10K and 2K-4K respec-

tively. But it seems also possible to integrate photon sources and detectors in a single photonic chip-

set1261. 

 
Figure 437: typical architecture of a photon qubits quantum computer. (cc) Olivier Ezratty, 2022. 

The most active countries in the field seem to be China, the UK (particularly at the Universities of 

Oxford, Bristol, Cambridge and Southampton)1262, France (C2N, LKB, ...), Italy1263, Germany (Uni-

versities of Stuttgart and Paderborn), Austria, Australia, Japan and of course the USA. 

Photon qubits are the specialty of some startups like PsiQuantum, Orca Computing, Tundra Sys-

tems Global, QuiX, Quandela, Nu Quantum, and Xanadu. 

Boson sampling 

In photonics, the simulation of boson sampling is an experiment that is used to showcase the advance-

ment of photon qubits. The idea of boson sampling came from Scott Aaronson and Alex Arkhipov 

from the MIT in a paper published in 20101264. They devised a linear optics-based experiment that 

would be impossible to easily emulate on a classical supercomputer1265. 

Boson sampling is about solving a problem of sampling the probability distributions of identical and 

indistinguishable photons being mixed in an interferometer and reaching single photon detectors. This 

physical process is impossible to emulate above a certain threshold, which generates yet another so-

called "quantum supremacy" or “advantage”. 

 

1261 See Integrated nanophotonics for the development of fully functional quantum circuits based on on-demand single-photon emitters 

by S. Rodt and S. Reitzenstein, APL Photonics, December 2020 (14 pages). 

1262 According to Quantum Age technological opportunities from the UK Government Office of Science in 2016 (64 pages). 

1263 Fabio Sciarrino of La Sapienza University in Rome, carried out in 2013 a sampling of bosons with a chip with 13 input ports and 

13 output ports, with three photons. See Efficient experimental validation of photonic boson sampling against the uniform distribution, 

2013 (7 pages). 

1264 See The computational Complexity of Linear Optics by Alex Arkhipov and Scott Aaronson, 2010 (94 pages). 

1265 In quantum computing, we rely on only one type of boson: the photon. The other bosons are elementary particles such as gluons or 

Higgs bosons that can only be observed in particle accelerators. There are also composite particles such as the Cooper pairs (double 

electron) which are at the origin of superconducting currents. But when we talk about boson sampling, we always mean "photon". 
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A classical emulation requires extremely heavy matrix computing: the evaluation of square matrix 

permanents1266. This sits in the "#P difficult" problem class of the complexity theories zoo1267. The 

verification of the obtained result can’t even be carried out by a classical computer1268. 

Boson sampling is the quantum and photonic analogue of the famous Galton plate experiment where 

balls cross rows of nails in a random way and end up in columns, with a Gaussian distribution. 

This experiment is based on var-

ious probability concepts: con-

vergence of a binomial distribu-

tion law towards a normal or 

Gaussian distribution, Moivre-

Laplace theorem, etc. In the 

photon-based experiment, pho-

tons are injected into a series of 

interferometers combining them 

with their neighbor in a random 

way. On the other hand, the dis-

tribution at the end does not fol-

low a Gaussian curve. 

 

Figure 438: the typical Galton plate experiment that inspires Boson sampling. Source: 
Quantum Boson-Sampling Machine by Yong Liu et al, 2015. 

It depends on the photons being sent upstream. 

The appropriateness of the boson sampling style exercise is questionable. It implements a physical 

phenomenon with photons that is difficult to emulate in a classical way1269. However, it is not strictly 

a form of calculation with some problem input data. There is not even a real notion of qubits, quantum 

gates and programming, except in the choice of the photons we send into the system. The optical 

components used are all passive and static, except the photon generators and detectors1270. 

It is a physics experiment generating additive and subtractive interferences and superposition of quan-

tum states1271. The difficulty of the experiment lies mainly in the complexity of the production of 

identical and indistinguishable photons. At this stage, nobody has managed to transform (or reduce) 

a useful algorithm into boson sampling. However, this could eventually lead to applications in homo-

morphic encryption and blind computing1272. 

 

1266 If you want to explore the question, see for example Lecture 3: Boson sampling by Fabio Sciarrino, University of Rome, (63 slides) 

and Experimental boson sampling with integrated photonics (33 slides) by the same author who describes laser-based techniques for 

etching integrated photonic components. As well as Permanents and boson sampling by Stefan Scheel, University of Rostock, 2018 

(21 slides). As for the definition of the notion of permanent in Wikipedia, it uses notions and notations of linear algebra that are not 

even explained. The permanent of a matrix is a variant of its determinant. If the classical resolution of sampling requires the computation 

of matrix permanents, its resolution by linear optics system does not allow the computation of matrix permanents. 

1267 #P is the class of function problems that counts the number of solutions of NP problems. 

1268 In 2018, a Chinese team carried out a numerical simulation of 50 photon boson sampling using 320,000 processors from the Tianhe-

2 supercomputer. See A Benchmark Test of Boson Sampling on Tianhe-2 Supercomputer, 2018 (24 pages). With the 20 photons and 60 

modes of the Chinese experiment published in October 2019, a supercomputer is no longer able to follow. 

1269 But this is a valid reality for the simulation of many complex physical phenomena, such as the folding of a protein or the functioning 

of a living cell, except that these remain in the realm of the living and are not simulated in a machine. 

1270 See An introduction to boson-sampling by Jonathan Dowling et al, 2014 (13 pages) which describes well the issues involved in 

conducting boson sampling. 

1271 See the animation Boson Sampling with Integrated Photonics, 2015 (3mn) which describes the path of photons in a boson sampling 

experiment as well as Photonic implementation of boson sampling: a review by Fabio Sciarrino, 2019 (14 pages) which describes in 

detail this kind of experiment. 

1272 Seen in Introduction to boson-sampling by Peter Rohde, 2014 (34 minutes) which refers to A scheme for efficient quantum com-

putation with linear optics by Emanuel Knill, Raymond Laflamme and Gerard Milburn, 2001 (7 pages) which theorized that quantum 

computation based on linear optics was plausible. We owe them the KLM scheme or protocol (their initials), a linear optics quantum 

computing (LOQC) programming model that has the disadvantage of being very heavy in terms of the number of hardware devices. 

https://www.semanticscholar.org/paper/Quantum-Boson-Sampling-Machine-Liu-Wu/8b5db1c4ae529fbb4a4425a1bfd1cf0d02e1898f
https://www.sif.it/media/2e2d8d06.pdf
http://gdriqfa.unice.fr/IMG/pdf/Fabio-Sciarrino.pdf
https://kau.org.ua/images/conf/MQT_2018/Lecture_BS.pdf
https://fr.wikipedia.org/wiki/Permanent_(math%C3%A9matiques)
https://arxiv.org/pdf/1606.05836.pdf
https://arxiv.org/abs/1406.6767
https://www.youtube.com/watch?v=o-8Yuk9qh8U
https://re.public.polimi.it/retrieve/handle/11311/1134650/505608/034001_1.pdf
https://www.youtube.com/watch?v=tlgYp-I5dvs
https://www.uni-ulm.de/fileadmin/website_uni_ulm/nawi.inst.220/lehre/QIV_SS2009/409046a0.pdf
https://www.uni-ulm.de/fileadmin/website_uni_ulm/nawi.inst.220/lehre/QIV_SS2009/409046a0.pdf
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There are also some algorithms for simulating molecular vibrations based on boson sampling1273. In 

2020, a Chinese team was conducting an experiment similar to boson sampling to play a variant of 

the Go game1274. 

Chinese researchers are particularly active in the field1275. In June 2019, the Hefei laboratory created 

a boson sampling using six photons with three degrees of freedom, therefore, based on qutrits (three-

state qubits)1276. The states of the photons were their traveled path, polarization and orbital angular 

momentum. With a gate error rate of 29%. In October 2019, Chinese researchers upgraded the feat to 

20 photons with an experiment presented as reaching quantum supremacy, at the same time as the 

announcement of Google Sycamore1277. In this experiment described in the diagram below, 20 indis-

tinguishable photons were sent in a series of splitters and ended up in 60 photon detectors. The output 

Hilbert space was limited to 14 detectors, with a size of 3.7*1014 or 248. With the 60 activated detectors, 

this space should be able to reach a size of 6020 or 2118. 

 
Figure 439: one of the first Boson sampling experiment made in China, in 2019, with 20 photon modes. Source: Boson sampling 

with 20 input photons in 60-mode interferometers at 1014 state spaces by Hui Wang et al, October 2019 (23 pages). 

The size of Hilbert's space of such a device is evaluated with the size of the Fock space of M modes 

occupied by N photons. This would give a binomial space (
𝑀+𝑁− 

𝑀
) so (

79

60
) which is equal in size to 

79!

60!  9!
 (source). 

 

1273 See Boson sampling for molecular vibronic spectra by Joonsuk Huh, Alán Aspuru-Guzik et al, 2014 (7 pages) and Vibronic Boson 

Sampling: Generalized Gaussian Boson Sampling for Molecular Vibronic Spectra at Finite Temperature by Joonsuk Huh et al, 2017 

(10 pages). 

1274 See Quantum Go Machine by Lu-Feng Qiao et al, July 2020 (16 pages). 

1275 See Chinese researchers on the road to the 'ultimate' quantum processor? by Bruno Cormier, September 2018 which points to 

Building Quantum Computers With Photons Silicon chip creates two-qubit processor by Neil Savage, September 2018 which discusses 

the creation of a two-qubit quantum processor. The original article is Large-scale silicon quantum photonics implementing arbitrary 

two-qubit processing, September 2018 (23 pages). The researchers involved were Chinese, English and Australian. 

1276 See 18-Qubit Entanglement with Six Photons Three Degrees of Freedom by Xi-Lin Wang et al, June 2019 (14 pages). 

1277 See Boson sampling with 20 input photons in 60-mode interferometers at 1014 state spaces by Hui Wang et al, October 2019 (23 

pages). 
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https://arxiv.org/abs/1910.09930
https://arxiv.org/abs/1910.09930
https://en.wikipedia.org/wiki/Binomial_coefficient
https://arxiv.org/abs/1412.8427
https://www.researchgate.net/publication/318968028_Vibronic_Boson_Sampling_Generalized_Gaussian_Boson_Sampling_for_Molecular_Vibronic_Spectra_at_Finite_Temperature
https://www.researchgate.net/publication/318968028_Vibronic_Boson_Sampling_Generalized_Gaussian_Boson_Sampling_for_Molecular_Vibronic_Spectra_at_Finite_Temperature
https://arxiv.org/pdf/2007.12186.pdf
https://www.tomshardware.fr/des-chercheurs-chinois-sur-la-voie-du-processeur-quantique-ultime/
https://spectrum.ieee.org/tech-talk/computing/hardware/building-quantum-computers-with-photons
https://arxiv.org/pdf/1809.09791.pdf
https://arxiv.org/pdf/1809.09791.pdf
https://arxiv.org/ftp/arxiv/papers/1801/1801.04043.pdf
https://arxiv.org/abs/1910.09930
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The Chinese researchers indicated that they could use several hundred detectors in output and use a 

double encoding of photons (polarization and spatial encoding) to multiply the power of their system 

and thus make it able to create a NISQ (noisy intermediate scale quantum computer) system, except 

that the ability to program it does not seem obvious, nor its uses. 

This represents the number of incoming pho-

ton detectors at the power of the incoming 

photon number. The previous record was 5 

photons over 16 modes and the sampling was 

verifiable on a classical computer whereas 

with these 20 photons and 60 modes, it was no 

longer possible. The photon generator was re-

alized with quantum dots in gallium and in-

dium arsenide, placed in a 4K1278 cryostat. The 

photon mixer used 396 beam splitters and 108 

mirrors. For the experiment to work, one pho-

ton must arrive at the same time in all the in-

puts of the photon mixer. 
 

Figure 440: optics table of the 20 photons/60 modes China experiment. 

The corresponding probability is very low. They use active demultiplexers with Pockels cells to de-

multiplex and direct the photons. 

In 2020, other Chinese researchers used an optical quantum calculator to solve a useful problem, the 

subset-sum problem, which is complete NP. The system shown in Figure 441 uses a chipset much 

more miniaturized than the usual boson sampling experiments. 

 
Figure 441: a first optical calculator to solve a useful problem created in 2020. Source: A scalable photonic computer solving the 

subset sum problem by Xiao-Yun Xu et al, January 2020 (8 pages). 

 

1278 The photon source would come from a German laboratory located in Würzburg, Bavaria. It is largely inspired by the reference 

work in the field of Pascale Senellart's team from the CNRS C2N. 

sources : A scalable photonic computer solving the subset sum problem par 
Xiao-Yun Xu & Al, janvier 2020 (8 pages). Voir aussi Supplementary Materials 
for A scalable photonic computer solving the subset sum problem (7 pages). 

https://advances.sciencemag.org/content/6/5/eaay5853
https://advances.sciencemag.org/content/6/5/eaay5853
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The problem is to determine, apart from a set of signed integers, whether it is possible to add a subset 

of them together to obtain a given integer1279. The system uses a laser as a source of photons. The 

benchmark has been realized with N=4 integers. They indicate that by extrapolating, their system 

would beat all other known methods of solving this kind of problem. 

One of the perspectives of photon-based qubits is to bypass their flaws with the use of MBQC and 

cluster states, which we have already defined on page 450. Indeed, these use the implementation of 

an entangled state between all qubits and then a measurement of the progressive state of the others. 

This avoids the complexity of optical quantum gates, which are difficult to implement, whereas we 

now know how to create a set of well-entangled photons. 

In December 2020, the stakes went higher with a gaussian bosons sampling done with 70 photons 

modes1280. The experiment was even more impressive than the previous ones and the publicized quan-

tum advantage reached new heights. But the system, shown in Figure 442, was not more programma-

ble than the previous ones. So, any computing advantage claim was dubious. 

 
Figure 442: a 2020 generation China boson sampling experiment with up to 70 simultaneous photon modes. Source: A scalable 

photonic computer solving the subset sum problem by Xiao-Yun Xu et al, January 2020 (8 pages). 

Late 2020, a competing Chinese team implemented another form of boson sampling using “membos-

onsampling” for which an emulation requires even more complicated Haar-random unitary matrix1281. 

But it was not programmable. 

 

1279 See Photonic computer solves the subset sum problem, February 2020 which points to A scalable photonic computer solving the 

subset sum problem by Xiao-Yun Xu et al, January 2020 (8 pages). See also Supplementary Materials for A scalable photonic computer 

solving the subset sum problem (7 pages). 

1280 See Chinese Scientists Begin Climb Toward Universal Quantum Computer by Matt Swayne, December 2020, Chinese scientists 

say they’ve achieved a quantum computing breakthrough by Shiyin Chen et al, December 2020 and Quantum computational advantage 

using photons by Han-Sen Zhong et al, December 2020 (23 pages) and the supplemental materials (64 pages). See Benchmarking 50-

Photon Gaussian Boson Sampling on the Sunway TaihuLight by Yuxuan Li et al, 2020 (12 pages) for the classical emulation on classical 

supercomputers. 

1281 See Quantum Advantage with Timestamp Membosonsampling by Jun Gao, December 2020 (30 pages). 
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https://advances.sciencemag.org/content/6/5/eaay5853
https://advances.sciencemag.org/content/6/5/eaay5853
https://www.swissquantumhub.com/photonic-computer-solves-the-subset-sum-np-complete-problem/
https://advances.sciencemag.org/content/6/5/eaay5853
https://advances.sciencemag.org/content/6/5/eaay5853
https://advances.sciencemag.org/content/advances/suppl/2020/01/27/6.5.eaay5853.DC1/aay5853_SM.pdf
https://advances.sciencemag.org/content/advances/suppl/2020/01/27/6.5.eaay5853.DC1/aay5853_SM.pdf
https://thequantumdaily.com/2020/12/11/chinese-scientists-begin-climb-toward-universal-quantum-computer/
https://fortune.com/2020/12/03/china-quantum-computing-breakthrough
https://fortune.com/2020/12/03/china-quantum-computing-breakthrough
https://arxiv.org/abs/2012.01625
https://arxiv.org/abs/2012.01625
https://science.sciencemag.org/content/sci/suppl/2020/12/02/science.abe8770.DC1/abe8770_Zhong_SM.pdf
https://arxiv.org/abs/2009.01177
https://arxiv.org/abs/2009.01177
https://arxiv.org/pdf/2012.03967.pdf
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In June 2021, the China team from 2020’s GBS upgraded their experiment and made it somewhat 

programmable, ramping it up to 113 detection events extracted from 144 photon modes circuit shown 

in Figure 443. The input squeezed photons are phase programmable before they enter the fixed part 

of the experiment in the interferometer. The experimenter still has to implement some real-world 

algorithms and benchmarks to demonstrate sort of quantum computing advantage1282. 

 
Figure 443: the latest Boson sampling experiment achieved in China in 2021 with 144 photon modes. Source: Phase-Programmable 

Gaussian Boson Sampling Using Stimulated Squeezed Light by Han-Sen Zhong, Chao-Yang Lu, Jian-Wei Pan et al, June 2021 (9 pages). 

In 2022, Fabio Sciarrino did demonstrate that it was possible to create a programmable interferometer 

in a boson sampler1283. And in 2022, Xanadu did up the ante with a new GBS experiment, more 

powerful than the last one from China, but simpler thanks to some time-bin multiplexing. It was also 

programmable and even made available in the cloud but with caveats we’ll describe in the photonic 

qubits vendor section. 

Measurement Based Quantum Computing 

MBQC is a very particular approach to quantum computing. It consists in exploiting the initialization 

of entangled qubits and then performing step-by-step measurements on certain qubits to obtain a re-

sult on the last measured qubits at the end of the run. There are several variants, the one-way quantum 

computing (1WQC1284) which uses two-dimensional qubits matrices to create cluster states and the 

measurement-only QC which only measures qubits, without prior entanglement. We will focus here 

on the first method which seems to be the most commonplace. 

 

1282 See Phase-Programmable Gaussian Boson Sampling Using Stimulated Squeezed Light by Han-Sen Zhong, Chao-Yang Lu, Jian-

Wei Pan et al, June 2021 (9 pages). 

1283 See Reconfigurable continuously-coupled 3D photonic circuit for Boson Sampling experiments by Francesco Hoch, Fabio Sciar-

rino et al, npj quantum information, May 2022 (7 pages). 

1284 MBQC was designed in 2000 by Robert Raussendorf and Hans Briegel. See A computationally universal phase of quantum matter 

by Robert Raussendorf, 2018 (41 slides), Measurement-based Quantum Computation by Elham Kashefi, University of Edinburgh (50 

slides) and the extensive Introduction to measurement based quantum computation by Tzu-Chieh Wei from Stone Brook University, 

2012- (88 slides) and a one pager: Universal measurement-based quantum computation with Mølmer-Sørensen interactions and just 

two measurement bases. Other information sources include Blind quantum computation by Charles Herder (10 pages), Cluster-state 

quantum computation by Michael Nielsen, 2005 (15 pages), Fault-tolerant quantum computation with cluster states by Michael Nielsen 

and Christopher Dawson, 2004 (26 pages), 2D cluster state (50 slides), Quantum Computing with Cluster States by Gelo Noel Tabia, 

2011 (18 pages), Quantum picturalism for topological cluster-state Computing by Clare Horsman 2011 (18 pages) and Cluster State 

Quantum Computing by Dileep Reddy et al, 2018 (11 pages). See also Quantum computing with photons: introduction to the circuit 

model, the one-way quantum computer, and the fundamental principles of photonic experiments by Stephanie Barz, 2015 (26 pages). 

At last, see the review paper Realizations of Measurement Based Quantum Computing by Swapnil Nitin Shah, December 2021 (7 

pages). 

https://arxiv.org/abs/2106.15534
https://arxiv.org/abs/2106.15534
https://arxiv.org/abs/2106.15534
https://www.nature.com/articles/s41534-022-00568-6
https://icoqc.sciencesconf.org/data/pages/SPTMBQC_2D_Paris.pdf
https://www.irif.fr/~cd/quantum/FlorenceParallel.pdf
http://aqis-conf.org/2016/wp-content/uploads/2015/12/02.Wei_2016AQIS_MBQC_Tutorial.pdf
http://vdwetering.name/pdfs/poster-mbqc.pdf
http://vdwetering.name/pdfs/poster-mbqc.pdf
https://www.scottaaronson.com/showcase2/report/charles-herder.pdf
https://arxiv.org/abs/quant-ph/0504097
https://arxiv.org/abs/quant-ph/0504097
https://arxiv.org/abs/quant-ph/0405134
http://www.ncts.ncku.edu.tw/phys/qis/141212/files/141214-Tzu-Chieh_Wei.PDF
http://kodu.ut.ee/~gelonoel/notes/clusterStateQC.pdf
https://arxiv.org/pdf/1101.4722.pdf
https://www.cs.umd.edu/class/spring2018/cmsc457/report/Cluster_State_Quantum_Computing.pdf
https://www.cs.umd.edu/class/spring2018/cmsc457/report/Cluster_State_Quantum_Computing.pdf
https://www.physlab.org/wp-content/uploads/2016/07/QComp-Photons-2015-J-Phys-B.pdf
https://www.physlab.org/wp-content/uploads/2016/07/QComp-Photons-2015-J-Phys-B.pdf
https://arxiv.org/pdf/2112.11601.pdf
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MBQC allows the execution of classical quantum algorithms with universal gates. Where is it rele-

vant? It is particularly interesting in qubit-based quantum systems where it is difficult to create multi-

qubit quantum gates exploiting entanglement and where the number of chained gates is limited for 

physical reasons. 

The model was initially created for cold atoms qubits but it later made more sense with photon qubits 

for which two-qubit gates are difficult to create. Photons are also indicated because they allow to 

easily manage rotation angles in the Bloch sphere that are used in the single-qubit quantum gates of 

the process, via a phase control of the photon qubits. It can also be implemented with other types of 

qubits like silicon carbide defects1285. 

With MBQC, things are done a bit backwards with respect to classical quantum computing: we first 

apply single-qubit gates and measure them progressively, whereas in classical quantum computing 

with universal gates, we only involve qubits progressively and then make measurements at the end of 

computation. 

An MBQC calculation is logically irreversible, unlike a quantum algorithm based on universal quan-

tum gates. Indeed, the process of measuring qubit states cannot be logically reversed except when the 

state of the qubits read corresponds exactly to their basis states | ⟩ and |1⟩. 

A quantum computation executed with universal gates is the equivalent of applying a unitary trans-

formation embodied by a giant square matrix of dimension 2N to a set of N qubits initialized in the 

state | ⟩. This matrix can be inverted by scrolling backwards the quantum gates that were used to 

create it. With MBQC, this is not possible. This irreversibility of MBQC calculations explains why it 

is also called 1WQC for One Way Quantum Computing. There is no way going back. 

This model is also probabilistic, due to the probabilistic nature of the state measures of qubits at each 

step of the calculation. The successive measurements provide information on the state of the qubits, 

which makes it possible to become determinist again in the rest of the computation by applying a kind 

of error correction on the fly. A bit like using 3-qubit error correction codes. 

By definition, MBQC is a hybrid algorithms method since its implementation depends on interac-

tions between quantum computing and the exploitation of qubits readout data by a classical computer 

controlling the system. 

Qubits used in the cluster state-based MBQC are of four different classes: those that are prepared and 

measured (the ancilla qubits), those that are only measured during computing, those that are only 

prepared (but measured at the end of computing) and those that are neither prepared nor measured 

(and are used for the rest of computing). 

The principle is based on the sequencing of so-called NEMC sequences with four steps1286: 

• Using a set of ancilla qubits (step N), those of the first type which are measured with a Z projec-

tion. 

• Creating cluster-states of entangled qubits (step E). With photons, there are many ways to gen-

erate these cluster states and it’s one of the key scientific and technology challenges with MBQC. 

Theoretically, you could generate these cluster states with regular independent qubits and apply 

these a series of single and entangling quantum gates (H, CNOT, etc). Problem is, these entangling 

gates are difficult to create with photons and MBQC is a method that gets rid of these in the first 

place! So, scientists are looking for ways to generate these cluster states with other means. 

 

1285 In Quantum Information Processing With Integrated Silicon Carbide Photonics by Sridhar Majety et al, March 2022 (50 pages). 

1286 Information sources: Advanced Quantum Algorithms by Giulia Ferrini et al, 2019 (30 pages) and An introduction to Quantum 

Computing by Elham Kashefi, School of Informatics University of Edinburgh, 2020 (119 slides). 

https://arxiv.org/abs/2111.00136
https://www.chalmers.se/en/centres/wacqt/graduate%20school/aqa/Documents/Chapters1-4+Refs.pdf
https://postscryptum.lip6.fr/IntroQC.pdf
https://postscryptum.lip6.fr/IntroQC.pdf
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There are many figures of merits here: the source must be as deterministic as possible and avoid 

so-called heralding and post-selection methods that reduce the chance to get a full cluster state at 

a given moment. There are also 1D and 2D cluster states. 

Photonic cluster states can be generated in many ways which have evolved over time with SPDC 

(spontaneous parametric down-conversion) using powerful laser single photons source heralding 

with a probabilistic outcome that is detected post-selectively and doesn’t scale well beyond a 

dozen qubits1287, atom based cavity QED generation1288 that was later extended to ensemble of 

Rydberg atoms1289, individual neutral atoms, spin-photon entanglement to deterministically 

generate linear cluster states aka the Lindner-Rudolph protocol 1290 with recent improvements1291, 

with quantum dots molecules1292, with the entanglement of several single photon sources1293, 

time-domain multiplexing using indistinguishable photon sources which has the advantage to 

be theoretically unlimited1294, 2D spin-photon cluster states1295, etc. You can also add spectral 

domain multiplexing on top of time-domain multiplexing as a complement to SPDC sources1296. 

 

1287 See 12-Photon Entanglement and Scalable Scattershot Boson Sampling with Optimal Entangled-Photon Pairs from Parametric 

Down-Conversion by Han-Sen Zhong, Jian-Wei Pan et al, PRL, 2018 (17 pages) with a ~97% heralding efficiency and ~96% photons 

indistinguishability. They generated 12-photon entanglement with a state fidelity of 0.572 ± 0.024. It was use for early Boson sampling 

experiments. 

1288 See Sequential generation of matrix-product states in cavity QED C. Schön, K. Hammerer, M. M. Wolf, J. I. Cirac, and E. Solano, 

2006 (11 pages) and Efficient generation of entangled multiphoton graph states from a single atom by Philip Thomas et al, Nature, 

August 2022 (12 pages) with a generation of 14 qubits GHZ states and linear cluster states of 12 photons. 

1289 See Sequential generation of multiphoton entanglement with a Rydberg superatom by Chao-Wei Yang, Jian-Wei Pan et al, Decem-

ber 2021 (11 pages). One disadvantage of this method is its slow emission rate. 

1290 See Proposal for Pulsed On-Demand Sources of Photonic Cluster State Strings by Netanel H. Lindner and Terry Rudolph, PRL, 

2009, published initially as A photonic cluster state machine gun on arXiv (10 pages), a first demonstrations obtained with semicon-

ductor quantum dots spins in Deterministic generation of a cluster state of entangled photons by I. Schwartz, D. Gershoni et al, Technion 

and University of Washington, Science, 2016 (28 pages) with series of 5 entangled photons and recent improvements in Probing the 

dynamics and coherence of a semiconductor hole spin via acoustic phonon-assisted excitation by Nathan Coste, Niccolo Somaschi, 

Loic Lanco, Pascale Senellart et al, C2N and Quandela, July 2022 (6 pages). 

1291 See the first results of high photon indistinguishability in A deterministic source of indistinguishable photons in a cluster state by 

Dan Cogan, David Gershoni et al, Technion, October 2021 (17 pages) where quantum dot emits indistinguishable polarization-entan-

gled photons with a Gigahertz rate deterministic generation of >90% indistinguishable photons in a cluster state of over 10 photons 

and High-rate entanglement between a semiconductor spin and indistinguishable photons by Nathan Coste, Sophia Economou, Niccolo 

Somaschi, Alexia Auffèves, Loic Lanco, Pascale Senellart et al, July 2022 (17 pages).is about the efficient generation of three qubits 

cluster state with one semiconductor spin and two indistinguishable photons with 2 and 3 particle entanglement with fidelities of 80 % 

and 63 % respectively, with photon indistinguishability of 88%. The spin-photon and spin-photon-photon entanglement rates exceed 

by three and two orders of magnitude respectively the previous state of the art. 

1292 See Deterministic generation of entangled photonic cluster states from quantum dot molecules by Arian Vezvaee, Sophia Economou 

et al, June 2022 (5 pages). 

1293 See Multi-photon entanglement from distant single photon sources on demand by Almut Beige et al, 2006 (9 pages) and Protocol 

for generation of high-dimensional entanglement from an array of non-interacting photon emitters by Thomas J Bell et al, University 

of Bristol and NBI, New Journal of Physics, January 2022 (9 pages). 

1294 See Sequential generation of linear cluster states from a single photon emitter by D. Istrati, Pascale Senellart, H.S. Eisenberg et al, 

2020 (8 pages), Deterministic generation of a two-dimensional cluster state by Mikkel Vilsbøll Larsen et al, Science, September 2019 

(30 pages), using two OPOs (Optical Parametric Oscillator) and Generation of time-domain-multiplexed two-dimensional cluster state 

by Warit Asavanant et al, Science, 2019 (23 pages). 

1295 See Multidimensional cluster states using a single spin-photon interface coupled strongly to an intrinsic nuclear register by Cathryn 

P. Michaels et al, University of Cambridge, October 2021 (14 pages) and Deterministic multi-mode gates on a scalable photonic quan-

tum computing platform by Mikkel V. Larsen et al, DTU, Nature Physics, July 2021 (30 pages) which deals with creating an universal 

gate set with cluster states, with CV qubits using telecommunication wavelengths (1550nm). 

1296 See Spectrally shaped and pulse-by-pulse multiplexed multimode squeezed states of light by Tiphaine Kouadou, Nicolas Treps, 

Valentina Parigi et al, September 2022 (9 pages) which is about generating continuous variables entangled field modes which could 

also be used for Gaussian boson sampling. 

https://arxiv.org/abs/1810.04823
https://arxiv.org/abs/1810.04823
https://arxiv.org/abs/quant-ph/0612101
https://www.nature.com/articles/s41586-022-04987-5
https://arxiv.org/abs/2112.09447
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.103.113602
https://arxiv.org/pdf/0810.2587.pdf
https://arxiv.org/abs/1606.07492
https://arxiv.org/abs/2207.05981
https://arxiv.org/abs/2207.05981
https://arxiv.org/abs/2110.05908
https://arxiv.org/abs/2207.09881
https://arxiv.org/abs/2206.03647
https://arxiv.org/abs/quant-ph/0602038
https://iopscience.iop.org/article/10.1088/1367-2630/ac475d/pdf
https://iopscience.iop.org/article/10.1088/1367-2630/ac475d/pdf
https://www.nature.com/articles/s41467-020-19341-4.pdf
https://backend.orbit.dtu.dk/ws/portalfiles/portal/196859027/Combined.pdf
https://arxiv.org/abs/1903.03918
https://arxiv.org/abs/2104.12619
https://arxiv.org/abs/2010.14422
https://arxiv.org/abs/2010.14422
https://arxiv.org/abs/2209.10678
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Figure 444: one solution to generate a cluster state of entangled photons for MBQC. Source: Efficient generation of entangled 

multi-photon graph states from a single atom by Philip Thomas, Leonardo Ruscio, Olivier Morin and Gerhard Rempe, MPI, May 
2022 (10 pages). 

• Measuring state of intermediate qubits during computing (M). It 

is carried out with a variation of projective measurement. It consists 

in first applying one or more X or Y gates to a qubit to create a 

rotation in their Bloch sphere and then to measure their state on the 

computational basis. It is a bit like rotating the Z (| ⟩/|1⟩  axis in 

the Bloch sphere to change the reference point. 

|±⟩ =
| ⟩ ± |1⟩

√ 
 

|±𝛼⟩ =
| ⟩ ±   𝛼|1⟩

√ 
 

• The projective measurement basis is in the form of states of the type |±𝛼⟩,   being generally a 

half or quarter turn in Bloch's sphere. A measured qubit is always an intermediate resource and is 

not an output resource. This helps obtaining an information that can be used to manipulate the 

qubits afterwards to propagate computation. Projective Z measurements have the effect of remov-

ing the measured qubits from the cluster. 

• These successive corrections make computing deterministic (step C) with X and Z gates. They 

are applied according to the result of the projective measurements made in (M). No correction 

gate acts here on a qubit already measured. This model makes it possible to apply any gate to a 

qubit which is in fact a combination of Rz(γ)Rx(β)Rz(α), i.e. rotations around the three axis of 

the Bloch sphere of angles γ, β and α1297. 

What has just been described allows to interpret the lower right-hand part of the illustration in Figure 

445 which explains how the MBQC equivalents of the CNOT (two-qubit), H or S quantum gate 

equivalents are realized in MBQC. Each X or Y circle is an X and Y projective measure that combines 

an X or Y gate followed by a qubit readout. The result conditions the type of projective measurement 

performed immediately afterwards in the order indicated (1 to 15 and 1 to 5). 

Two forms of measurements affect the inner working of the qubit matrix: Z measurements separate 

the qubits by digging sort of grooves in the qubit matrix, a bit like pacmans, then classical measure-

ments along the "wires" or on the "bridges" between these wires simulate single-qubit gates like 

Hadamard's and the two-qubit CNOT gates. The sequence of operations depends on the result of each 

measurement along the wires. The computation result is located in the last qubits whose state is not 

yet measured and which will be measured last1298. 

 

1297 The decomposition of quantum gates into a computational method that can be used for MBQC has been patented by Krysta Svore 

of Microsoft, who leads the QuArC group there. 

1298 Illustrations sources: Basics of quantum computing and some recent results by Tomoyuki Morimae, 2018 (70 slides). 

https://arxiv.org/abs/2205.12736
https://arxiv.org/abs/2205.12736
https://patents.justia.com/inventor/krysta-m-svore
http://www2.yukawa.kyoto-u.ac.jp/~tadashi.takayanagi/wsMarch2018/Morimae.pdf
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Figure 445: a tentative summary of how MBQC works. Usually, learning it works like a Write Once Read Never (WORN) memory! 

(cc) compilation, Olivier Ezratty, 2021, dedicated to my friend Jean-Christophe Gougeon. 

This combination of NEMC sequences allows the reproduction of the operation of one- and two-qubit 

quantum gates. A complete quantum computation is a sequence of multiple NEMCs that ends with 

the measurement of the state of the remaining qubits! 

The consequences of what we have just seen are multiple: 

• MBQC requires way more qubits than in a conventional circuit-based model. We’ve seen that a 

single X or Y gate results from the combination of four X and Y gates and as many measurements. 

This in turn creates a "pressure" on the classical part of the calculation, linked to the measurement. 

But we’ll catch up later with parallelism. 

• MBQC still requires error correction codes such as those we have studied in a previous section, 

page 216. They too will multiply by several orders of magnitude the number of physical qubits 

necessary for computing any algorithm. It could be facilitated if we could organize the qubits in 

3D matrices, the third dimension being used to align the qubits necessary for error correction, 

especially with surface codes. On the other hand, since MBQC models contains its own error 

correction mechanisms, it is less demanding in terms of additional qubits for error correction nec-

essary for the creation of "fault tolerant" quantum computers1299. 

• The temporal dimension of computing is modified compared to classical gate-based quantum 

computing. As we can parallelize operations coupling gates and measurements, MBQC is a bit 

like Nutella on the breadcrumbs: we can spread it out! The depth of the available computation is 

no longer linked to the ability to chain quantum gates in time as in the middle-high diagram in the 

previous illustration, but to execute a large number of them in parallel over a very large number 

of qubits (modulo the required error correction). The sequences of measurements labeled 1, 2 ... 

n will be carried out simultaneously in groups 1, 2 ... n, n being limited to 15. Therefore, the 

required physical calculation depth if defined by the maximum number of physical gates to exe-

cute to create a CNOT. This is an argument in favor of photon qubits. 

 

1299 See one proposal of correction codes in Error-protected qubits in a silicon photonic chip by Caterina Vigliar et al, VTT, Nature 

Physics, September 2021 (31 pages). 
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The depth of an algorithm no longer depends on the ability to chain quantum gates with one and 

two qubits, but on the entanglement capacity of the qubits at startup in the model's cluster states. 

In short, sequential quantum computing is replaced by massively parallel quantum computing 

with a very shallow depth. This is the approach chosen by PsiQuantum. 

• An MBQC model is easily exploitable to take advantage of teleportation and distributed quan-

tum computing algorithms. Cluster states will be able to be linked together via remote optical 

links. It is also one of the tools of blind computing1300. 

• Finally, there is a direct link between the MBQC and the ZX Calculus. ZX Calculus is a graph 

model that help formalizing MBQC, its cluster states and the associated error corrections1301. 

• The algorithms are specific to this kind of architecture1302. It is not yet experimental because it 

requires a large number of qubits that are not yet practically available. 

Vendors 

 
PsiQuantum (2016, USA/Europe, $728M) is a startup created by Jeremy 

O'Brien, a former Stanford and Bristol University researcher, who wants to 

create a photon-based quantum processor in CMOS silicon technology. 

Other cofounders are Pete Shadbolt (co-inventor of the VQE algorithm with Jeremy O'Brien and Alán 

Aspuru-Guzik), Mark Thompson and Terry Rudolph, who discovered when he finished his physics 

thesis that he was a grandson of Erwin Schrödinger, which may have helped with fundraising! The 

company already employs over 150 people, most of them in Palo Alto in the USA, but some of them 

work remotely all over the world, including a couple ones in Europe. 

Early in 2021, the company started to be more open on its technology1303. It published a paper de-

scribing their qubit architecture, using an FBQC system, aka Fusion-based quantum computation, a 

variant of MBQC that we study a bit later. It uses micro-clusters states with groups of 4 qubits con-

nected together and using Resource State Generators (RSGs). It’s replacing measurement of entangled 

states by double measurement of non-connected adjacent qubits to create entanglements between 

them1304. Qubits are encoded in path, in what they call dual-rail encoding with lines for photon states 

|0⟩ and |1⟩. 

Two qubit gates use XX nondeterministic and ZZ deterministic measurements (measuring two pho-

tons simultaneously with the same polarization basis), implemented with a beam splitter then com-

bining fusions to create small cluster states. 

 

1300 See Measurement-based and Universal Blind Quantum Computation by Anne Broadbent, Joseph Fitzsimons and Elham Kashefi, 

2016 (41 pages). 

1301 Seen in Universal MBQC with generalised parity-phase interactions and Pauli measurements by Aleks Kissinger and John van de 

Wetering, 2019 (21 pages). 

1302 See for example Changing the circuit-depth complexity of measurement-based quantum computation with hypergraph states, May 

2019 (16 pages). The article describes an MBQC method based on the exploitation of Toffoli (CCZ) and Hadamard (H) gates. They 

allow to simulate topological quantum computation, reducing the error rate of quantum computation. 

1303 See Silicon Photonic Quantum Computing - PsiQuantum at 2021 APS March Meeting by Jeremy O’Brien, April 2021 (25 mn). 

1304 FBQC is fairly well explained in Quantum Computing at the Speed of Light by Terry Rudolph, November 2021 (1h13 video). 

http://cs.ipm.ac.ir/asoc2016/Resources/BFK-chapter.pdf
https://quantum-journal.org/papers/q-2019-04-26-134/pdf
https://arxiv.org/abs/1805.12093
https://www.youtube.com/watch?v=WQRmSOKgMPA
https://www.youtube.com/watch?v=ifodWb0Tguo
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With that, the qubit com-

puting depth is quite shal-

low, avoiding the pitfalls 

of qubits error rates. It’s 

replaced by a large breadth 

of computing and commu-

tative operations replacing 

“depth-computing” by 

“breadth-computing” 1305 . 

Their ambition is to pro-

duce a system with one 

million physical qubits 

generating the equivalent 

of 100 logical qubits. Their 

photonic chipsets manu-

facturing is handled at the 

300 mm wafers Global-

Foundries Luther Forest 

Technology Campus in up-

state New York. 

 

Figure 446: a description of the FBQC method for the amateur photonicist. Source: Interleaving: 
modular architecture for fault-tolerant photonic quantum computing by Hector Bombin et al, 2021 

(22 pages). 

They announced having produced a first q1 chipset sample in April 2021 integrating tens of thousands 

of single photon sources and detectors1306. Their physical architecture is using sandwiches assembling 

a 22 nm CMOS electronic chipset of 750M transistors using superconducting nanowires bonded with 

100K connections to a photonic chipset containing thousands of photon sources, detectors and other 

optical devices. The photonic chipset has 200 optical fiber entries and exits that are used to intercon-

nect similar photonic chipsets together in a distributed architecture manner. 

The final PsiQuantum one million physical qubits computer will be made of thousands of computing 

chips connected together so we can presume each chip is implementing fewer than 1000 physical 

qubits. The whole system will run at a temperature of 4K, requiring only a pulse tube refrigeration 

system, that is much simpler than a dilution system for sub 100mK temperatures and with more cool-

ing power. They are also using fiber delay lines as optical memory thanks to its low loss rate. It is 

mixed with topological fault tolerance codes. This is supposed to multiply by 5000x the number of 

usable qubits1307. 

To date, PsiQuantum is the best funded startup in the world in quantum computing, even ahead of D-

Wave and Rigetti and on par with IonQ and its 2021 SPAC. Originally from the United Kingdom, it 

moved part of the team to the USA1308. They even have Microsoft as investors as well as Pascal 

Cagni's investment fund, C4 Ventures. Their last funding round of $450M in July 2021 cemented this 

funding lead. In October 2022, PsiQuantum also got a funding from the US Federal Government 

through an US Air Force Research Laboratory contract of $22.5M. 

 

1305 See Percolation thresholds for photonic quantum computing by Mihir Pant, 2017 (14 pages). The process is also documented in 

Towards practical linear optical quantum computing by Mercedes Gimeno-Segovia, 2015 (226 pages). This was the last publication on 

the PsiQuantum architecture until when they released Fusion-based quantum computation by Sara Bartolucci et al, January 2021 (25 

pages). See also QIP2021 Tutorial: Architectures for fault tolerant quantum computing by Naomi Nickerson, January 2021 (3h). 

1306 See PsiQuantum partners with GLOBALFOUNDRIES to bring up Q1 quantum system by Mercedes Gimeno-Segovia, PsiQuantum, 

May 2021. 

1307 See Interleaving: modular architecture for fault-tolerant photonic quantum computing by Hector Bombin et al, 2021 (22 pages). 

1308 See the presentation Measurement-based fault tolerance beyond foliation by Naomi Nickerson of PsiQuantum in September 2019 

and Quantum Computing With Particles Of Light: A $215 Million Gamble by Paul Smith-Goodson, April 2020. 

https://arxiv.org/abs/2103.08612
https://arxiv.org/abs/2103.08612
https://arxiv.org/pdf/1701.03775.pdf
https://core.ac.uk/download/pdf/77007679.pdf
https://arxiv.org/pdf/2101.09310.pdf
https://www.youtube.com/watch?v=2v-J95GFSGc
https://psiquantum.com/news/psiquantum-partners-with-globalfoundries-to-bring-up-q1-quantum-system
https://arxiv.org/abs/2103.08612
https://www.youtube.com/watch?v=Ve50CXl1QYg
https://www.forbes.com/sites/moorinsights/2020/04/15/quantum-computing-with-particles-of-light-a-215-million-gambl
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Xanadu (2016, Canada, $235.6M) is a startup created by Christian Weed-

brook, a prolific researcher having started at MIT and the University of To-

ronto, among others. The startup is developing a photon qubit quantum com-

puter in the FTQC realm (fault tolerant quantum computer). 

In September 2020, they launched a cloud-based testing platform of 8 and 12 qubits. Their qubits are 

qumodes based on squeezed states using continuous variables encoding1309. The 8-qubit silicon-ni-

tride chipset is 4mm x 10 mm wide. It’s fed by infrared laser pulses and generates “squeezed states” 

superposing multiple photons, then flowing through an interferometer made of beam splitters and 

phase shifters performing quantum gates, and exiting to superconducting photon detectors. They don’t 

specify the detailed characteristics of these qubits, particularly in terms of fidelity1310. 

In 2021, a team of Xanadu and Canadian researchers published a blueprint with more details on the 

Xanadu FTQC architecture. It’s based on MBQC and three-dimensional resource states comprising 

both GKP bosonic qubits and squeezed states of light. This hybridization enables the implementation 

of both Clifford and non-Clifford gates. All of this will be implemented on 2D photonic chipsets1311. 

In August 2021, Xanadu announced that their FTQC silicon-nitride chipsets would be manufactured 

by IMEC in Belgium. But in March 2022, Xanadu announced a partnership with GlobalFoundries for 

the manufacturing of their chipset on 300 mm silicon wafers, like PsiQuantum. 

 
Figure 447: Xanadu’s architecture for their 2022 GBS. Source: Xanadu. 

In June 2022, Xanadu announced their own “quantum advantage” with their gaussian boson sampling 

architecture (GBS). Adding to China’s 2021 similar performance, they increased the number of han-

dled photon modes to 216 thanks to using frequency multiplexing and delay lines. Their system is 

programmable with parametrizable photon phases and it was put online on the cloud, seemingly with 

Amazon Bracket. However, Xanadu was cautious in saying that it didn’t yet find use case with some 

useful quantum advantage1312. Since then, it seems that Xanadu decided not to pursue the path of 

parametrizable GBS in its photonic computer roadmap. 

 

1309 Their process is documented in The power of one qumode for quantum computation, 2016 (10 pages) with an example of imple-

mentation in Continuous-variable gate decomposition for the Bose-Hubbard model, 2018 (9 pages). See also Optical hybrid approaches 

to quantum information by Peter van Loock, 2010 (35 pages). See also Quantum computing with multidimensional continuous-variable 

cluster states in a scalable photonic platform by Bo-Han Wu et al, 2020 (22 pages) and the review paper Quantum computing overview: 

discrete vs. continuous variable models by Sophie Choe, June 2022 (12 pages). 

1310 See In the Race to Hundreds of Qubits, Photons May Have "Quantum Advantage" by Charles Q. Choi, March 2021. 

1311 See Programmable optical quantum computer arrives late, steals the show by Chris Lee, March 2021 referring to Blueprint for a 

Scalable Photonic Fault-Tolerant Quantum Computer by J. Eli Bourassa et al, February 2021 (38 pages). 

1312 See Quantum computational advantage with a programmable photonic processor by Lars S. Madsen et al, Xanadu, June 2022 (11 

pages) and the earlier and more detailed Quantum Computational Advantage via High-Dimensional Gaussian Boson Sampling by 

Abhinav Deshpande et al, February 2021 and January 2022 (24 pages). 

https://arxiv.org/search/?searchtype=author&query=Weedbrook%2C+C
https://arxiv.org/abs/1510.04758
https://arxiv.org/pdf/1801.06565.pdf
https://arxiv.org/pdf/1002.4788.pdf
https://arxiv.org/pdf/1002.4788.pdf
https://journals.aps.org/prresearch/pdf/10.1103/PhysRevResearch.2.023138
https://journals.aps.org/prresearch/pdf/10.1103/PhysRevResearch.2.023138
https://arxiv.org/abs/2206.07246
https://arxiv.org/abs/2206.07246
https://spectrum.ieee.org/tech-talk/computing/hardware/race-to-hundreds-of-photonic-qubits-xanadu-scalable-photon
https://arstechnica.com/science/2021/03/programmable-optical-quantum-computer-arrives-late-steals-the-show/
https://arxiv.org/pdf/2010.02905.pdf
https://arxiv.org/pdf/2010.02905.pdf
https://www.nature.com/articles/s41586-022-04725-x
https://arxiv.org/abs/2102.12474
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Xanadu develops the software platform Strawberry Fields and PennyLane in Python1313 (wonder-

ing about the inspiration...). It includes the Blackbird language and targets chemistry use cases, graph 

theory problems and quantum machine learning. All this is distributed in open source. 

Their main application is the analysis of similarities between graphs to identify those that are similar 

and/or separate them into several classes of similarity. Classical methods for solving this kind of 

problem are similar to finding a matrix determinant1314. 

 

Quandela (2017, France, €35M) decided in 2020 to expand its historical sin-

gle photon source activity to create photon qubits computers as part of their 

project ROQC (Reconfigurable Optical Quantum Computer). 

Their first quantum computer is MosaiQ, which handles 12 photon modes and consumes 1kW. It was 

first deployed online in November 2022.  They first target use cases are certified QRNGs using Bell 

states with the Entropy solution, hybrid quantum machine learning algorithms and chemical simula-

tions. They announced in October 2022 that their future photonic chipsets will be designed and man-

ufactured by CEA-Leti in Grenoble. Their initial plans is to use a KLM model using Fock states and 

then, later, a MBQC cluster-states based model. Quandela is always teaming up with Pascale Senel-

lart’s C2N research lab. With Fabio Sciarrino’s team from Sapienza University in Rome, Italy, they 

qualified the ability of Quandela’s photon source to create entangled states that are used in MBQC 

computation. They developed an interferometer to assess the indistinguishability of 4 entangled pho-

tons generated by their quantum dots source1315. 

 
Figure 448: an interferometer used to validate the indistinguishability of a set of generated photons paving the way for the creation 
of cluster states of entangled photons. Source: Quantifying n-photon indistinguishability with a cyclic integrated interferometer by 

Mathias Pont, Fabio Sciarrino, Pascale Senellart, Andrea Crespi et al, PRX, January-September 2022 (21 pages). 

In February 2022, Rawad Mezher and Shane Mansfield from Quandela proposed a single-number 

benchmark metric, the Photonic Quality Factor (PQF), defined as the largest number of input pho-

tons for which the output statistics pass all tests. It covers photons quantum computing using single 

photon sources, multi-mode linear optics and photon detectors, including boson sampling experi-

ments1316. In April 2022, Quandela released Perceval, their photon qubits physical classical simula-

tion software. It enables the simulation at low level of photonic linear circuits (PBS, …), help under-

stand how photon qubits work and create adapted algorithms like Grover, Shor, GBS, VQE and 

QML1317. They later announced that Perceval was proposed in the cloud in partnership with OVH-

cloud and connector with popular programming frameworks like Qiskit. 

 

1313 This is documented in Strawberry Fields: A Software Platform for Photonic Quantum Computing, 2018 (25 pages). 

1314 See Measuring the similarity of graphs with a Gaussian Boson Sampler by Maria Schuld et al, 2019 (11 pages). 

1315 See Quantifying n-photon indistinguishability with a cyclic integrated interferometer by Mathias Pont, Fabio Sciarrino, Pascale 

Senellart, Andrea Crespi et al, PRX, January-September 2022 (21 pages). 

1316 See Assessing the quality of near-term photonic quantum devices by Rawad Mezher and Shane Mansfield, Quandela, February 

2022 (30 pages). 

1317 See Perceval: A Software Platform for Discrete Variable Photonic Quantum Computing by Nicolas Heurtel et al, April 2022 (31 

pages). 

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.031033
https://arxiv.org/pdf/1804.03159.pdf
https://arxiv.org/pdf/1905.12646.pdf
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.031033
https://arxiv.org/abs/2202.04735
https://arxiv.org/abs/2204.00602
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ORCA Computing (2019, UK, $18.7M including some UK public funding) 

is developing a quantum computing platform based on qumodes photons and 

a proprietary photonic memory using delay lines plus programmable beam 

splitters1318. They currently use photon frequency multiplexing (PT- series) and 

plan to later add time and space multiplexing (PA-Series). Their chipset is man-

ufactured by Ligentec in Switzerland. 

The startup was cofounded by Rich-

ard Murray (CEO, former head of 

the UK quantum program), Josh 

Nunn (CTO, former Oxford Univer-

sity, and also working with Ve-

riQloud) and Cristina Escoda 

(COO), an entrepreneur with a 

background in finance and deep 

tech1319 . The startup leverages re-

search done by Ian Walmsley’s Ul-

tra-fast and Nonlinear Quantum Op-

tics Group from the University of 

Oxford. 

 

Figure 449: Orca’s view of quantum computing. Source: Orca Computing. 

In June 2022, the UK Minister of Defense announced the procurement of Orca’s PT-1 quantum com-

puter, which fits into a single rack and manages 8 qumodes. They plan to support 128 qumodes by 

2024. Quantonation is among their investors. It supports machine learning and QUBO algorithms 

with their Python software library, seemingly1320. Orca also sold a PT-1 QPU to Israel’s Quantum 

Computing Centre managed by Quantum Machines in July 2022. 

 

TundraSystems (2014, UK) is developing a linear optics quantum processor 

operating supposedly at room temperature. They seem to create a photonic mi-

croprocessor and not necessarily, a quantum computer with qubits using linear 

optics. 

Their Advisory Board includes two Chinese scientists, Xinliang Zhang and Pochi Yeh who are spe-

cialized in optronics (site). 

 

QuiX Quantum (2019, Netherlands, 5.5M€) is developing a photonic quan-

tum processor using silicon nitrides (Si3N4) TriPlex waveguides generating 

low losses. It came out of a project from the University of Twente and the 

AMOLF laboratory in Amsterdam. The company is a subsidiary of the fab Li-

onix. 

Their fab also provides photonic components to other industry vendors, like Quandela. They pre-

sented in 2021 a record 12x12 programmable photonic processor. It uses thermo-optic phase shifters 

and tunable beam splitters. The circuit is labelled a 12x12 because it has 12 input photons and a depth 

of 12 quantum gates1321. 

 

1318 See One-Way Quantum Computing in the Optical Frequency Comb by Nicolas C. Menicucci, Steven T. Flammia and Olivier Pfister, 

April 2018 (4 pages) and High-speed noise-free optical quantum memory by K. T. Kaczmarek et al, April 2018 (12 pages). 

1319 See some details on their approach in Photonic quantum processors, Orca Computing, April 2020 (27 slides). 

1320 See Certain properties and applications of shallow bosonic circuits by Kamil Bradler and Hugo Wallner, December 2021 (34 pages). 

1321 See A 12-mode Universal Photonic Processor for Quantum Information Processing by Caterina Taballione et al, 2020 (11 pages). 

http://briancinderella.com/
https://arxiv.org/abs/0804.4468
https://arxiv.org/pdf/1704.00013.pdf
https://www.quantonation.com/wp-content/uploads/2020/04/ORCA_LeLabQuantique.pdf
https://arxiv.org/abs/2112.09766
https://arxiv.org/abs/2012.05673
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Figure 450: a QuiX circuit handling 12x12 photons (12 photons and 12 quantum gate depth using MZIs). Source: A 12-mode 

Universal Photonic Processor for Quantum Information Processing by Caterina Taballione et al, 2020 (11 pages). 

In March 2022, QuiX announced the “world’s largest photonic quantum processor” expanding the 

previous 2021 performance from 12 to 20 “qumodes”1322. It contains 380 thermo-optic tunable ele-

ments and a photon source made of a Ti:Sapphire laser pumping a crystal. QuiX is now teaming up 

with PHIX (The Netherlands), an assembly subcontractor, to create an even larger quantum photonic 

processor with 50 qumodes, using over a hundred optical fiber connections and about 5000 electrical 

connections. In September 2022, the company signed a 14M€ contract with DLR, the German Aero-

space Center, to build a 64-qubit quantum computer. The company plans to build a 10K qumodes 

system after 2030. 

    
Figure 451: QuiX photonic processor. Source: QuiX. 

 

QBoson (2020, China, $3M) aka “Bose Quantum” was founded by Wen Kai 

in Chaoyang (200 km North-East of Beijing), who studied at Tsinghua Univer-

sity and later got a PhD from Stanford in quantum computing. 

He also worked at Google AI in the USA. The company is creating photon-based quantum computers 

with, in sights, a hybrid AI applications approach. 

 

1322 See 20-Mode Universal Quantum Photonic Processor by Caterina Taballione, June 2022 (9 pages). 

blue line: tunable beam splitters 
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50:50 directional couplers
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https://arxiv.org/abs/2012.05673
https://arxiv.org/abs/2012.05673
https://arxiv.org/abs/2203.01801
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They claim to have completed the con-

struction of a laboratory and of a 1,000 

photon-based qubit quantum computer 

with a plan to reach 1 million-qubits in 

3 to 4 years. The first part is probably a 

little oversold even if the second part is 

not far from PsiQuantum promises1323. 

Another promise is that this computer 

works at ambient temperature, which is 

a highly dubious claim since you gener-

ally need some form of cooling for your 

light sources and photon detectors. On 

the left, the only visual of the laboratory 

that was inaugurated in July 2021 

(source)! 

 
Figure 452: openness in China. You see the folks looking at the window of a lab. 

Go guess what they saw and understood! 

I finally found out in August 2022 that they are working on some sort of coherent Ising machines 

using spiking neurons in an arXiv paper1324. 

 

Duality Quantum Photonics (2020, UK) is a Bristol-based startup created in 

February 2020. Its founder is Anthony Laing, from the Department of Physics 

at the University of Bristol where he developed a quantum simulator based on 

lithium niobate generated photons. 

He targets drugs design for the pharmaceutical industry. They were supposed to create a prototype in 

2021. 

 

TuringQ (2021, China, $79M) creates lithium niobate on insulator (LNOI) 

optical quantum computer chips and femtosecond lasers. Not to be confused 

with Turing Quantum (USA) who is specialized in NV centers computing and 

Turing (USA) who develops quantum software. 

 
Quantum Computing Inc. (aka QCI), also covered in the software vendors 

section, announced in February 2022 a “business partnership and exclusive 

marketing agreement with QPhoton, Inc”. 

In the current newspeak, it simply means an acquisition! QPho-

ton (USA) was a stealth quantum photonics computing and 

sensing company based in New Jersey. They hold a portfolio 

of patents on quantum hardware, authentication protocols, sim-

ulators, photonic Lidar, imaging and covert communications. 

They were mostly a contract research company working for 

DARPA, DoD, NASA and other US federal agencies who spent 

$30M on these projects. The company was created and headed 

by Yuping Huang, a professor from Northwestern University 

(Evanston, Illinois) and the Stevens Institute of Technology 

(Hoboken, New Jersey). 

 
Figure 453: QCI photonic quantum computer 

package. Source: QCI. 

 

1323 Wen Kais thesis is Experimental study of tune-out wavelengths for spin-dependent optical lattice in 87Rb Bose-Einstein condensa-

tion by Kai Wen et al, September 2021 (9 pages). It relates to cold atoms qubits, not photons. But QBoson’s communication is about 

photonic qubits controlled by lasers (source). All in all, one thing is sure: these guys don’t want you to know what they are doing 

exactly. 

1324 See Combinatorial optimization solving by coherent Ising machines based on spiking neural networks by Bo Lu et al, August 2022 

(6 pages). 

https://www.qboson.com/news4/44.html
https://www.globenewswire.com/news-release/2022/06/16/2464242/0/en/Quantum-Computing-Inc-Closes-Acquisition-of-QPhoton.html
https://arxiv.org/pdf/2109.05670.pdf
https://www.qboson.com/news4/43.html
https://arxiv.org/abs/2208.07502
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How about their Quantum Photonic System (QPS)? It’s a nonlinear system. That’s all you need to 

know from them at this point!  

QCI announced in July 2022 having solved a combinatorial problem with 3,854 variables with its 

“Entropy Quantum Computing” (EQC) hardware that was running 70x faster than QCI’s 2021 hybrid 

DWave implementation1325. We can suspect it is based on some form of photonic coherent Ising model 

and on QPhoton QPS architecture. In September 2022, its Dirac 1 Entropy Quantum Computer (EQC) 

was launched as a cloud-based subscription. 

It’sQ 
It’sQ (2022, Germany) is a photonic qubits startup created by Christine Sil-

berhorn from the Institute for Photonic Quantum Systems (PhoQS) of the Uni-

versity of Paderborn. 

The company is based on her research on frequency multiplexed qubits (“field-orthogonal temporal 

modes”), including the related pulsed photon pairs sources, and MBQC as well as quantum walks1326, 

using LiNbO3 on silicon oxide insulator circuits (lithium niobate). Christine Silberhorn is also inves-

tigating GBS (gaussian boson sampling) avenues as part of the German project PhoQuant led by 

Q.ANT. Quantonation is one of It’s Q seed investors. 

 

 Quantum Source Labs (2022, Israel, $15M) is a photonic computer startup 

created by Oded Melamed (CEO), Gil Semo (R&D VP), Dan Charash (Chair-

man) and Barak Dayan (Chief Scientist, Associate Professor at the Weizmann 

Institute of Science, head of the Weizmann Quantum Optics group). 

Likewise to It’s Q, there’s not much data available on what they are doing. They seem to run some 

contract research programs and among others, work with PsiQuantum. Given their founders back-

ground, you can infer that they have skills in designing photon guides in nanophotonic circuits, qubit 

conversions, nanofibers, MBQC and photon detection. 

LightOn (France) announced a quantum photonic processor in 2021. It implements 8 input quantum 

states onto 19 distinct optical railings, performing 19x19 unitary linear operations with up to 8 entan-

gled photons at minimal loss and a reconfigurability rate of 10Hz. This is based on using multimode 

fibers. It must be further documented to be fairly evaluated1327. 

 

HP conducted research in quantum computing at its Bristol laboratory, UK, 

covering quantum computing, cryptography and quantum communications. 

They invested in "The Machine", conceptually far from a universal quantum 

computer and uses an optical bus to link the different components of a super-

computer. 

In partnership with HP, American and Japanese scientists proposed in 2008 the creation of an HPQC, 

High Performance Quantum Computer, with 3D qubit arrays realized in linear optics containing 7.5 

billion physical qubits allowing to accumulate 2.5 million logical qubits1328. This project was left 

aside. HPE abandoned quantum computing entirely and explained it in 2019. They said they preferred 

to focus on neuromorphic processors and memristors1329. 

 

1325 See QCI Solves 3,854-Variable Problem in Six Minutes in BMW Group, AWS Quantum Computing Challenge by Matt Swayne, 

The Quantum Insider, July 2022. 

1326 See for example Fabrication limits of waveguides in nonlinear crystals and their impact on quantum optics applications by Matteo 

Santandrea, Michael Stefszky, Vahid Ansari and Christine Silberhorn, March 2019 (16 pages). 

1327 See LightOn Qore, a novel Quantum Photonic Processor, June 2021 (2 pages). 

1328 See High performance quantum computing (7 pages). 

1329 See Why HPE abandoned quantum computing research by Nicole Hemsoth, April 2019. 

https://thequantuminsider.com/2022/07/20/qci-solves-3854-variable-problem-in-six-minutes-in-bmw-group-aws-quantum-computing-challenge/
https://www.researchgate.net/publication/330430027_Fabrication_limits_of_waveguides_in_nonlinear_crystals_and_their_impact_on_quantum_optics_applications
https://lighton.ai/wp-content/uploads/2021/06/PR_LightOn_QuantumQore_June_1_2021.pdf
https://arxiv.org/pdf/0810.2444.pdf
https://www.nextplatform.com/2019/04/17/why-hpe-has-abandoned-quantum-computing-research/


Understanding Quantum Technologies 2022 - Quantum computing hardware / Photons qubits - 463 

Their photonics specialist is Ray Beausoleil, based in Silicon Valley. He was specialized in photonics 

and NV centers and abandoned this track, becoming a quantum computing skeptic. Somewhat along 

the lines of Gil Kalai, he believes that errors would increase faster than the growth in the number of 

qubits. Still, HPE invested in IonQ in October 2019 to show that it didn’t entirely leave the quantum 

stage. 

 

 

Quantum computing hardware key takeaways 

▪ Superconducting qubits are the most common nowadays, implemented by IBM, Google and Rigetti among others. 

But they are noisy and do not scale well. One solution may be cat-qubits which combine trapped microwave pho-

tons in cavities and superconducting qubits for their manipulation and readout (Alice&Bob and Amazon). 

▪ Quantum dots spin qubits could scale well due to their small size, the reuse of classical CMOS semiconductors 

manufacturing known-how, their higher working temperature enabling the usage of control cryo-electronics. They 

have however been demonstrated at a relatively low scale at this stage. 

▪ NV centers qubits have the benefit to be stable and to work potentially at ambient temperature but there are not 

many vendors involved there, besides Quantum Brilliance (Australia and Germany). 

▪ Topological qubits could bring the benefit of being resilient to some quantum errors and to scale better than other 

solid-state qubits. It doesn’t really exist yet, particularly the Majorana fermions species looked after by Microsoft. 

▪ Trapped ions qubits have the best fidelities so far, but they are hard to scale beyond about 40 qubits, at least with 

their main vendor, IonQ, Quantinuum and AQT. 

▪ Cold atoms qubits are mostly used in quantum simulation where it could scale up to a thousand qubit and it could 

potentially also be used in gate-based quantum computing although it’s not really demonstrated at a large scale. 

Pasqal (France), Cold Quanta (USA), QuEra (USA) and Atoms Computing (USA) are the industry vendors in this 

field. 

▪ Photon qubits are flying qubits, moving from a source to detectors and traversing optical devices implementing 

quantum gates. There are many investigated techniques, with the distinction between single/discrete variable pho-

tons and continuous variable photons. Scalability is also an issue, particularly with photon sources and the proba-

bilistic nature of photons generation. Their limited quantum gates computing depth requires the implementation of 

specific computing techniques like MBQC and FBQC, this last one being used by PsiQuantum, the best funded 

quantum computing startup with IonQ as of 2022. Quandela (France), Xanadu (Canada) and Orca (UK) are other 

key players in that space. One key capability to implement MBQC is the generation of high volume cluster states 

of entangled photons. 
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Quantum enabling technologies 

Building a quantum computer and other second quantum revolution related products involve assem-

bling a lot of various technologies, some being classical and others quantum-related themselves. This 

part of this book is dedicated to these various important enabling technologies. These are “enabling” 

in a sense that their characteristics and performances frequently have a direct impact on the perfor-

mance and scalability, particularly with quantum computing. We’ll see this with cryogenics, cabling, 

classical electronics, lasers and photonics. 

We’ll also look at the raw materials needed in quantum technologies, where it comes from, is it rare 

or not and how is it transformed. At last, we’ll have a look at other unconventional computing tech-

nologies. They can both compete and, in some cases, complete quantum computers. Whatever hap-

pens, this coopetition is also enabling innovation. 

 
Figure 454: a market map of key enabling technology vendors. (cc) Olivier Ezratty, 2022. 

Cryogenics 

Cryogenics is an important enabling technology used with most types of qubits, the most demanding 

being the very low operating temperatures of superconducting qubits, at 15 mK. Other technologies 

like photon qubits require lightweight cryogenics operating at 4K to 10K for their photon sources and 

detectors1330. Detectors must be cooled to avoid the photon dark count effect, when thermal noise 

originated photons are detected instead of useful photons. 

In this part, we’ll focus on the 15mK dry dilution refrigeration systems used by superconducting 

qubits. 

 

1330 By definition, cryogenics operates below 123K or -150°C. Bearing in mind that -153.15°C is the temperature below which perma-

nent gases, i.e. gases in the ambient air, all condense into liquid at ambient pressure. 
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These qubits must be cooled to this low temperature to avoid noise sources from the environment, 

particularly when compared with the microwave pulses used to control qubits and handle their 

readout1331. 

These are the most complicated systems and also, those requiring some scalability in cooling power 

to accommodate the growth in number of physical qubits. 

Wet and dry dilution refrigeration 

Superconducting quantum computer from IBM, Google and others are frequently presented with 

these mysterious gold chandeliers where the processor is housed, surrounded by an unlikely set of 

wires, devices and several layers of circular plates. This system is a mix of passive and active control 

electronics reaching the qubits processor and low temperature cooling system1332. The chipset must 

be as isolated as possible in terms of temperature, magnetism, vacuum and even mechanical vibra-

tions. 

 
Figure 455: a documented interior of an IBM superconducting qubit cryostat. Image source: Quantum Computers Strive to Break 

Out of the Lab, 2018. Legends by Olivier Ezratty. 

The refrigerated part of a quantum computer with superconducting qubits or silicon is generally or-

ganized in stages, knowing that the lower you go down in the stages, the colder it gets: 

• On the upper level, a plate that is not usually seen in diagrams and picture is thermalized at 50K. 

This is where both the electronic cables for controlling and reading the qubits as well as the fluids 

used for refrigeration arrive in the cryostat. 

 

1331 It is governed by the equation kBT<ħω. The Boltzmann constant multiplied by the temperature must be inferior to the product of 

the Dirac constant and the microwaves frequency in Hz. This leads us to adopt a temperature of about 15 mK for superconducting 

qubits. 

1332 A tour of the IBM Q Lab is available in the 2016 video A Tour of an IBM Q Lab. 

10-15 mK

100 mK

800 mK

4 K

4,2 K : liquid helium 4

downward qubits control micro-wave cables
5 to 10 GHz

micro-waves sources
outside the cryostat

qubits chipset with Cryoperm 
Magnetic Shielding from MμShield

vacuum
magnetic isolation

thermal isolation

2,7 K : space (“is hot”)

0K = -273,15°C

3,2 K : liquid helium 3

example for a superconducting qubits IBM cryostat

qubits readout superconducting cables
in niobium-titanium

He4/He3 heat exchangers

micro-waves second stage 
readout amplifier

micro-waves readout 
first stage amplifier

https://spectrum.ieee.org/computing/hardware/quantum-computers-strive-to-break-out-of-the-lab
https://spectrum.ieee.org/computing/hardware/quantum-computers-strive-to-break-out-of-the-lab
https://www.youtube.com/watch?v=KZf4BSmgdO4
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• One level below, running at 4K, i.e. 4°C above absolute zero (273.15°C)1333. That’s where sits the 

lower part of the so-called pulse tube. 

• The below plate is at around 800 mK. Between these two floors is the lowest temperature in space, 

which is 2.7 K and also corresponds to the cosmic background radiation. 

• Another plate is generally located at a temperature of 100 mK. 

• The lowest stage plate is where the quantum processor sits, and is cooled between 10 and 25mK, 

usually around 15mK. It is also called the "mixing chamber cold plate". A cold plate is a one-

stage copper plate and the mixing chamber is the last level at the bottom of the dilution refrigera-

tion system that we will explore later1334. 

We will now study the detailed characteristics of the very low temperature cryogenics used in these 

superconducting quantum computers1335. 

It uses a dilution refrigeration, which is based on the association of two helium isotopes: helium 4 

and helium 3, which have different and complementary physical properties1336. They have respec-

tively a boiling temperature of 4.2K and 3.2K. Helium 4 is superfluid at 2.17K while helium 3 is 

superfluid at a much lower temperature of 2.5 mK, at ambient pressure. The cryostat exploits the 

combination of three phases: a gaseous 3He phase and two liquid phases, one with 3He and the other 

with a mixture of 3He and 4He, with evaporation of the 3He in a mixed chamber1337. Let’s explain first 

why helium is so important for low temperature cryogenics. Hydrogen becomes liquid at 20.3K1338, 

nitrogen at 77.4K and oxygen at 90.2K. These gases are useless for low temperature cryogenics. 

On the other hand, 4He liquefies at 4.2K at room temperature and a 4He cryostat can reach 1K while 
3He cryostats can go as low as 300 mK. The mix of 4He and 3He is used in so called dilution refrig-

erators reaching 15 mK1339. Note the low density of 4He which is 125g/L at 4.2K. There are two types 

of dilution refrigerators: "dry" and "wet". 

 

1333 The Kelvin scale starts at absolute zero. This temperature where atoms literally no longer move is unreachable. If it were, Heisen-

berg indeterminacy would be broken! It is approached asymptotically. The lowest temperature record is 38 pK (pico-kelvin), reached 

in 2021. See Collective-Mode Enhanced Matter-Wave Optics by Christian Deppner, David Guéry-Odelin, Ernst M. Rasel et al, PRL, 

August 2021 (7 pages). See how fast these records have been broken over the last decades in Moore's Law for Low Temperature Physics 

by Pramodh Senarath Yapa, December 2021. 

1334 In Top 5 Trends in Quantum Technologies to Look for in 2020 by QuantumXchange, January 2020, we find: "Interestingly, IBM 

and Google are taking different approaches in the infrastructure of quantum computers. IBM's hardware resembles a chandelier with 

rings whereas the Google device looks like a chip". Which shows that they did not understand at all that IBM and Google had both a 

candlestick and a chipset. So they did not explore the hardware architecture of a superconducting quantum computer! 

1335 See Cryostats Design 4He and 3He cryostats by Guillaume Donnier-Valentin, CNRS Institut Néel, 2011 (91 slides), Some Funda-

mentals of Cryogenic and Module Engineering with regard to SRF Technology, Bend Petersen, ESY Cryogenic Group MKS (95 slides) 

and Development of Helium-3 Compressors and Integration Test of Closed-Cycle Dilution Refrigerator System, 2016 (5 pages). 

1336 Helium was discovered indirectly in 1868 through the discovery of an unexplained spectral line in the light spectrum of the sun by 

astronomers Pierre Jules Janssen (1827-1907, France) and Joseph Norman Lockyer (1836-1920, United Kingdom). It was then isolated 

for the first time in 1895 by the Scottish chemist William Ramsay (1852-1916). 

1337 See the video Quantum Cooling to (Near) Absolute Zero by Andrea Morello of UNSW which explains very well how dilutions 

work, 2013 (10 minutes). This illustration is inspired from a schema seen in inspired by Cryostat design below 1K par Viktor Tsepelin, 

October 2018. Bcc means body-centered cubic and hcp, hexagonal close-packed. These are two states of solid helium which are of no 

interest in dilution refrigerators. A phase diagram shows the phase of the element as a function of temperature (in X in logarithmic 

scale) and pressure conditions (in Y, 1 bar = atmospheric pressure). It shows that in the regime used below 1K, helium 3 is liquid and 

helium 4 is superfluid. This difference makes it possible to operate refrigeration at these low temperatures. 

1338 Liquid hydrogen cryogenics uses spin variations of hydrogen, instead of isotopic ones. H2 molecule exists in two forms, with both 

hydrogen atoms having the same spin (orthohydrogen) or an opposite spin (parahydrogen). At 300K, the ratio is 75% orthohydrogen 

and 25% parahydrogen. At low temperature, the ratio is different and the conversion between orthohydrogen and parahydrogen is 

exothermic, used in the refrigeration process. 

1339 The first liquefaction of helium was achieved in 1908 in Leyden, Netherlands, by Kamerlingh Onnes. The dilution cryostat concept 

was proposed by Heinz London in 1951 and was tested in 1965 at the University of Leiden, when it reached 220 mK. The record 

temperature went down to 60 mK in 1972 and then to 1.75 mK in 1999. 

https://hal.archives-ouvertes.fr/hal-03335554/#:~:text=Abstract%20%3A%20In%20contrast%20to%20light,lens%20for%20coherent%20atom%20optics.
https://sites.ualberta.ca/~senarath/article1.html
https://quantumxc.com/top-5-trends-in-quantum-technologies-to-look-for-in-2020/
https://pdfs.semanticscholar.org/1dd3/8749833dc67a38b9b37f7b33f114b77a9aa9.pdf?_ga=2.201072173.241760965.1586174676-1740930046.1577739007
http://cryocourse2011.grenoble.cnrs.fr/IMG/file/Lectures/Donnier-Valentincryostat_design-v2.pdf
https://accelconf.web.cern.ch/srf2007/TUTORIAL/PDF/Tutorial_5a.pdf
https://accelconf.web.cern.ch/srf2007/TUTORIAL/PDF/Tutorial_5a.pdf
https://pdfs.semanticscholar.org/1dd3/8749833dc67a38b9b37f7b33f114b77a9aa9.pdf?_ga=2.201072173.241760965.1586174676-1740930046.1577739007
https://www.youtube.com/watch?v=7jT5rbE69ho
https://indico.stfc.ac.uk/event/2/sessions/3/attachments/115/128/Short_Course_Cryostat_Design_Below_1K_Viktor_Tsepelin.pdf
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In wet dilution refrigerators, a first system cools the enclosure to 4K with liquid 4He. A second so-

called dilution system uses a mixture of liquid 4He and 3He with a flow circulating in ducts connecting 

the metal plates down to less than 15 mK in the bottom stage. 

 
Figure 456: phase differences between helium 3 and helium 4. Source: Cryostat design below 1K by Viktor 

Tsepelin, October 2018 (61 slides). 

Wet dilutions system was used until the early 2000s. It was then replaced by dry dilution systems that 

are simpler to operate, especially to create quantum computers that are easy to install at customer 

sites, thanks to avoiding liquid helium. However, wet dilution systems are still used for various phys-

ics experiments where the dry system is not appropriate, but usually not for quantum computing. 

 
Figure 457: wet dilution refrigerator operations. Schema from Source: Cryostat design below 1K by Viktor Tsepelin, October 2018 

(61 slides) and legends from Olivier Ezratty, 2020. 
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One interesting breed of wet dilution cryostats are inverted dilution refrigerators (IDR). I saw many 

of them at CNRS Institut Néel in Grenoble which has a dedicated cryogeny lab crafting custom cry-

ostats for various use cases, including for astronomy. These inverted cryostats enable fast and easy 

experiment samples loading and fast cooling as well. Below is an example IDR from Nicolas Roch’s 

laboratory at Institut Néel. 

    
Figure 458: custom made bottom-up cryostats made at CNRS Institut Néel in Grenoble. Pictures source: Olivier Ezratty. 

While most cryostats for quantum computers use dry dilutions, Fermilab is currently putting the final 

touch on an impressive wet dilution system developed to house a 3D supercomputing system, proba-

bly co-developed with Rigetti. Its numbers are impressive: it’s got 625W of cooling power at 4.5 K. 

50W at 2K and, above all, 300 µW at 20 mK for a load fitting in a 2m wide cylinder. And it’s using 

2000 liters of liquid helium1340. What is interesting here is that 625K cooling power at 4.5K could 

have another application: superconducting (non-quantum) computing. 

Dry dilution refrigerators or so-called cryogen-free refrigerators do not use liquid helium. They are 

using only gaseous helium 3 and 4. Like wet systems, they have two stages: the lower dilution stage 

is about the same with controlled expansion of helium 3 which is bathed at the bottom in liquid helium 

4 in a dilution chamber. This covers cooling to temperatures lower than 1K. 

The upper stage relies on the pulsed tube technique that manages cryogenics down to about 2.8K with 

helium 4 gas and a large external water-cooled compressor. This technique has been mastered for 

about twenty years and has been progressing incrementally since then. Its arrival coincides with the 

first experiments with superconducting qubits. Dry dilution refrigerators are generally used for the 

cryogenics of qubits requiring to go below 1K. The schematic in Figure 459 explains how it works. 

The pulsed tube is associated with a Stirling or Gifford-McMahon type compression and expansion 

system. The latter seems to be the most frequently used, particularly at CryoMech. It uses a piston. 

Stirling engines are used to cool infrared devices but not in dilution systems. 

It can be seen in the curve on the right of Figure 461 that the available cooling power decreases rapidly 

with temperature. It is currently around 1W at 4K1341. There are no moving mechanical parts inside 

the cryostat, both in the pulse tube and in the dilution. 

 

1340 See A large millikelvin platform at Fermilab for quantum computing applications by Matthew Hollister, Ram Dhuley and Grzegorz 

Tatkowski, Fermilab, August 2021 (10 pages). 

1341 With larger liquid helium cryogenic installations like Helial SF from Air Liquide, a cooling power of 100W to 1kW can be generated 

at 4K. 

https://arxiv.org/pdf/2108.10816.pdf
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Figure 459: dry dilution schematic inspired from Cryostat design below 1K by Viktor Tsepelin, October 2018 (61 slides), 

illustrations from CryoMech documentation, Janis, Dry dilution refrigerator with 4He-1K-loop by Kurt Uhlig,  
2014 (16 pages) and IBM. 

This avoids the generation of unwanted vibrations that could disturb the wiring and the qubits which 

are very sensitive beasts. The flow of gases and liquids produces very little disturbance in the dilution 

process. 

A refrigeration system is often evaluated in % of the Carnot cycle. This cycle describes a perfect 

thermodynamic cycle using four perfectly reversible thermodynamic processes involving work-heat 

exchange1342. The efficiency of a thermal machine is never perfect with 100% of this cycle. 

For a pulsed tube, a perfect Carnot efficiency would be about 1.4%, i.e. it would take 70W of energy 

to extract 1W at 4.2K1343! In practice, it requires about 10 kW, i.e. 152 times more! We thus obtain a 

Carnot efficiency of less than 1%. That's <1% of 1.4%! Indeed, we spend more than 10 kW to get 

1W of power at 4.2K. So... at 15 mK to get 10 μW? We do not evaluate the efficiency of the 15 mK 

stage of Carnot because it operates isobarically, i.e., at constant pressure, the thermal cycle being 

linked to a phase variation of helium 3. This stage is powered by heat exchanges between the pulsed 

tube and the helium 3 gas circuit. 

 

1342 See Cryogenic Systems by Pete Knudsen, 2018 (71 slides) which describes well the Carnot cycle principle. 

1343 See Lecture 5 Refrigeration & Liquefaction (Part 1) by J. G. Weisend II (17 slides). 
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Figure 460: details of the dilution inner working and the phases of helium 3 and 4 that are used. (cc) Olivier Ezratty, 2021. 

There is a circuit, shown in red in Figure 460, that is used to pre-cool the cryostat in the thermalization 

preparation. This is done in three steps: first, by starting the pulse tube which cools the 50K and 4K 

stages with helium 4 gas and the external compressor of about 12 kW1344 (in yellow in the diagram). 

Then by using the pre-cooling circuit which will circulate a helium 3 and 4 mixture to the lower stages, 

and which will have been cooled by the pulse tube, in the circuit in red in the diagram. 

Finally, the dilution system takes over from the second one and is launched to be able to go down to 

15 mK in the lower cold plate (in light blue in the diagram). 

By adopting a rocket analogy, the pulsed tube and its 7 to 12 kW compressor are the equivalent of the 

first stage of a Saturn V rocket. The pre-cooling system is the analogue of the rocket second stage and 

the dilution system is the equivalent of the third stage that sends the lunar module and the LEM to the 

moon, here, the chipset. Extracting the Earth's gravity over a large mass is equivalent to cooling a 

large metal mass inside the cryostat to 50K and 4K. While the dilution system is responsible for 

cooling a smaller mass from 4K to 15 mK, the lower cold plate and the payload attached to it. 

 

1344 At CryoMech, the compressors adapted to these dilution systems consume from 7.9 to 12kW; from PT410 to PT420. About 4kW 

must be added for the GHS (Gas Handling System) which manages the dilution circuits with their pumps and controls as well as for 

the computer and the assembly dashboard. 

(cc) Ol ivier Ezratty, 2021
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Figure 461: pulse tubes models with Stirling and Gifford-McMahon types. And commercial capacities available. Source: Lecture 2.2 

Cryocoolers, University of Wisconsin (25 slides). 

These systems require optimization with a large number of parameters. The modeling of a cryostat 

could one day benefit from quantum computation, especially since the fluids used are in a superfluid 

quantum state. 

A good part of the power is used to lower the temperature to 1K, because the mass to be cooled is the 

most important. The cylinder that protects the part cooled at 4K receives the thermal radiation from 

the part at 50K. This makes a big thermal difference to absorb. 

In a cryostat of about 16 kW, only about one third of this power is used in the dilution system, which 

is used to lower to 15 mK. It corresponds to the pumps in the GHS, the Gas Handling System, which 

contains all the pumps and gas circuits outside the cryostat, and to the share of the energy spent in the 

pulse tube to cool the dilution system. 

The dilution system does not use a compressor. The helium 3 circulating outside is just driven by a 

pump located in the GHS. The reason is that the helium 3 that returns to the cryostat is cooled by the 

pulse tube. In practice, all the cryostat heat is evacuated by the compressor of the pulse head which 

is itself cooled by water. 

The above diagram in Figure 460 details the operation of the dilution system as well as the phase 

(liquid or gaseous) and the concentration of helium 3 and 4 in each stage and component. It shows 

the descending circuit of helium 3 which becomes liquid from the condensation at the boiler. 

In the circuit going up from the mixing chamber, a liquid mixture of helium 3 and 4 rises and the 

concentration of helium 3 goes down as the stages go up. It is only in the boiler that helium 3 becomes 

gaseous. Helium 4 remains liquid and is evacuated downwards. It has moreover a tendency to rise 

due to superfluidity. A trick is to cut this rising film and send helium 4 back down. 

The helium 3 landing in the dilution chamber at the bottom must end up there at a temperature barely 

above 1mK of the chamber temperature. It is pre-cooled by the helium 3 that is moving upward. The 

only way to achieve this is to increase the contact surfaces, which is done in the discrete heat ex-

changers just below the cold plate at the 100 mK level. 

These dry cryostats still use a cryogen, liquid nitrogen at 77K, to filter helium gas and remove impu-

rities1345. This filtration is based on zeolite powder, made of microporous aluminosilicate crystals. 

 

1345 LN2 for liquid nitrogen, gaseous nitrogen being a molecule of two nitrogen atoms. 

https://uspas.fnal.gov/materials/10MIT/Lecture_2.2.pdf
https://uspas.fnal.gov/materials/10MIT/Lecture_2.2.pdf
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The liquid nitrogen tank used for this pre-cooling is called a "cold trap"1346. This filtering is completed 

in the cryostat 4K stage by another filtering system based on activated carbon powder which works 

better at low temperatures and increases the contact surfaces with the gas to better filter it. 

As a general rule, the complete thermalization of a quantum computing cryostat takes about 24 hours. 

The so-called "1K" stage was actually cooled at about 1.2K in wet cryogenics and is around 800 mK 

for dry cryogenics. The power consumption is identical between the thermalization phase and the 

temperature maintenance of the instruments once the thermalization is completed. 

Cryogenics at 10-20 mK is specific to quantum computers whose qubits must be cooled at very low 

temperatures, mainly those based on electrons (superconductors, electron spin, Majorana fermions). 

Theoretically, silicon qubits should only be cooled down to 1K but for the moment, they are still 

cooled down to about 15mK. An Australian team created a proof of concept of silicon qubits running 

even at 1.5K and another one from Intel and Qutech at 1.1K1347. 

To reach lower temperatures, below 3 mK, a complementary technique is used, adiabatic nuclear 

demagnetization (ADR or Adiabatic Demagnetization Refrigeration)1348. It is not necessary for quan-

tum computing. This type of refrigeration can be added to a wet or dry dilution cryostat. The principle 

consists in using a paramagnetic salt which is magnetized with a strong enough field, of 6 Tesla or 

more. This will heat the salt. The heat is evacuated via a 4K liquid helium bath. The suppression of 

the magnetic field cools the salt by expansion. The process complexity lies in the heating-cooling 

cycle which can disturb the cooled equipment. It is treated by combining several devices that take 

turns to smooth the temperature curve of the system. The process has been tried and tested for a long 

time, but the cooling power available is very low. 

Even colder temperatures can be obtained with neutral atom cooling and Bose-Einstein condensates, 

below the nK threshold1349. It is based on using laser-based cooling, magneto-optical traps and the 

likes. 

 

Kiutra (2017, Germany) uses this technique to obtain more classical temper-

atures of a few hundred mK, one of its advantages being that it does not gen-

erate vibrations 1350 . These temperatures are interesting for cooling silicon 

qubits. 

It is a startup from the TUM (Technical University of Munich) launched by Alexander Regnat. It was 

seed financed by APEX Ventures and German investors, but the amount is not known. Their cryostat 

range goes down to 100 mK (in pulsed mode) or 300 mK (in continuous mode), which is insufficient 

to cool superconducting Josephson effect quantum computers but could possibly be suitable for elec-

tron spin silicon chipsets that can theoretically be satisfied with a temperature of 1K. 

 

1346 Liquid nitrogen is also sometimes used to pre-cool the metallic structure of the cryostat during the warm-up. This is unrelated to 

the helium circuit. This can save up to five hours for the cryostat thermalization. But this process is not commonly used for quantum 

computer cryostats. It is used for precooling heavier payloads for physics experiments using equipment weighing up to several hundred 

kilograms, including superconducting magnets. This technique is not used for quantum computing. 

1347 See Hot qubits made in Sydney break one of the biggest constraints to practical quantum computers by UNSW, April 2020 related 

to Operation of a silicon quantum processor unit cell above one kelvin by Andrew Dzurak et al, April 2020 (in nature) and in February 

2019 on arXiv. The test was performed on 2 qubits with a unit gate reliability rate of 98.6% quite average but in line with what is 

currently obtained with silicon qubits. See also Universal quantum logic in hot silicon qubits, 2019 (11 pages). 

1348 We owe the creation of the process to William Giauque (1895-1982, USA) in 1927. He was awarded the Nobel Prize in Physics in 

1949. 

1349 See an interesting discussion on the limits of cooling in Landauer vs. Nernst: What is the True Cost of Cooling a Quantum System? 

by Philip Taranto, Marcus Huber et al, June 2021-September 2022 (61 pages) which makes a connection between Landauer’s bound, 

the creation of quantum pure states and Nernst’s unattainability principle, according to which infinite resources (time, energy) are 

required to cool a system to absolute zero temperature. They create a new Carnot-Landauer limit that generalizes Landauer’s principle 

1350 See also Cryogenic Fluids by Henri Godfrin (now retired), 2011 (50 slides), from Institut Néel in Grenoble, which includes a 

leading research team on cryogenics. With a record of 100 μK obtained with the DN1 cryostat using nuclear demagnetization. 

https://newsroom.unsw.edu.au/news/science-tech/hot-qubits-made-sydney-break-one-biggest-constraints-practical-quantum-computers
https://newsroom.unsw.edu.au/news/science-tech/hot-qubits-made-sydney-break-one-biggest-constraints-practical-quantum-computers
https://arxiv.org/abs/1902.09126
https://arxiv.org/pdf/1910.05289.pdf
https://arxiv.org/abs/2106.05151
http://cryocourse2011.grenoble.cnrs.fr/IMG/file/Lectures/2011-Godfrin-Cryogenic_fluids-v2.pdf
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Their system uses the magnetocaloric effect which was discovered in stages in 1881, 1917 and 

demonstrated in 1933 to reach a temperature of 250 mK. 

The Kiutra process is based first on 

this classical effect also called adia-

batic demagnetization. It consists in 

magnetizing a solid material with 

magnetocaloric properties. 

This makes it rise in temperature. 

This temperature increase is evacu-

ated by a conventional heat transfer 

fluid, which is not specified. It may be 

helium 4 if it is a question of going 

down to a temperature of less than a 

few Kelvins. Then, the magnetization 

is stopped which leads the material to 

cool down. 

 

Figure 462: the Kiutra magnetic refrigeration process. Source: Kiutra. 

To smooth in time and space this heating/cooling cycle, they combine several cooling units with what 

they call cADR (continuous Adiabatic Demagnetization Refrigeration)1351 . 

The apparatus proposed by Kiutra 

seems to be mainly designed to cool 

small samples and does not seem to be 

yet adapted to the usual architectures 

of quantum computers with their 

cooling stages stacked between 4K at 

the top and 15 mK at the bottom. On 

the other hand, some dry cryostats can 

reach temperatures situated between 5 

and 10 mK. 

 

Figure 463: Kiutra cooling process. Source: Kiutra. 

They are dedicated to physics experiments unrelated to quantum computing such as the search for 

dark matter (for the detection of WIMP, Weakly Interacting Massive Particles) and the analysis of 

cosmic radiation using calorimeters operating between 5 mK and 7 mK1352. 

Dry dilution installation 

A dry dilution refrigeration system is divided into two large parts with the compressor, pumps, liquid 

nitrogen and helium gas reservoirs positioned in one room, and the refrigerated enclosure in another 

room. This is quite logical since the compressor will generate heat that will have to be dissipated, via 

an incoming and outgoing water pipe1353. 

 

1351 I discovered occasionally that this technique was also being explored at the Institut Polytechnique de Grenoble. See in particular 

the thesis Magnetic Refrigeration: Conceptualization, Characterization and Simulation by Morgan Almanza, 2015 (160 pages). 

1352 This is the case, for example, of the CUORE (Cryogenic Underground Observatory for Rare Events) bolometer installed in Italy. 

The cryostat comprises five pulse tubes and cools a 750 kg payload of tellurium dioxide to 10 mK. It was looking for signs of beta 

decay that could prove the existence of Majorana fermions. In the end, it did not find any. 

1353 See this well crafted detailed explanation of how a dry dilution cryostat works: Design and Analysis of a Compact Dilution Refrig-

erator by Jacob Higgins, 2017 (47 pages) and Dilution Refrigerators for Quantum Science by Matthew Hollister, 2021 (47 slides). 

https://hal.archives-ouvertes.fr/tel-01144897/document
https://twist.phys.virginia.edu/work/Formal_Paper.pdf
https://twist.phys.virginia.edu/work/Formal_Paper.pdf
https://inspirehep.net/files/69c6fd63904ac159b958e7d8dd0ecfc9
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With dry dilution refrigerators, the safety constraints are quite light compared to wet versions. Wet 

dilution uses up to 80 liters of liquid helium which could drive a cryostat explosion if heated too 

abruptly because the expansion of the gas is important compared to its liquid state, with a ratio of 1 

to 700. It was necessary to handle liquid helium canisters and fill tanks with protective equipment 

against splashes. 

The oxygen level in the room could also dangerously decrease due to the accidental evaporation of 

nitrogen or liquid helium. Contact with cryogenic materials, particularly carbon steel, should also be 

avoided. Rooms must be large enough and care must be taken of in the higher zones in the room 

where helium can be concentrated since it is lighter than air. 

 
Figure 464: Bluefors recommendations for setting up one of their dilution refrigerators. Source: Bluefors documentation. 

The wet dilution installation below is from CEA-IRIG in Grenoble, which deployed in June 2019 two 

systems from Bluefors. I visited it at the end of June 2019. These systems cost about €1 million each.  

The CEA teams installed a device that allows the tested sample to be changed in just 7 hours. Ther-

malization can thus be planning at night, and in the early morning, the experiments can be resumed. 

The phenomena of materials expansion and compression are significant at very low temperatures. 

This has an impact on the design of the whole device and the choice of materials. The materials that 

can be used are special steels with nickel, chromium, aluminum, bronze, copper, composite materials, 

niobium-titanium for wiring, nickel-copper alloys, indium for joints, kapton and mylar for insulation. 

The refrigerated system is usually placed in vacuum. The management of high vacuum and ultra-

high vacuum (UHV) are industrial specialties. Knowing that cryostats of superconducting and silicon 

quantum computers only require high vacuum between 5 and 10 mBar. They use commercially avail-

able pumps from e.g. Pfeiffer (Germany). Pumping only takes place when the system starts up and is 

deactivated once the system is thermalized at low temperature. Cooling down to 15 mK does not 

require ultra-vacuum pumping because in practice, at this temperature, all the gases become solid and 

settle on the walls of the material, generating a very good vacuum. 
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control unit
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Figure 465: Bluefors installation at CEA IRIG in Grenoble. Photos: Olivier Ezratty. 

Using too much pumping to generate ultra-high vacuum could propagate dust from these solidified 

gases, damaging the qubits or the rest of the equipment in the cryostat. Ultra-high vacuum is used for 

cold atom-based computers. 

Thermal leaks are coming from cables entering and leaving the enclosure or radiation. Numerous 

layers of thermally insulating materials are integrated in the cryostat. They are cylinders stacked up-

side down like Russian dolls. It is made of aluminum, copper and steel. Each cylinder and plate acts 

as a thermal insulator vs the lower cylinder. 

The quantum chipset is magnetically isolated from the outside. Magnetic isolation uses several Rus-

sian doll enclosures made of various alloys, including Mu-metal, an alloy of nickel, iron and molyb-

denum, aluminum alloys and other superconducting alloys. The quantum processor can also be mag-

netically shielded. IBM uses a Cryoperm Magnetic Shielding from MμShield. 

Apart from this magnetic isolation, cryostats in research laboratories may be supplemented by super-

conducting magnet systems that occupy the lower part of the cryostat cylinder. They have a cylin-

drical shape that surrounds a measuring instrument. These magnets are also supplied with liquid he-

lium to guarantee the superconducting effect that is used to generate intense magnetic fields of several 

Teslas. 

These fields are used to set up various experiments, particularly in astronomy or fundamental physics. 

They are sometimes used in quantum computing, especially with silicon qubits for electrons spin 

control1354. At D-Wave, the magnetic field is reduced to one nano-Tesla (nT) in the computer enclo-

sure, compared to the Earth's magnetic field, which can reach 65 micro-Teslas, giving us a ratio of 1 

to 65,000. D-Wave communicates on a ratio of 1 for 50,000. 

 

1354 At CryoConcept, 8 or 14 Tesla magnets can be installed on the 4K stage next to the dilution unit. 
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The cold plates at each stage of the cryostat are gen-

erally made of 99.99% pure copper with very low 

oxygen content to maximize their thermal conduc-

tivity1355 . It is covered with a thin a few microns 

thick layer of gold which serve as a protection 

against oxidation and radiation. It also has good 

thermal conductivity and is soft, which is very use-

ful for solidly anchoring and cooling all the attached 

components. 

On the right, an example of a BlueFors cryostat cold 

plate. These plates are custom perforated to allow 

all the cables to pass through, not including the cry-

ostat components. All the holes must be used to 

avoid thermal leaks between the bottom and top of 

these cold plates. 

 
Figure 466: cold plate with a gold finish which is used to 

facilitate the assembly with experimental devices and optimize 
thermal conductivity. Photo: Bluefors. 

Infrared rays must be prevented from passing from one level to another and generating downward 

heat leakage. 

These plates must be optically totally watertight screens so as not to let a single photon pass through! 

The trend is to increase the size of the cold plates, with a diameter reaching 50 cm. Knowing that their 

size is slightly decreasing from the top to bottom cold plates because of the concentric cylinders 

shields surrounding them. 

In cryostats for quantum computers, the current stand-

ard for the bottom plate is 30 cm to 40 cm for research 

and 50 cm in production, to accommodate more elec-

tronic components. It could soon reach 100 cm. Infra-

red photons are filtered with an Eccosorb resin that 

surrounds the superconducting cables in the lowest 

stage of the system. This resin is a mixture of epoxy 

and metal powder. It is injected into copper filters 

(OFHC) that surround the cables in the coldest stage 

of the cryostat as shown in Figure 467 1356. The resin 

is usually supplied by Laird Performance Materials 

(UK). 

 
Figure 467: how the Eccosorb resin is injected in the filters. 

To reach ultra-low temperatures of 1 mK, the Continuous Nuclear Demagnetization Refrigerator 

technique can also be used, in complement with dry refrigeration1357. This temperature is required for 

some physics experiments but not with solid-state based quantum computers (superconducting or 

electron spin qubits). At such a low temperature, the cooling budget is equally super low, at just 20 

nW. 

 

1355 It is OFHC for oxygen-free high thermal conductivity. Source of this information: Flying Qubit Operations in Superconducting 

Circuits by Anirudh Narla 2018 (219 pages). 

1356 See some explanations of the Eccosorb resin in Improving Infrared-Blocking Microwave Filters by Graham Norris, 2017 (114 

pages) and Development of Hardware for Scaling Up Superconducting Qubits and Simulation of Quantum Chaos by Michael Fang, 

2015 (56 pages). Eccosorb is a product from Laird, a subsidiary of Dupont. It came from the acquisition of Emerson and Cuming in 

2012. Eccosorb is a laminated structure of polyurethane foam generating a controlled conductivity gradient. 

1357 See Development of a sub-mK Continuous Nuclear Demagnetization Refrigerator by David Schmoranzer, Sébastien Triqueneaux 

et al, Institut Néel, 2020 (7 pages). 

http://qulab.eng.yale.edu/documents/theses/Narla,%20Anirudh%20-%20Applied%20Physics,%20Dec%202017.pdf
http://qulab.eng.yale.edu/documents/theses/Narla,%20Anirudh%20-%20Applied%20Physics,%20Dec%202017.pdf
https://qudev.phys.ethz.ch/static/content/science/Documents/semester/Graham_Norris-Improving_Infrared-Blocking_Microwave_Filters.pdf
https://web.physics.ucsb.edu/~martinisgroup/theses/Fang2015.pdf
https://arxiv.org/abs/1809.07670
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Cryostats vendors 

The main suppliers of cryostats for quantum computers are BlueFors Cryogenics (Finland), which 

equips IBM, Rigetti and many others, Oxford Instruments (UK), which is used by D-Wave and 

Microsoft, Form Factor (USA), used by Google, Maybell Quantum (USA), Leiden Cryogenics 

(Netherlands)1358, which manufactures the most powerful cryostats on the market, used mainly for 

physics experiments, and CryoConcept (France), a branch of Air Liquide since 2020. The world 

market for cryogenic systems, all categories combined, was about $1.8B in 20201359. Market share 

wise, BlueFors leads the pack with over 60% and >$100M revenue, followed by Oxford Instruments 

and the rest. 

Let us recall that the science of low temperatures used in quantum computing has benefited from 

numerous advances from other fields: space and especially space telescopes where a large part of the 

instruments needs to be cooled such as infrared sensors or bolometers, particle accelerators with their 

superconducting magnets and finally, medical imaging, especially MRI, which also needs low tem-

peratures to cool its superconducting magnets. 

 
Figure 468: the main vendors for quantum computer low temperature cryostats, their compressor, cabling and connectors. (cc) 

Olivier Ezratty, 2020-2022. 

 
Bluefors (2007, Finland) is the worldwide leader of low temperature cryogenic 

systems, using dry dilution. It’s focused on the quantum computing market. 

The spin-off from Aalto University delivered 600 systems with its 250 employees. It has a broad 

range of dry dilution systems, with some cabling (coaxial, ribbon, optical) and filters, QDevil X, 

codeveloped with QDevil. 

 

1358 See Leiden Cryogenics BV brochure (28 pages). 

1359 See Cryocooler Market by Type (GM, PT, JT, Stirling, and Brayton Cryocoolers), Services (Technical Support, Repair, Preventive 

Maintenance), Heat Exchanger Type (Recuperative and Regenerative), Application, and Geography - Global Forecast to 2022, Decem-

ber 2019. This market represented $1.4B in 2018 and is expected to grow 9.3% annually by 2027. But beware, the market for quantum 

computers cryostats is a rather small share of this market. 

dilutions and systems cabling and connectors

pulse tubes and compressors

(cc) Olivier Ezratty, 2022

http://www.tokyoinst.co.jp/product_file/file/LCG01_cat01_ja.pdf
http://www.tokyoinst.co.jp/product_file/file/LCG01_cat01_ja.pdf
https://www.marketsandmarkets.com/Market-Reports/cryocooler-market-247727537.html
https://www.marketsandmarkets.com/Market-Reports/cryocooler-market-247727537.html


Understanding Quantum Technologies 2022 - Quantum enabling technologies / Cryogenics - 478 

 
Figure 469: details of a BlueFors cryostat with custom comments. Source: Bluefors. 

In March 2021, Bluefors announced a partnership with Linde (Germany) to create high-capacity cry-

ogenic systems dedicated to scalable quantum computers. Linde is a gas producer competing with Air 

Liquide! 

They also developed with Afore (Finland) a Cryogenic Wafer Prober, a system used for the charac-

terization of 300 mm wafers at 4K. It was acquired by CEA-Leti in 2021 to test the quality of their 

silicon qubits wafers. Intel acquired a similar tool as well, for their own silicon qubits development 

efforts in their D1D fab in Hillsboro, Oregon, USA. 

 
Figure 470: the Bluefors/Afore cryoprober used by Intel and CEA-Leti. 

In November 2021, Bluefors announced KIDE, it new generation of cryostats, that has a hexagonal 

shape to make it easier to assemble them next to each other for distributed QPU setups and with 9  

pulse tubes and three dilutions each. It will be produced in 2023 and used among others by IBM and 

Rigetti. 

 
JanisULT (1961, USA) was initially Janis, a generalist cryostat manufacturer. 

In 2020, they sold their ‘classical’ laboratory cryostats business to Lake Shore. 

They kept their ultra-low temperature cryostat business under the brand Janis ULT. They have an 

offering of wet and dry dilution refrigerators for various use cases, including quantum computing. 

Their high-end wet dilution refrigerator is the JDry-500-QPro with a 508 mm cold plate and >450 

µW of cooling power at 100 mK achieved with a single pulse tube, coming from Sumitomo SHI. 
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FormFactor (1993, USA) is a provider of electronics test and measurement tools 

for the semiconductor industry with some products dedicated to quantum technol-

ogies. 

They acquired in early 2022 the dry-refrigerator business line from Janis ULT. Their offering covers chip-

sets inspection and metrology, characterization, modeling, reliability, and design debug, to qualification 

and production test. They sell HPD IQ3000, a cryogenic probe stations for on-wafer and multi-chip meas-

urements. It can embed IR-sensor test, radiometric test and DC and RF measurements. It supports 150 

mm and 200 mm wafers at 4 K (while Bluefors’ probe station also supports 300 mm wafers). They sell 

dry dilution refrigerators supporting 10 mK and below temperatures that are used for test and measure-

ment (JDRY-250, JDRY-500, and JDRY-600, this last one offering a 630 µW cooling power at 100 mK 

and 17 µW at 20 mK), all coming from Janis ULT. They also sell one or two-stage ADR (Adiabatic De-

magnetization Refrigerators) using a salt crystal to strong magnetic fields, complementing dilution refrig-

erators. Among others, FormFactor partners with SeeQC and Keysight. 

 

Oxford Instruments (1959, UK) is an established British company, listed on 

the London Stock Exchange since 1999, specializing in scientific instrumen-

tation including cryogenic systems capable of reaching 5 mK1360. 

They also provide CCD cameras to detect the state of trapped ion qubits, electron microscopes, vac-

uum deposition systems, X-ray sources and cameras, and nuclear magnetic resonance spectrographs. 

The company had acquired VeriCold Technologies (Germany) in 2007 to gain control of pulsed tubes 

used in the first stage refrigeration for dry dilution cryostats. Their last product is the Proteox, a high-

end and flexible dry dilution system with removable cabling. 

 
Figure 471: Oxford Instruments ProteoxLX. Source: Oxford Instruments. 

In March 2021, they launched the ProteoxLX. It expands the qubits hosting capacity with a larger 

sample space and coaxial wiring capacity, low vibration and integration of cryo-electronics compo-

nents. It offers a cooling power of 25 µW at 20 mK and 850 µW at 100 mK with twin pulse tubes 

providing up to 4 W cooling power at 4 K. 

 

1360 See Principles of dilution refrigeration by Oxford Instrument (20 pages) which also documents well the architecture of a cryostat. 

https://home.agh.edu.pl/~kozlow/fizyka/otrzymywanie%20niskich%20T_jak%20dziala%20Triton/Priciples-of-dilution-refrigeration_v14.pdf
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They also designed a Q-LAN, a cryogenic link that could be used to connect two dilution fridges. The 

payload can reach 20 kg at 20 mK and 125 kg at 4K. 

 

CryoConcept (20141361, France, acquired by Air Liquide in July 2020) stands 

out with cryostats ensuring a very low-level of vibration via their UltraQuiet 

technology. 

They have deployed more than 120 cryostats in 13 countries for various players such as the CEA in 

Saclay and the ENS1362. Since 2018, CryoConcept has been collaborating with CEA-Leti to deliver 

two large cryostats to equip the QuCube project for silicon qubits. They sell worldwide including in 

the USA, Japan and South Korea in a market driven by dark matter research and bolometry. The 

unique low-level of vibrations of their cryostat is related to the absence of mechanical contact between 

the pulse tube and the cryostat. 

By this mean, vibrations are reduced in the range from 1Hz to 1kHz. This absence of vibration is 

useful to preserve qubits coherence as for cryostats installations containing bolometers that are used 

to perform physics experiments such as in dark matter research. This experience in bolometry enabled 

CryoConcept to develop highly reliable dilution fridges, with systems running for more than one year 

without interruption. This reliability is a key attribute sought after to operate future quantum data 

centers. 

Historically, CryoConcept started by manufacturing wet cryostats and kept an expertise in this field 

even though dry systems are now the most commonly manufactured dilutions. Now associated with 

Air Liquide, CryoConcept is working on coupling helium liquefiers with dilution refrigerators in or-

der to overcome the current cooling power limitation at 4K, thanks to their refrigeration technology 

from 300 K down to 20 mK. This will ensure cooling power adapts as the number of qubits in the 

related quantum processors is growing. 

 

Leiden Cryogenics (1992, Netherlands) was founded by Giorgio Frossati and 

Alex Kamper. The former had been working on dilution refrigeration since the 

1970s. Among other things, he invented silver powder heat exchangers. 

He started to work at the Centre de Recherche sur les 

Très Basses Températures in Grenoble, which became 

the research center on Condensed Matter and Low Tem-

peratures (MCBT) of the Institut Néel of the CNRS. He 

then became a professor at the University of Leiden in 

the Netherlands. He designed there a dilution refrigera-

tor reaching a record temperature of 1.85 mK with a 

cooling power of 25 μW at 10 mK. The heat exchanger 

technologies he developed were licensed to Oxford In-

struments. At last, BlueFors was created by Georgio 

Frossati's post-docs! What a small world!  

Leiden is behind what looks like the largest very low 

temperature cryostat ever build for a large load as shown 

in Figure 472. It was achieved between 2016 and 2018 

for CUORE (Cryogenic Underground Observatory for 

Rare Events). 

 
Figure 472: the CUORE mega-cryostat cooling a load of 

one ton. 

 

1361 CryoConcept was in fact created in 2001 by technology transfer from the CEA where Olivier Guia had worked. The company has 

had several different owners including French company Segula Technologies and American company CryoMagnetics. Olivier Guia 

took over the company in 2014. They then reintegrated the in-house R&D and in particular recovered the technological mastery that 

was at the CEA. 

1362 See the quantum equipment of the ENS (Ecole Normale Supérieure, in France) in their Labtour. 

http://www.lpa.ens.fr/spip.php?article921
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It is a bolometric experiment for neutrinoless double-beta decay detection in TeO2 (tellurium dioxide) 

that is installed at the underground facility of Laboratori Nazionali del Gran Sasso (LNGS) in the 

Alps. The CUORE cryostat is cooling a one ton mass of metal with a one cubic meter size to 7mK. It 

is using a three stage cooling system with liquid Helium vapors for the first stage at 50K, 5 CryoMech 

PT415 pulse-tubes and compressors for the 4K stage and only a single Leiden modified dilution for 

the <10mK stage. Interestingly, the cooling power of the lowest stage is only of 3 µW at 12 mK, lower 

than the max cooling power at 15mK of most dilutions analyzed in this section. The difference is it 

took 26 days to cool down the experiment, including only 4 days for the last stage of one ton after 22 

days to reach 3.4K1363. 

 

ICE (2004, UK) aka ICEoxford was created in 2004 by Chris Busby and Paul 

Kelly to design and manufacture custom wet and dry Ultra Low Temperature 

(ULT) cryostats (but not below 300 mK) and High Magnetic Field equipment 

for research applications.  

 

Maybell Quantum (2022, USA, $500K) is a new company created in Colo-

rado by Corban Tillemann-Dick (CEO, formerly at the BCG), Kyle Thompson 

(CTO, from the MIT Lincoln Labs and Janis ULT) and Brian Choo. 

It develops a dilution refrigerator, the Icebox, that is intended to support three times more qubits in 

10% of the usual space, all at a temperature below 10 mK. Above all, they announce a capacity of 

4,500 cables to drive qubits with microwaves up to 12 GHz (meaning: superconducting qubits and 

electron spin qubits) thanks to their Flexlines, ultra-high-density RF ribbon cables and Super-Flex 

NbTi ribbons cables for the lower stages of the cryostat. Their Resito-Flex (CuNi-NbTi, BeCu-NbTi, 

CuNi-CuNi) and Atenu-Flex (SS-NbTi, SS-SS, SS-CuNi) ribbons are adapted to higher-temperature 

stages. It is optimized for 1000 qubits QPUs. They also provide classical coaxial cabling and fiber 

optics connectivity. The whole cryostat fits into two 19” server racks formats with extra space avail-

able for 9U of electronics and computing. 

But it doesn’t contain the compressor and the GHS (gas handling system) that controls the flow of 

helium in and out of the compressor and requires a space equivalent to their own system. The helium 

compressor can be cooled with air or water. All this looks like a game changer. On top of that, the 

Maybell Icebox experimental part is supposedly accessible with a simple door. It would probably 

require many Russian-doll doors given a cryostat have about five layers of isolations as portrayed in 

their own schematics below. 

 

Figure 473: the Maybell Quantum cryostat unveiled at the APS March meeting 2022 in Chicago. Source: Maybell Quantum. 

 

1363 See The CUORE cryostat by A. D'Addabbo et al, August 2018 (8 pages). 

https://arxiv.org/abs/1805.06209
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The company initial funding came from Colorado’s Advanced Industry Accelerator (AIA) venture 

fund and the US DoD National Security Innovation Capital fund (NSIC) which belongs to the Defense 

Innovation Unit. The company said it already has some contracts from DARPA. 

 

Absolut System (2010, France) was created by Alain Ravex, former head of 

the low temperature department of the CEA in Grenoble in the 1980's and 

1990's, then a consultant for Air Liquide. He sold the company to his partners 

and now consults for them and other players in the cryogeny field. 

The company develops custom cryostats running at temperatures higher than 1.8K and targets a wide 

range of applications in research and in the industry, particularly for the production of liquid nitrogen. 

Their customers include CEA-Leti, Thales and Air Liquide. They are based near Grenoble. 

They developed the ACE-Cube (Advanced Cryogenic Equipment), a cryogen free helium cryostat 

using a remote cooling technique. It is implemented for specific infrared detectors and semiconduc-

tors characterization and above 10K. 

They also launched AFCryo (2017), a joint subsidiary in New Zealand, with Fabrum Solutions (2004) 

also based in New Zealand1364. 

 

MyCryoFirm (2013, France) produces dry cryostats, running at 3K with a 

cold plate of 250 mm diameter with a 300 mW cooling power at 4,2K. They 

rather target the field of research in quantum optics, quantum physics and 

quantum sensing. 

They propose various experiment decks/plates adapted to creating magnetic fields, spectroscopy ap-

plications and the likes. In 2022, they did add a dilution option on their Optidry250 cryostat and made 

it operate at 50 mK at Météo France. 

 

Cryomech (1963, USA) is a supplier of components for cryostats and in par-

ticular dry cooling systems comprising a pulsed tubes and a compressor which 

are integrated in the cryostats of most market players such as BlueFors and 

CryoConcept. 

These pulse tubes and compressors are the first stage of dry dilution refrigeration systems. They use 

an expansion system of compressed gas outside the cryostat with no rotating parts in the cryostat 1365. 

The compressor is water-cooled, with a flow rate of 5 to 12 liters per minute depending on the incom-

ing temperature. But this water must also be cooled, and it can require up to an additional 10 kW of 

electric power unless the computer is located in a cool region. 

Their pulse tubes range includes the PT415 and PT420 (right). Its main competitor is the SHI Cryo-

genics Group subsidiary of Sumitomo (Japan, left)1366. These compressors are sold combined with 

their related pulsed tubes. 

 

1364 See Commercial Cryocoolers for use in HTS applications by Christopher Boyle, Hugh Reynolds, Julien Tanchon and Thierry 

Trollier, 2017 (29 slides). 

1365 These pulsed tubes are used in particular in the semiconductor industry, in vacuum deposition machines (CVD, MOCVD) and 

plasma deposition machines. They are down to 10K, which is sufficient for semiconductor production. 

1366 There are other pulse head and compressor manufacturers such as Fabrum Solutions (New Zealand) but the latter only targets 

temperatures of 77K for liquid nitrogen production. 

https://publikationen.bibliothek.kit.edu/1000075569/4403079
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Figure 474: a Cryomech compressor, that is connected to a 

pulse tube (on the right). 

                 
Figure 475: Cryomech pulse tubes, that cool a cryostat down to 4K. It is 

also used to cool down the helium 3 and 4 mixture circulating in a dilution. 

 

 

High Precision Devices (1993, USA) develops cryogenic instruments adapted 

to superconducting quantum computers and in particular sensors. It is very 

specialized low-level instrumentation. They also develop ADR (Adiabatic De-

magnetization Refrigeration) type cryogenic systems. It was acquired by 

FormFactor (1993, USA) in 2020, an advanced SoC and memory probe cards 

designer for the semiconductor industry. 

 

Intelline (2018, Canada) produces customized cryogenic refrigeration systems 

that are expected to be more affordable than those of its competitors. But they 

seem to target markets other than quantum computer cryogenics, at least at 

temperatures below 1K. 

 
CryoFab (1971, USA) provides liquid helium containers and related accesso-

ries. 

 

Cryogenic Limited (1991, UK) provides a various set of cryogenic systems 

and superconducting magnets. It includes liquid helium systems and ultra-low 

temperature systems using their own magnet and an off-the-shelf cryostat from 

Leiden. 

 

Qinu (Germany) is a new company selling mK and 4K cryostats. It was cre-

ated by a former researcher from Institut Néel in Grenoble, which has its own 

cryostats design laboratory. 

 

Attocube Systems (2001, Germany) has different line of businesses including 

cryostats mainly targeting the research community. It sells the attoDry series, 

closed-cycle dry cryostats (with cooling temperatures ranging from 1.65K to 

4K), and the attoLIQUID series (300 mK), liquid helium cryostats. 

 

Montana Instruments (2009, USA) develops cryostats and vacuum pumps, 

used in trapped ions (including IonQ) and NV centers computers as well as 

photon-sources (Sparrow Quantum). 

One of their added value is to reduce the vibrations coming from the pulse tube. They cover temper-

atures ranging from 3.2K to 4.9K. 
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There are many other cryostats and cryogenic devices vendors but they are less specialized in serving 

the needs of quantum technologies providers1367. 

Cooling budgets 

The level of cooling power 

at ultra-low temperature is 

quite low. This limits the 

energy that can be released 

by the qubits themselves 

and by the microwave at-

tenuation and amplifica-

tion circuits used to read 

the state of the qubits. See 

in Figure 476 a compari-

son of these cooling power 

budgets by supplier. 
 

Figure 476: cooling power per temperature and cryostat vendor. (cc) Olivier Ezratty, 2020-2022. 

The BlueFors' refrigeration thermal budget ranges from 12 μW (LD250) to 30 μW (XLD1000) at 20 

mK, and from 250 μW (LD250) to 1000 μW (XLD1000) at 100 mK. 

Oxford Instruments' TritonXL also has a thermal budget of 1000 µW at 100 mK but with two pulsed 

tubes, while the new Proteox reaches 500 µW ... with only one pulsed tube. It is completed by a 

removable system for qubit control cables supporting up to 1401368. 

The Janis JDry-500-QPro has a thermal budget of 14 µW at 20 mK and 450 µW at 100 mK (above, 

in-house compilation). 

The current record can be found at Leiden Cryogenics with a recent cryostat with a thermal budget 

of 2000 μW on the 100 mK stage, but the budget at 20 mK is not indicated in their literature. On the 

4K stage, the available thermal budget is around 1W. But beware, these extreme performances above 

500 µW are often obtained with two pulsed tubes instead of one and thus, double the external com-

pressor and power drain. All this with a double dilution refrigeration system to go below 1K. It is also 

possible to have systems with a single pulse tube and two dry dilution systems. 

The thermal budget of the coldest stage is conditioned by the equation: Qm = 84ṅ3T
2 where Qm is the 

cooling power in W, ṅ3 is the flow velocity in mol/s of helium 3 in the cryostat at this stage and T is 

the temperature of the stage in Kelvin. This law that can be simply called "Q=84NT2" explains that 

the thermal budget at 15 mK is very low compared to the cooling budget available at the upper stages 

(up to 25 μW at 15 mK, 1 mW at 100 mK and 1.5W at 4K). 

There is another constraint related to the Kapitsa resistance. It limits heat exchanges between helium 

3 and the heat exchanger. These exchanges are proportional to T4. If we therefore want to multiply 

heat exchanges by 10, the exchange surfaces in the lower parts of the dilution system would have to 

be multiplied by 10,000! This is done with using silver powders integrated into the discrete heat ex-

changers above the dilution chamber. These powders are structured to maximize the heat exchange 

surface area with the helium gas flowing through them. Their deposition process must maximize the 

flat contact surface with the small tanks where they are located. 

 

1367 See 61 Ice Hot Companies Transforming The Cryogenics & Alternative Cooling Systems Industries, January 2021. 

1368 See the very interesting presentation 50 years of dilution refrigeration, by Graham Batey of Oxford Instruments, 2015 (26 slides). 
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https://thequantumdaily.com/2021/01/18/61-ice-hot-companies-transforming-the-cryogenics-alternative-cooling-systems-industries/
http://epsassets.manchester.ac.uk/medialand/physics/DilutionRefrigerationConf50Yrs/Batey.pdf
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It is possible to increase cryostats cooling power with adding more cooling stages, improving their 

Carnot efficiency and with multiplying the pulse tubes and dilutions (like what IBM has done with 

its Goldenye cryostat). 

Other cryogenics 

For the other types of qubits, the cooling requirements are different: trapped ion qubits are not theo-

retically refrigerated, but Honeywell's prototype ion trapped processors announced in early March 

2020 are cooled to 12.6K, a temperature that can be obtained with helium 4 based cryostats. 

In photon-based quantum processors, the optical components traversed by the photons (mirrors, 

prisms, interferometers, whether miniaturized in nanophotonics or not) are not refrigerated, but the 

photon sources and photon detectors are, at temperatures between 1K and 10K. The associated cryo-

genics is much lighter and consumes less energy compared to dilution cryostats. 

Other techniques allow very localized cooling. This is the case of the Doppler effect which works on 

cold atoms suspended in a vacuum. Another solution developed by researchers from the VTT Tech-

nical Research Centre in Finland would cool silicon components with a phonon-based electronic 

cooling technique. It seems that this cooling’s capacity is very low, very localized, and still requires 

pre-cooling the system to at least 244 mK. It is therefore still necessary to operate a helium 3 and 4 

dilution cryostat 1369. 

 

Thales Cryogenics (France, The Netherlands) is a subsidiary of 

Thales Group which creates various specialized cryocoolers for 

military and commercial applications. 

It includes rotary and linear Stirling coolers, mini-coolers, 

high-pressure gas compressors, miniature DC/AC rotary and 

linear converters, linear pulse tube cryocoolers etc. 

Thales' NV centers-based quantum sensors use miniaturized 

cooling using liquid nitrogen and occupying only half a cubic 

decimeter1370 . The required temperature is lower, around 70K 

which is quite hot compared to 15 mK! These cryostats are 

used for various breeds of quantum sensors. 

 
Figure 477: a small Stirling cooler for embedded 

systems. Source: Closed Cycle Refrigerator by 
John Wilde, 2018 (11 slides). 

Qubits control electronics 

Most of the times, driving qubits with quantum gates and for their state readout requires sending them 

some sort of photons. For superconducting qubits and electron spin qubits, these photons are in the 

microwave spectrum. In a counterintuitive fashion, these microwaves are transmitted in coaxial ca-

bles and not over the air like radio waves. Their frequencies range between 4 and 8 GHz for super-

conducting qubits and between 12 and 26 GHz for electron spin qubits. These are in between higher-

frequencies photons that can be transmitted in optical fiber and lower frequencies signals which are 

transmitted as classical electrical current in wires. These photons are generated as pulses of various 

shapes and duration (cosine signals shaped with an envelope, base pulses of diverse forms, cosine or 

other, and direct-current pulses which are the simplest to generate). 

 

1369 See Thermionic junction devices utilizing phonon blocking by Emma Mykkänen et al, 2020 (9 pages). It reads: "The cooling power 

for this sample is about 2 pW/μm2 at 300 mK". "Our best-performing sample is S2 (subchip with 1-mm diameter and 0.4-mm height). 

Its maximal absolute and relative temperature reductions are 83 mK (at 244 mK) and 40% (at 170 mK), respectively". Therefore, it is 

already necessary to reach 244 mK before starting, and it is therefore necessary to use a helium 3 and 4 cryostat. 

1370 These are usually systems using a Stirling engine. Thales Cryogenics produces such miniaturized refrigeration systems. The RM2 

cools a payload to 77K for a mass of 275g and a thermal budget of 400 mW at this temperature. It is notably used for cooling infrared 

cameras in embedded systems. This type of small cryostats can also be found at SunPower (USA), capable of cooling down to 40K 

and with a larger mass of 1.2 kg. Ricor (1967, USA) is another manufacturer of this kind of mini-cryostats. 

Thales Cryogenics

https://faculty.sites.iastate.edu/canfield/files/inline-files/590B_CCR_presentation.pdf
https://advances.sciencemag.org/content/advances/6/15/eaax9191.full.pdf
http://www.thales-cryogenics.com/products/coolers/rotary/rm2/
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We’ll look here into two sorts of micro-wave generation technologies: those coming from room tem-

perature electronics and those generated within the cryostat at cryogenic temperature, including cryo-

CMOS, SFQ superconducting electronics and other discrete electronic components working at these 

low temperatures like the TWPAs used for qubits microwave readout signals amplification. 

 
Figure 478: compilation of the various electronic and photonic signals used to drive various types of qubits. This diagram will later 

be completed with more signals used to drive atoms and photon qubits. (cc) Olivier Ezratty, 2022. 

Direct current signals are also used to drive qubits, like with Z gates with some superconducting 

qubits and to drive some amplifiers1371. To be complete, we’ll then also look at cabling and filtering 

components and their vendors. 

With photon, cold atoms and trapped ions qubits, control techniques involve photons and lasers op-

erating in the infrared and near visible spectrum which we don’t cover here. There are missing parts 

in the schema above in Figure 478 with regards to the shaped and base pulses that may be used for 

the control of various electronic and photonic devices used in atom and photon based systems. 

We’ll try here to answer many questions: how are all these electronics affecting the quality of qubits? 

How is it scaling as you need to significantly increase the number of physical qubits to accommodate 

the requirements of fault-tolerant quantum computing? How do you optimize the existing cumber-

some wiring? What are the solutions to run all or part of these electronic systems inside the cryostat? 

What is the power consumption of these various solutions? How can we scale with room temperature 

electronics and cryogenic electronics? 

Wiring. How many wires are needed to control solid states qubits? It depends but there are usually 

half a dozen wires are needed to control a superconducting or quantum dot spin qubit. One or two 

microwave wires to drive qubit gates, one or two DC pulses wires to control other gates and then, two 

microwave wires for qubit readout (one in and one out of the qubit). One DC bias is sometimes used 

to change energy spacing for tunable superconducting qubits. When you scale the number of qubits, 

this creates a massive number of wires. 

 

1371 This excellent review paper Microwaves in Quantum Computing by Joseph Bardin et al, January 2021 (25 pages) provides an 

excellent overview of the challenges of microwave based qubit controls for superconducting, electron spin and trapped ion qubits. The 

table/chart in this page is inspired from this document. Z gates are driven by direct currents with Google’s Sycamore qubits while 

IBM’s are driven by microwaves, like the XY gates. See also Engineering cryogenic setups for 100-qubit scale superconducting circuit 

systems by S. Krinner et al, 2019 (29 pages) which makes a good inventory of energy consumption sources in the cryostat. 
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https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=931145
https://link.springer.com/content/pdf/10.1140/epjqt/s40507-019-0072-0.pdf
https://link.springer.com/content/pdf/10.1140/epjqt/s40507-019-0072-0.pdf
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Multiplexing. Work is being done to multiplex these signals with different methods. One is frequency 

domain multiplexing that is already implemented for qubit readout with up to 8 microwaves frequen-

cies in a single wire. A second would be frequency multiplexing with up and down convert to higher 

frequencies such as in the optical domain. Nanophotonic circuits sitting very close to qubit chipsets 

could be used for microwave up/down frequency conversion from microwave photons to optical pho-

tons and their multiplexing1372. One proposed conversion technique uses VCSEL (Vertical-cavity sur-

face-emitting lasers) that are known to operate at low temperature of 2.6K, which is still high1373. A 

third method consists in using time domain multiplexing which probably has some limitations in 

scaling, making it impossible to run several gates simultaneously and therefore potentially slowing 

down computing and quantum error correction1374. To ensure scalability, these solutions must demux 

the signal as close as possible to the qubit chipset and have a very low power drain, compatible with 

the very low cryostat cooling budget at low cold-plate stages, and if not, at the 4K stage. 

Cryo-electronics options. Many options exist that we’ll cover in this part. Cryo-electronics can op-

erate at the 4K stage (HorseRidge) down to the lower stages (15 mK to 100 mK). What are their 

limitations? Also, what are the pros and cons of cryo-CMOS vs SFQ electronics? All these cryo-

electronics solution must be compared with detailed specifications. The generated microwave quality 

depends on the sampling rates used in their DAC and ADCs, on the number of points used in gener-

ating the wave envelope (16,384 points for HorseRidge 2, aka 14-bit sampling), their power con-

sumption per qubit, their frequency range (targeting superconducting and/or electron spin qubits), 

their clock, their noise level and their real scalability potential with a large number of qubits. These 

electronic components must also be as isolated as possible from the qubit chipsets. 

 
Figure 479: comparison of the temperature and feature of various qubits and cryo-electronic chipsets. (cc) Olivier Ezratty, 2022. 

 

1372 See Supporting quantum technologies with a micron-scale silicon photonics platform by Matteo Cherchi et al, VTT, 2022 (17 

pages) and Control and readout of a superconducting qubit using a photonic link by F. Lecocq et al, NIST, September 2020 (13 pages). 

1373 See Recent Advances in 850 nm VCSELs for High-Speed Interconnects by Hao-Tien Cheng et al, February 2022 (27 pages) and 

Microwave-optical quantum frequency conversion by Xu Han et al, Optica, 2021 (15 pages). See also Scaling up Superconducting 

Quantum Computers with Cryogenic RF-photonics by Sanskriti Joshi et al, University of Washington, October 2022 (10 pages). 

1374 See Overcoming I/O bottleneck in superconducting quantum computing: multiplexed qubit control with ultra-low-power, base-

temperature cryo-CMOS multiplexer by Rohith Acharya et al, IMEC, September 2022 (22 pages). The “1 to 4” drive multiplexer has 

a power consumption of around 0.24 μW of static power and 0.5 μW of dynamic power, with ~0.2 μW power consumption per qubit 

channel making it suitable to control 100 qubits and 1000 qubits with some optimizations, within the constraints of today’s cryostats. 
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Optimization. Cryo-electronics are an interesting solution for many respects: it potentially reduces 

the wiring burden as seen above, it creates miniaturized electronics that can help constrain the total 

size and weight of a quantum computer, it has the potential to minimize the control/readout/processing 

cycle latency and its energy consumption can be much smaller than room temperature electronics. 

If the cryo-electronics components are not at the same stage as the qubits, you’ll still need some 

(expensive superconducting) wiring. And it has a significant indirect energetic cost. These cryo-elec-

tronics components generate heat that must be extracted from the cryostat. As you get in the lower 

cryostat stages, its cooling power gets drastically reduced proportionally to T4, T being the cryostat 

stage temperature. 

The current cooling budget at 15 mK is lower than 40 μW and goes up to 1W at the 4K stage. You 

can still bet on the creation of larger cooling power cryostats but their energetic cost will skyrocket. 

It explains why some cryo-electronics components are designed to stay at intermediate stages (2K to 

4K). This balance depends also on the qubit operating temperature. 

For superconducting qubits, the constraint is much bigger than with spin/silicon qubits which could 

operate at higher temperatures (100 mK to 1K). Recent modelling did show that for superconducting 

qubits, the control electronics energetic cost is surprisingly optimized with room temperature elec-

tronics1375. 

 
Figure 480: description of the various electronic tools that control superconducting qubits. (cc) Olivier Ezratty, 2022. 

 

1375 See Optimizing resource efficiencies for scalable full-stack quantum computers by Marco Fellous-Asiani, Jing Hao Chai, Yvain 

Thonnart, Hui Khoon Ng, Robert S. Whitney and Alexia Auffèves, arXiv , September 2022 (39 pages) 
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Control electronics and qubit fidelities. The relation between qubit fidelities (one and two qubit 

gates + idling + qubit readout) and control electronics precision has been widely studied. A paper 

from Intel and Dutch researchers from 2019 did show this correlation and created a model to reach 

99,9% fidelities for all these operations. With solid state qubits, two sorts of control signals are gen-

erated: DC pulses and waveformed pulses in the microwave regime. 

There’s a clear link between qubit fidelities and the precision of microwave signal generation with 

regard to their duration, amplitude, frequency and phase. It demonstrated that it was a reachable goal 

for state of the art classical room temperature electronics1376. The noise affecting qubits and coming 

from control electronic comprises many aspects: phase noise coming from source clock jitter feeding 

the master and local oscillators, AWGs and DACs originated harmonics, leakage signals from mixers, 

various amplitude signal to noise ratios (SNR) and noise coming from reference voltage sources like 

the BVGs (bias voltage generators) that are used to generate DC pulses. 

   
Figure 481: specifications of a qubit control microwave pulse and of the infidelity sources. Data source: Impact of Classical Control 

Electronics on Qubit Fidelity by J.P.G. van Dijk, Menno Veldhorst, L.M.K. Vandersypen, E. Charbon, Fabio Sebastiano et al, PRA, 
2019 (20 pages). 

Various improvements are thus sought in qubit control electronics: 

LO Phase Noise. The local oscillators used in 

the AWG (arbitrary waves generators) must have 

a reasonable phase noise1377. Phase error noise 

becomes important as qubit fidelities are im-

proved with better control of environmental 

sources of decoherence. Lab-grade oscillators 

may already limit the performance of qubits hav-

ing microsecond scales gate times, like with 

trapped ions. Thus, the need to use low phase 

noise high precision local oscillators instead of 

traditional lab-grades LOs. 

 

Figure 482: The role of master clock stability in quantum 
information processing by Harrison Ball et al, NPJ Quantum 

Information, November 2016 (8 pages) 

There’s a 10-4 difference in phase noise errors between lab-grade and precision LOs! Given super-

conducting gates time span 10 ns to 600 ns, a 10-5 error rate only due to LO phase noise could be 

reached during this time. We’re not far from the required threshold for QEC! 

 

1376 See Impact of Classical Control Electronics on Qubit Fidelity by J.P.G. van Dijk, Menno Veldhorst, L.M.K. Vandersypen, E. Char-

bon, Fabio Sebastiano et al, PRA, 2019 (20 pages). 

1377 See The role of master clock stability in quantum information processing by Harrison Ball et al, NPJ Quantum Information, No-

vember 2016 (8 pages) and A 2–20-GHz Ultralow Phase Noise Signal Source Using a Microwave Oscillator Locked to a Mode-Locked 

Laser by Meysam Bahmanian and J. Christoph Scheytt, 2021 (11 pages). 

https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.044054
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.044054
https://www.nature.com/articles/npjqi201633
https://www.nature.com/articles/npjqi201633
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.044054
https://www.nature.com/articles/npjqi201633
https://www.researchgate.net/publication/348532015_A_2-20-GHz_Ultralow_Phase_Noise_Signal_Source_Using_a_Microwave_Oscillator_Locked_to_a_Mode-Locked_Laser
https://www.researchgate.net/publication/348532015_A_2-20-GHz_Ultralow_Phase_Noise_Signal_Source_Using_a_Microwave_Oscillator_Locked_to_a_Mode-Locked_Laser
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Low Latency control/readout cycles. There’s also a need to minimize the duration of the qubit con-

trol and readout cycle. It minimizes the impact of the errors that can happen during the cycle due to 

decoherence, enabling a higher quality QEC. The quantum feedback latency must be several orders 

of magnitude under superconducting qubits coherence times that are in the range of 50 μs to 100 μs, 

and could potentially exceed 1 ms. So, we’re in for a maximum of a few 100 ns. 

The control system must also be well synchronized across all qubits, which can be achieved with a 

distributed synchronous clock and trigger architecture1378. Labs also makes use of spectrum analyzers. 

Another feedback loop optimization comes with handling qubits gates AWGs, their DACs and readout 

data acquisition in the same FPGA1379. 

From FPGA to ASIC. At this point, the most advanced qubit control systems are FPGA based. Their 

advantage is sound economics for small scale use cases but at an energetic cost. Using CMOS ASICs 

could bring some energetic advantage on top of further reducing control cycle latency, but it has a 

significant cost few qubit developers can afford at least in research labs. Also, the ASIC design and 

manufacturing cycle is much longer than with an off-the-shelf FPGA board. 

Memristors DC control. A Canadian-French team proposed to control spin qubits quantum-dot gate 

biases with DC sources with a cryogenic solution using Al2O3-TiO2-based tunable memristors with a 

±1V range and 100 μV resolution. Memristors are non-volatile systems with tunable resistance. It fits 

the need to tune these DC pulses due to qubits variability. It was demonstrated at 4.2K1380. It doesn’t 

support the other needed type of electronic controls, microwave pulses, that are needed to drive single 

qubit gates. This solution simplifies the DC wiring between room temperature control electronics and 

the 4K stage in the cryostat, but it still requires DC lines between this stage and the qubits chipset at 

below 1K. These memristors are dissipating 1.77 mW. As a result, a current generation cryostat with 

1.5W cooling power at 4.2K could accommodate about 800 such memristors. We’re still far from the 

LSQ realm. 

Pulse control optimization. At the software level, pulse control can benefit from some optimization 

techniques, requiring a verticalized approach crossing the usual layers between high-level gate-based 

code and pulse control. Such cross-layers optimizations are proposed by IBM and Q-CTRL1381. 

Consolidated projects. Several qubit control and electronics research and development projects were 

recently launched in Europe. In Germany alone, you have three related projects: 

QuMIC (Qubits Control by Microwave Integrated Circuits, 6,3M€, 2021-2024) which involves four 

academic and two industry partners (Infineon, Supracon AG) and deals with miniaturization of RF 

electronics to control superconducting and trapped ions qubits. 

qBriqs (2M€, 2021-2024) which also involves four academic and two industry partners (Rosenberger 

and Stahl Electronics) and deals with compact cryogenic connectors, qubit readouts TWPA and 

HEMT amplifiers, filters and attenuators, DACs and ADCs and DC flux current generators. 

 

1378 In FPGA-based electronic system for the control and readout of superconducting quantum processors by Yuchen Yang et al, USTC 

China and Alibaba, February 2022 (12 pages), a Chinese team describes how it implemented such a system, to control 2 qubits for a 

starter. It’s based on using FPGAs in 3U (3 units heights in electronics racks) PXIe modules, the instrumentation equivalent of the PCIe 

bus used in microcomputers and created by National Instruments in 1997. As an example, the 3U PXIe-1095 below has 18 slots. The 

team used a FS725 Rubidium Clock running at 10 MHz with ultralow phase noise, coming from Stanford Research Systems (1980, 

USA). They are also using the physical layer “Low Voltage Differential Signaling” system (LVDS) which has a low latency. 

1379 See Hardware for multi-superconducting qubit control and readout by Zhan Wang et al, 2021 (11 pages). In this work, the feedback 

latency reached 178.4 ns. It’s using a 28 nm Xilinx XC7K325T FPGA with 326K logic cells. 

1380 See Memristor-based cryogenic programmable DC sources for scalable in-situ quantum-dot control by Pierre-Antoine Mouny et 

al, March 2022 (13 pages). 

1381 See Summary: Chicago Quantum Exchange (CQE) Pulse-level Quantum Control Workshop by Kaitlin N. Smith, February 2022 

(17 pages). 

https://arxiv.org/abs/2110.07965
http://cpb.iphy.ac.cn/EN/10.1088/1674-1056/ac0425
https://arxiv.org/abs/2203.07107
https://arxiv.org/abs/2202.13600
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HIQuP (2021-2024, 2,2M€) with, again, four academic and two industry partners (Supracon AG and 

IQM Germany) which works on superconducting and cryogenic qubit control electronic circuits. 

In France, the QRYOlink project combines CEA-Leti and Institut Néel from Grenoble, Radiall, 

ATEM, Air Liquide, C12 and Alice&Bob to develop a scalable architecture for cryogeny and cabling 

aimed at supporting solid-state qubits. Other related projects also cover scalable control electronics 

targeting large scale quantum computing architectures. 

Room temperature electronics 

Room temperature electronics is the dominant solution used both in research labs and with most com-

mercial vendors (IBM, Google, Rigetti, IQM, etc). 

The key components are on the way in for each and every qubit: 

• AWGs (arbitrary waveform generators) which create microwaves pulse forms and usually gener-

ate about 2 GigaSamples/s. These are used to create single qubit gates and also readout pulses. 

Alternative techniques are proposed which generate pulses width modulation (PWM) that would 

be less costly without jeopardizing qubit fidelities 1382. 

• DACs (digital to analog converters) who use a 14-bit to 16-bit amplitude resolution to convert 

into analog format the output of the AWGs. 

• A mixer of the waveform and a LO (local oscillator) signal in the used microwave range (around 

5 GHz for superconducting qubits). The output is called a “heterodyne” signal. 

• Some direct current sources to drive certain types of qubit gates aka bias drives. 

Since we mentioned heterodyne measurement, let’s make a pause with describing the three main dif-

ferent techniques used to measure an electromagnetic signal with homodyne measurement (one ob-

servable), heterodyne measurement (two orthogonal observables like in-phase and quadrature) and 

photon measurement or counting. These three techniques are used for optical frequencies photons and 

radio-frequency photon signals, with, of course, many differences and variations. 

 
Figure 483: explanation of the various ways to detect a photon or electronic signal with homodyne and heterodyne measurement 

and photon counting. (cc) Olivier Ezratty, 2022. 

 

1382 See Quantum Optimal Control without Arbitrary Waveform Generators by Qi-Ming Chen et al, Aalto University, Princeton and 

Tsinghua University, September 2022 (14 pages). The paper however doesn’t provide some indications of the associated power savings. 
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On the way out of the cryostat, we have: 

• A last-stage analog amplifier, following the cryogenic amplification stages (TWPA and HEMT). 

• ADCs (analog to digital converter) of the readout microwave signal, usually with a 1 GigaSam-

ples/s sampling rate and a 8 to 12-bit encoding. 

• SoC (systems on chip), FPGA or ASIC circuits used to interpret the output of the ADCs to get 

the qubit state, and which may manage a closed-loop control of the whole cycle to implement 

error correction (QEC). 

All these components are more or less integrated in one or several boxes, or boxes with interchange-

able modules. The FPGAs are programmable, usually with Python and some extension (library or 

language extension). 

This field is well covered by electronics industry vendors addressing research and commercial quan-

tum computing markets. Beforehand, many quantum computing research laboratories were relying 

on generic micro-wave generator and readout systems coming from vendors like Rohde & Schwarz, 

Tektronix and Keysight1383. Over time, some of these vendors have developed specialized offerings 

for quantum computing, particularly through some acquisitions (for Rohde & Schwarz and Keysight). 

Specialized quantum computing electronics emerged like Zurich Instruments, Qblox and Quantum 

Machines. Large shops like Google also developed their own electronics. 

Some hardware and software open source control systems have also been proposed like the QICK 

(Quantum Instrumentation Control Kit) from Fermilab1384 and QubiC from Lawrence Berkeley Na-

tional Lab, both from the DoE1385. They are cost efficient when compared to commercial solutions 

and adapted to the needs of research labs. These kits are all based on Xilinx FPGAs containing their 

own DACs and ADCs. Researchers from Chalmers and KTH in Sweden created Presto, a fully inte-

grated room-temperature system on chip using a Zynq UltraScale+ RFSoC from Xilinx with full con-

trol operations for superconducting qubits1386. 

 

Zurich Instruments (2008, Switzerland, $112K) is a manufacturer of elec-

tronic test and measurement equipment, including a range of microwave gen-

eration and analysis tools. 

The company was acquired by Rohde & Schwarz in July 2021. Their offer is built around their Quan-

tum Computing Control System, which bridges the gap between the quantum computer software con-

trol tools and the associated electronic instrumentation. 

This system consists of several components. 

 

1383 Tektronix provides an AWG that can be used to drive qubit signals, the 16-bit AWG5200 supporting up to 32 output channels with 

2 Gbits/s sampling (and local oscillator frequency go up to 5 GHz) and the 6 Series Low Profile Digitizer for 4-channel qubits readout 

(up to 8 GHz). 

1384 See The QICK (Quantum Instrumentation Control Kit): Readout and control for qubits and detectors by Leandro Stefanazzi et al, 

Fermi Lab, Princeton University, Seconda Università degli Studi di Napoli, GE Healthcare Institute, CNEA - Argentina, and University 

of Chicago, March 2022 (15 pages). It’s based on Xilinx based RFSoC (Radio-Frequency System-on-chip) ZCU111 Evaluation Kit 

with a Xilinx XCZU28DR FPGA containing 8 14-bit DAC and 8 12-bit ADC. This is an “hybrid FPGA” with a programmable logic 

part and a more classical SoC part with a quad-core Arm Cortex A53 cores, various I/Os and memory. It supports microwaves output 

up to 6 GHz. The toolkit is programmed in Python. The QICK power consumption is 50 W and it seems able to drive 4 qubits. It could 

support up to 100 qubits with frequency domain multiplexing. 

1385 See QubiC: An Open-Source FPGA-Based Control and Measurement System for Superconducting Quantum Information Proces-

sors by Yilun Xu, Irfan Siddiqi et al, Lawrence Berkeley National Laboratory and University of California at Berkeley, September 2021 

(11 pages). QubiC uses a Xilinx Virtex-7 FPGA and separate DACs and ADCs from the Abaco Systems FMC120 and its four 16-bit 

ADC and four16-bit DACs. The conversion circuits come from Texas Instruments (ADS54J60 ADC and DAC39J84). 

1386 See Measurement and control of a superconducting quantum processor with a fully-integrated radio-frequency system on a chip by 

Mats O. Tholén et al, Chalmers, May-October 2022 (14 pages). This type of chipset has a power drain of at least 70W (source). It 

seems it can handle about 8 qubits in total in a 2U 19-inch package. 

https://arxiv.org/abs/2110.00557
https://ieeexplore.ieee.org/document/9552516
https://ieeexplore.ieee.org/document/9552516
https://arxiv.org/abs/2205.15253
https://www.renesas.com/eu/en/document/apn/r16an0006-power-management-solution-xilinx-zynq-ultrascale-rfsoc-rev100?language=en
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First, the PQSC (Programmable Quantum System Controller, left of Figure 484 which is used to 

program and control all the devices. It is equipped with a Xilinx UltraScale+ FPGA that can be driven 

by the LabOne software using Python, C, MATLAB, LabVIEW and Microsoft's .NET framework. It 

controls up to 18 HDAWG (High-Density Arbitrary Waveform Generator, in Figure 484 in blue) mi-

crowave generators and manages up to a hundred qubits. LabOne became LabOne Q in October 2022 

with some extensions easing the setting and optimization of Zurich Instruments tools. 

 

 

  
Figure 484: Zurich Instruments PQSC and UHFQA for qubit control and readout. On the right, the types of microwave pulse signals generated. 

Source: Zurich Instrument product documentation. 

These are sold at 23K€. These generators create microwave pulses that combine a waveform (Gauss-

ian or other, in Figure 484 on the right) modulated by a high-frequency signal, usually between 5 and 

10 GHz, adapted to superconducting qubits drive and readout. It can control up to 8 channels. These 

microwaves are sent to the qubits to reset them to zero, activate quantum gates or handle state readout. 

The single-qubit quantum gates are generated by sending a modulated microwave that modifies the 

energy level of the qubits and change its state. 

 
Figure 485: UHFQA and HDAWG cabling. Source: Zurich Instruments. 

This is complemented by the UHFQA (Ultra-

High Frequency Quantum Analyzer) which 

can analyze the readout state of 10 qubits. In 

the diagram, FLO is the frequency of the mi-

crowave signal to be modulated and FIF is the 

modulation waveform. 

On the UHFQA side, the system detects the 

modulation or phase modification of the sig-

nal recovered through a resonator associated 

with the qubits, lg and le respectively for 

ground states and excited states. 

In April 2021, Zurich Instruments launched a new signal generator, the SHFSG with better micro-

waves signal spectral purity and stability. It can handle up to 144 qubit control channels and is ac-

commodated with 4 or 8 channels, controlling up to 8 qubits. In August 2022, they introduced their 

SHFPPC (Super High Frequency Parametric Pump Controller), a room temperature tone pulse gen-

erator that feeds the parametric amplifiers like the TWPAs sitting at the lowest stage of the cryostat. 
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Figure 486: an SHFQC can control up to 16 qubits. 

It was then completed by the software recon-

figurable and programmable SHFQC 

launched in November 2021, which bundles 

6 signal generator control channels and a 

readout channel analyzer supporting up to 16 

qubits. Several SHFQC can be combined to 

support up to 100 qubits and “beyond”. 

 

Qblox (2018, Netherlands, $5M) is a spin-off from QuTech that develops scal-

able control electronics for superconducting qubits. Their latest generation 

controls up to 20 qubits with a 4U rackable system. 

These clusters consume about 1 kW. The device con-

tains both micro-wave generators for qubits gates 

(QCM module, blue) and qubits readout and electron-

ics for qubit readout (QRM module, white). Each unit 

relies on small custom FPGAs. In a classical manner, 

it creates waveforms mixed with a microwave carrier 

signal after DAC conversion. Readout uses an ADC 

and a phase detection system. 

 

Figure 487: this Qblox system can control up to 20 qubits. 

Their DACs/ADCs have a high sampling rate of 16 bits. A high sampling rate is important to create 

precise waveformed microwaves. This precision is a way to ensure a good fidelity for qubit gates 

generated by these generated microwave pulses. 

Their architecture could scale up to controlling 1000 superconducting qubits. Calibration is done with 

the help from Orange Quantum Systems and cabling comes from Delft Circuits, two other spin-

offs of Qutech in the Netherlands. 

They also sell the desktop Pulsar QRM (quantum readout module) that handles a few qubits control  

in small factor format. As their Cluster modules, these can be coupled and synchronized together with 

using their homegrown protocols SYNQ (synchronized start within <<1 ns) and LINQ (distributing 

measurement outcomes in <200 ns). 

 

Quantum Machines (2018, Israel, $100M) provides a qubit control layer for 

superconducting quantum computers that combines hardware and software1387. 

It is a spin-off from the Braun Center for Submicron Research Laboratory at 

the Weizmann Institute. 

They developed their own classic qubit control 

processor, an FPGA operating at room tempera-

ture, which generates the pulses for controlling 

qubits and measuring their states either with mi-

crowaves and lasers 1388 . Packaged as their 

OPX/OPX+ systems, it supports superconduct-

ing, electron spin, NV centers, trapped ions and 

cold atoms qubits. In March 2022, they an-

nounced the availability of Octave. 

 
Figure 488: OPX+ is a full-stack solution for qubit control and 

measurement, enabling closed-loop error correction.  

 

1387 See The Story of the First Israeli Quantum Computing Startup by Eliran Rubin, December 2018. 

1388 See the video MLQ2021 Session Th2: Quantum Machines, March 2021 (46 mn) explaining their process. 

https://medium.com/tlv-partners/the-story-of-the-first-israeli-quantum-computing-startup-2930ce0452b5
https://www.youtube.com/watch?app=desktop&v=0wPGzF_vo7A
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It is a compact and rack-mountable all-in-one RF up/down-conversion module which completes their 

OPX systems. It contains its own built-in Local Oscillator (LO) sources and provides continuous self-

calibration features. 

They already have more than a dozen customers, including, in France, ENS Paris, ENS Lyon, Al-

ice&Bob and Pasqal (just in France...). The company was created by Itamar Sivan (CEO, who did a 

Master's degree at the ENS Paris between 2009 and 2011), Yonathan Cohen (CTO, former Weizmann 

Institute managing director) and Nissim Ofek (Chief Engineer, who had a post-doc position in Rob 

Schoelkopf’s lab in Yale University where he developed a FPGA based control and QEC code). 

They also partner with Q-CTRL which develops qubits firmware level control software. Their pro-

cessor is integrated into their "Quantum Orchestration Platform", which also combines a software 

layer1389. In June 2020, they announced the creation of the QUA language, positioned as a language 

for creating hybrid quantum and classical algorithms, such as VQE and QAOA, which need rapid 

feedback between classical and quantum processors. This programming language works with all types 

of qubits, superconductors, silicon, cold atoms and trapped ions. The compiler thus takes into account 

the differences in the implementation of qubits: their connectivity, the homogeneity or heterogeneity 

of their coupling, the coherence times, the error rates, etc. 

In April 2022, Quantum Machines, together with their customers Alice&Bob, Benjamin Huard’s team 

from ENS Lyon and Florian Marquardt of the Max Planck Institute for the Science of Light in Ger-

many, announced the launch of Artemis, a 3-year EU funded project (900K€) as part of QUANTERA 

to use a real-time neural network to improve the accuracy of quantum controls and quantum error 

correction. It will lead to the creation of a full-stack QEC universal quantum controller. It will be 

complemented by an (unspecified) cloud-based quantum processor. 

In March 2022, Quantum Machines made the acquisition of QDevil (Denmark) which gives them a 

foothold in the cryogenic electronics space with filters and a low noise DAC. The company had a 

total staff of 80 as of March 2022. 

 
Keysight Technologies (USA) is an electronics measurement company spun-

out of Agilent in 2014, which itself was coming from Hewlett Packard in 2000. 

It then expanded its portfolio through several acquisitions: Signadyne (FPGA-based PXI digitizers 

and AWGs) in 2016, Ixia (software), Liberty Cal (calibration services) and ScienLab (test solutions 

in eMobility systems) in 2017, Labber Quantum in 2019 (MIT spun-out specialized in qubits control  

and software) and Quantum Benchmark in 2021 (quantum error diagnosis and suppression, and 

benchmarking software). The company has now a broad portfolio of measurement and control elec-

tronic systems widely used in the quantum real, in its three markets: computing, sensing and commu-

nications, including optical instruments. Most quantum research labs already have some Keysight test 

and measurement systems. In qubits control electronics, they provide pulse laser controls, basebands 

pulse controls and pulsed microwaves controls (AWGs like the M3202A PXIe Arbitrary Waveform 

Generator with 1 GSa/s, 14 bit sampling, DAC) as well as ADCs for qubit readout (like the M3102A 

14-bit PXIe Digitizer). Interestingly, they address one source of electronics signals quality variability: 

the fluctuating room temperature. Thus, a solution to control rack temperature with air flow operating 

at 35°C. 

 

1389 See Quantum Machines raises $17.5M for its Quantum Orchestration Platform by Frederic Lardinois, March 2020, Israel gets ready 

to join global quantum computing race by Amitai Ziv, December 2019 and The quantum computer is about to change the world. Three 

Israelis are leading the revolution by Oded Carmeli, February 2020. 

https://quantera.eu/artemis/
https://techcrunch.com/2020/03/19/quantum-machines-raises-17-5m-for-its-quantum-orchestration-platform/
https://www.haaretz.com/israel-news/business/.premium-israel-gets-ready-to-join-global-quantum-computing-race-1.8202806
https://www.haaretz.com/israel-news/business/.premium-israel-gets-ready-to-join-global-quantum-computing-race-1.8202806
https://www.haaretz.com/israel-news/.premium.MAGAZINE-quantum-computing-is-changing-the-world-three-israelis-are-leading-the-revolution-1.8530603
https://www.haaretz.com/israel-news/.premium.MAGAZINE-quantum-computing-is-changing-the-world-three-israelis-are-leading-the-revolution-1.8530603
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Their Quantum Control System which assembles various software and hardware components to drive 

single and multi-qubit lab experiments. The hardware part is the Quantum Engineering Toolkit (QET) 

and contains a PC workstation with a PXIe Interface Module, a PXIe chassis containing an AWG, a 

DAC, and In-Phase and Quadrature modulator and demodulator, a Vector Signal Generator and other 

optional electronics. Among other places, this toolkit is used since 2020 at the MIT EQuS (Engineer-

ing Quantum Systems Group) testbed. 

Keysight is involved in several quantum computing related projects like the Boulder Cryogenic Quan-

tum Testbed launched in 2019, a joint effort of Google, the NIST and the University of Colorado 

Boulder, housed in the JILA laboratory on the CU Boulder campus. It helps US researchers working 

on superconducting qubits at the characterization level. The lab is equipped with a 10 mK Janis JDry 

250 mini dilution refrigerator. They also participate to MATQu, an EU funded German project which 

ambitions to produce superconducting qubits on 300 mm silicon-based process flows. 

 
Figure 489: the Keysight control electronics family, mostly used in research laboratories. 

Keysight hardware is also used in quantum sensing (AWGs, ADCs, DACs, analog signal generation, 

measurement of current-voltage (“I-V”) and capacitance-voltage (“C-V”), oscilloscopes) and CV-

QKD signal generation and detection (with waveform/pattern generation, oscilloscopes, lightware 

detectors and variable optical attenuators). In the vendors space, they partner with IBM on Qiskit 

Metal, an open source software solution to design your own superconducting qubits to understand 

qubits crosstalk effects. 

In most of their solutions, Keysight uses Xilink FPGAs but it also has its own cleanroom facilities to 

design custom ASICs, like in photonics. They plan to implement control electronics with cryo-CMOS 

only in the long term, after 2030-2040. Until then, classical electronics will make the job. 

Keysight announced in June 2022 its new generation of qubit control electronics, Quantum Control 

System (QCS), based on a proprietary ASIC integrating microwave signals AWGs, 14-bit DACs and 

12-bit readout ADCs with the effect of reducing phase jitter in the generated signals and enabling fast 

closed-loop quantum error correction. It is packaged in PXIe cards format and a 4U box can control 

20 qubits. Il is completed by a Python API. It seems to be the first offering of this type with some 

ASIC drive components. The readout lag is only 20 ns, from the reception of the readout microwave 

to outputting its result. The first announced customers of QCS are Alice&Bob and Rigetti. 
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Figure 490: Keysight PXIe Quantum Control System. 

 
Figure 491: Keysight’s first ASIC to control qubits. 

 

QuantrolOx (2021, Finland-UK, $1.4M) is an enabling technology company 

creating a deep learning software solution to optimize the automatic tuning and 

optimization of qubits settings1390. 

Their solution that was developed with the help from DeepMind is using small training data sets and 

works in two steps: one with coarse tuning and a second with fine tuning. It efficiently adjusts the 

parameters of a large number of qubits and is applicable to all sorts of qubits but particularly with 

those who express the largest variability like superconducting and electron spins qubits. The company 

has already about a staff of 10 including Vishal Chatrath (CEO, UK), Andrew Briggs (Executive Chair, 

UK, Professor of Nanomaterials, University of Oxford), Natalia Ares (Chief Scientist, UK, with a 

strong background on quantum thermodynamics and machine learning, Professor at University of 

Oxford), Dominic Lennon (Head of Quantum Technologies, UK, also from Oxford University) and 

Juha Seppä (CTO, Finland). Mostly based in the UK, the startup is positioned as a Finish one, maybe 

to make it easier to get some EU funding! Their first investors are Nielsen Ventures, Hoxton Ventures, 

Voima Ventures, Remus Capital, Hermann Hauser (cofounder of Arm) and Laurent Caraffa. 

We can also mention a Chinese project, a superconducting microwave generator for the control of 

superconducting qubits based on a Xilinx FPGA1391. In other similar and older projects, China’s re-

search teams showcased scalability claims that were not really sustained by a real scalable architec-

ture1392. 

 

Active Technologies (2003, Italy) is a spin-off of University of Ferrara creat-

ing AWGs and Pulse/Pattern Generators. It can control experimental solid state 

qubits as well as electro-optical and electro-acoustic modulators used with cold 

atoms qubits. Its flagship product is the AWG-5000, a fast 16-bit AWG with 8 

output channels. 

 

CIQTEK (2016, China, $15M) aka Guoyi Quantum develops high-precision 

pulse generator (ASG) and arbitrary waveform generator (AWG) used in 

qubits control, electron parametric resonance spectroscopes and scanning elec-

tron microscopes. They also manufacture NV centers-based magnetometers 

and <Diamond I>, a 2-qubit computing system for educational purpose. It is 

based in Hefei and has 500 employees. 

 

1390 See Machine learning as an enabler of qubit scalability by Natalia Ares, Nature, 2021 (3 pages) and Learning Quantum Systems 

by Valentin Gebhart, Natalia Ares et al, July 2022 (26 pages) which provides a broad view on machine learning use-case for various 

types of qubits quantum error mitigation. 

1391 See Scalable and customizable arbitrary waveform generator for superconducting quantum computing by Jin Lin, 2019 (9 pages). 

1392 See High Performance and Scalable AWG for Superconducting Quantum Computer by Jin Lin et al, 2018 (5 pages). 

https://ora.ox.ac.uk/objects/uuid:908b6268-d1aa-4765-aae4-cee428924c19/download_file?safe_filename=Ares_2021_machine_learning_as.pdf&type_of_work=Journal+article
https://arxiv.org/abs/2207.00298
https://aip.scitation.org/doi/full/10.1063/1.5120299
https://aip.scitation.org/doi/full/10.1063/1.5120299
https://arxiv.org/pdf/1806.03660.pdf
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Intermodulation Products (2018, Sweden) is a spin-off company of KTH, 

the Royal Swedish Institute of Technology. They market Vivace, a microwave 

generator in the 4 GHz band used to drive superconducting qubits. 

 

Quaxys (2020, USA) provides hardware and software solutions for supercon-

ducting and spin qubits electronic control, including Quantuware 4840, a com-

pact qubit control and measurement unit. 

 

Teledyne E2V (USA/UK/France) is a designer, manufacturer and provider of 

DACs and ADCs circuits used for microwave processing with superconduct-

ing qubits, noticeably with IBM. These are designed and manufactured near 

Grenoble, France. 

VIQTHOR (2022, France) is a stealth startup aiming to create scalable room temperature control 

electronics solutions for solid state qubits. 

Cryo-CMOS 

Cryo-electronics sit inside the cryostat, control the qubits and manage their readout in place of the 

some of the external electronic devices we’re just covered, totally or partially depending on the sys-

tems generation. Many research team and industry vendors are working on this strategic set of tech-

nologies which may help to unlock qubit scalability. We have among others the University of Sidney, 

TU Delft in the Netherlands1393, VTT in Sweden, CEA-Leti and CNRS Institut Néel in France, 

POSTECH in South Korea and US vendors like Intel and IBM. Cryo-electronics could help save a 

lot of quite expensive and embarrassing cabling, filters, attenuators, amplifiers, and reduce thermal 

losses in the cryostat. It can also contribute to shorten the qubit gate to qubit readout cycle which can 

fasten the execution of quantum correction codes that will be required when operating large scale 

quantum processors. 

 
Figure 492: initially, research labs tried to build specific cryo component chipsets for many qubit control functions. Then, players like 
Intel tried to consolidate these in fewer components. There are still many components around, even with integrated cryo-CMOS for 

qubit control and readout, like the parametric amplifiers and HEMT. Source: The Role of Cryo-CMOS in Quantum Computers by 
Edoardo Charbon, EPFL Lausanne, February 2019 (91 slides). 

 

1393 See Large-Scale Quantum Computers: The need for Cryo-CMOS by Fabio Sebastiano, TU Delft, April 2021 (57 mn video). 

source: The Role of Cryo-CMOS in 
Quantum Computers d’Edoardo 

Charbon, EPFL Lausanne, February 2019 
(91 slides).
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https://indico.physics.lbl.gov/indico/event/837/attachments/1780/2309/Edoardo_Charbon_Berkeley19_released-compressed.pdf
https://www.youtube.com/watch?v=XmGGJ6zrI4g
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It must meet rigorous specifications1394. Figure 492 describes the variety of component functions that 

can be integrated in the 1K-4K stages and even, when possible, at the qubit chipset stage at less than 

20 mK1395. These components must be certified to operate at these temperatures. These are data mul-

tiplexers and demultiplexers, local oscillators, AWGs, DACs, ADCs, low-noise amplifiers, DC flux 

bias generators, thermometers and other various sensors. 

The trend is to put within the cryostat a maximum of these electronic components. However, the heat 

they released is limited by the dilution refrigeration system cooling power1396.It also conditions at 

which cold plate stage these components can operate. There’s a complicated trade-off between the 

cryostat power overhead and what is saved by cabling and filters. 

Starting in 2016, separate solid-state electronic components started to be designed and tested at cry-

ogenic temperatures. 

IMEC (Belgium) developed 

in 2020 a cryo-CMOS RF 

MUX multiplexing the in 

and out microwave signals 

used in qubit readouts and 

operating at 32 mK. Work-

ing at up to 10 GHz, it is 

suitable for superconducting 

qubits readouts and not yet 

for all electron spin 

qubits1397. It greatly simpli-

fies the cabling between RF 

control and readout elec-

tronics. 

 
Figure 493: a qubit control multiplexing solution developed by IMEC. Source: Millikelvin 

temperature cryo-CMOS multiplexer for scalable quantum device characterisation by Anton 
Potočnik et al, IMEC, November 2020 (35 pages). 

It sits at 4K and the qubit chipset sitting at below 20 mK. They created a similar solution operating at 

15 mK in 2022 and suitable for time-domain microwaves multiplexing for the drive of superconduct-

ing qubits. 

The trend is to integrate all these components in a minimum number of chipsets, preferably one, and 

working as close as possible to the qubits chipset. The best level of integration so far was reached 

with Intel HorseRidge 2 announced in 2021 and the coldest operation was achieved with the Goose-

berry chipset from Microsoft and the University of Sidney as well as with a cryo-CMOS from CEA-

Leti. 

 

1394 See Engineering cryogenic setups for 100-qubit scale superconducting circuit systems by S. Krinner et al, 2019 (29 pages) which 

describes the issues with superconducting qubit control. In 2018, they proposed an optimized approach of wiring and electronics 

allowing up to 150 superconducting qubits to be embedded in a cryostat. 

1395 Source of the diagram: The Role of Cryo-CMOS in Quantum Computers by Edoardo Charbon, EPFL Lausanne, February 2019 

(91 slides). See also an earlier work from Purdue University and Australian colleagues: Cryogenic Control Architecture for Large-Scale 

Quantum Computing by J. M. Hornibrook, 2014 (8 pages) which describes well what should be done where in the cryostat. 

1396 See Cryogenic Control Beyond 100 Qubits by Ian Conway Lamb, 2017 (103 pages) which describes the technological challenges 

of components operating at cryogenic temperature, here for superconducting qubits. And the short version: Cryogenic Control Archi-

tecture for Large-Scale Quantum Computing by Ian Conway Lamb et al, 2017 (8 pages). See also Semiconductor devices for cryogenic 

amplification by Damien Prêle, 2013 (30 slides) and Cryo-CMOS Circuits and Systems for Quantum Computing Applications by 

Bishnu Patra et al, 2018 (14 pages). 

1397 See Millikelvin temperature cryo-CMOS multiplexer for scalable quantum device characterisation by Anton Potočnik et al, IMEC, 

November 2020 (35 pages). 

https://arxiv.org/ftp/arxiv/papers/2011/2011.11514.pdf
https://arxiv.org/ftp/arxiv/papers/2011/2011.11514.pdf
https://link.springer.com/content/pdf/10.1140/epjqt/s40507-019-0072-0.pdf
https://indico.physics.lbl.gov/indico/event/837/attachments/1780/2309/Edoardo_Charbon_Berkeley19_released-compressed.pdf
https://arxiv.org/abs/1409.2202
https://arxiv.org/abs/1409.2202
https://ses.library.usyd.edu.au/bitstream/2123/17046/1/thesis_20170727.pdf
https://arxiv.org/pdf/1409.2202.pdf
https://arxiv.org/pdf/1409.2202.pdf
http://www.apc.univ-paris7.fr/~prele/Cryo_Amp_Review_Prele_WOLTE10_InitedReviewTalk.pdf
http://www.apc.univ-paris7.fr/~prele/Cryo_Amp_Review_Prele_WOLTE10_InitedReviewTalk.pdf
https://www.researchgate.net/publication/319697494_Cryo-CMOS_Circuits_and_Systems_for_Quantum_Computing_Applications
https://arxiv.org/ftp/arxiv/papers/2011/2011.11514.pdf
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The first approach was to miniaturize these circuits at the 4K stage of the cryostat. It was studied in 

2019 at TU Delft for silicon qubits state readout with their QuRO, for Quantum Read-Out1398. The 

readout was using microwaves photon reflectometry. It sent an unmodulated RF frequency and eval-

uated the amplitude and phase of the reflected RF photon. The technique allows multiplexing qubits 

readout before sending the information out of the cryostat. This simplifies the output wiring. The 

prototype was based on a CMOS low noise amplifier (LNA) supplemented by a SiGe (silicon-ger-

manium) transistor amplifier, followed by an analog-to-digital converter (ADC) implemented in a 

Xilinx Artix 7 FPGA. This FPGA made it possible to multiplex the readout state of several qubits. 

They use some copper cooling radiator in the 4K stage of the dilution refrigeration. They relied on 

standard market off-the-shelf passive and active components operating correctly at 4K. This proto-

typing did not deal with the waveform generation and DAC circuits driving qubit gates. The energy 

saving of this kind of system is related to the quantum error correction load on qubit measurement. 

Bringing readout electronics closer to qubits speeds up error correcting codes. It’s also interesting for 

simplifying the connectivity and improving quantum computers scalability. 

A similar approach was initially adopted by Intel in collaboration with QuTech for its 2020 Horse-

Ridge superconducting and silicon qubits driver component capable of handling the microwave 

pulses of this frequency driver from 2 to 20 GHz. This component is sitting at the 4K stage of the 

cryostat1399. 

 
Figure 494: Intel HorseRidge 2 presented in 2021 is probably the most integrated qubit control chipset being developed. Source: A 

Fully Integrated Cryo-CMOS SoC for Qubit Control in Quantum Computers Capable of State Manipulation, Readout and High-Speed 
Gate Pulsing of Spin Qubits in Intel 22nm FFL FinFET Technology by J-S. Park et al, February 2021 (3 pages). 

Introduced in 2021, HorseRidge 2 improved cryo-electronics integration to an unprecedented level. 

It added multigate pulsing making it possible to control several qubits simultaneously, qubit readout 

and a programmable microcontroller. Gate pulsing create multi-qubit gates with square DC signals 

controlling the barrier and plunger gates of the quantum dots while single-qubit gates use modulated 

RF signals and qubit readout use regular RF signals. The chipset uses frequency multiplexing to re-

duce the number of RF cables for qubits drive and readout. It drives up to 16 spin qubits with fre-

quency ranges between 11 and 17 GHz. It reads the state of up to 6 qubits simultaneously. 

 

1398 See Cryogenic electronics for the read-out of quantum processors by Harald Homulle, TUDelft, 2019 (185 pages). 

1399 See Cryo-chip overcomes obstacle to large-scale quantum computers by QuTech, February 2020. 
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https://ieeexplore.ieee.org/document/9365762
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The control chip contains 22 DACs to simultaneously control the gate potentials for many qubits. The 

chipset is manufactured in a 22nm low-power FinFET technology (22FFL), operates at 4K and con-

tains 100 million transistors1400. In May 2021, Intel and Qutech demonstrated high-fidelity two-qubit 

control with this HorseRidge 2 control chipset. 

In 2022, POSTECH from South Korea proposed a similar architecture to HorseRidge 2 with a CMOS 

SoC sitting at 3.5K. It adds local oscillators1401. Il was prototyped in 40 nm TSMC bulk CMOS and 

consumes about 15 mW per qubit. 

In 2019, an American-Australian team from the University of Sydney, Purdue University and Mi-

crosoft Research designed Gooseberry, a CMOS circuit to control superconducting, electron spin or 

(yet to be seen) Majorana fermion qubits1402. Designed by David Reilly’s team from the joint Mi-

crosoft Quantum Laboratories at the University of Sydney, it is operating at 100mK, just next to the 

qubit circuit on the same PCB support but without supposedly disturbing the qubits (in that case, only 

for silicon qubits since superconducting qubits would sit at the 15 mK cold plate stage). It seems to 

save power with a low sampling rate in AWG/DAC/DACs (4 bits). 

 
Figure 495: Microsoft prototype another control chipset that support fewer functions than HorseRidge but it run next to the qubit 

chipset at lower temperature, suitable for silicon spin qubits. Source: A Cryogenic Interface for Controlling Many Qubits by D.J. 
Reilly et al, December 2019 (7 pages). 

The circuit is using a microwave carrier signal source (LO or local oscillator) sitting outside the cry-

ostat. It is using a round-robbing scheme to distribute modulated micro-waves to each and every qubit 

in a sequential way. Qubit readout is done here with external circuits (ADC and FPGA). It is a bit the 

opposite of Harald Homulle's solution from TUDelft. The test CMOS is realized in FDSOI in 28nm. 

The chipset greatly simplifies the control circuitry coming from outside. This low-power chipset is 

generating control pulses of 100 mV at 18 nW per cell. 

 

1400 See A Fully Integrated Cryo-CMOS SoC for Qubit Control in Quantum Computers Capable of State Manipulation, Readout and 

High-Speed Gate Pulsing of Spin Qubits in Intel 22nm FFL FinFET Technology by J-S. Park et al, February 2021 (3 pages) and 41 

slides (not free access). 

1401 See A Cryo-CMOS Controller IC for Superconducting Qubits by Kiseo Kang et al, August 2022 (14 pages). Computing the power 

per qubit was not obvious since the drain per function is not clearly presented in the paper (readout pulses vs readout pulses analysis). 

1402 See A Cryogenic Interface for Controlling Many Qubits by D.J. Reilly et al, December 2019 (7 pages). It was then published in 

Nature in January 2021. 
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https://arxiv.org/pdf/1912.01299.pdf
https://ieeexplore.ieee.org/document/9365762
https://ieeexplore.ieee.org/document/9365762
https://d3smihljt9218e.cloudfront.net/lecture/13587/slideshow/7b60e3318f4598c1052e67910ce05f32.pdf
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9866927
https://arxiv.org/pdf/1912.01299.pdf
https://www.nature.com/articles/s41928-020-00528-y
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The control of the qubits can also use superconducting microwave generation and reading circuits, 

their interest being a much lower thermal dissipation1403. 

In 2020, CEA-Leti in Grenoble created a mixed analog, digital and quantum cryo-CMOS circuit 

manufactured in 28 nm FDSOI and operating at 110 mK. It handles all the qubits driving and readout 

cycle with charge pumping, generating continuous tone GHz microwaves and measuring the induced 

current with a multiplexed transimpedance amplifier (TIA). At this experimental stage, it drives only 

a couple qubits but looks promising with regards to the ability to control quantum dots qubits at their 

operating temperature, at least for silicon qubits working between 100 mK and 1.5 K depending on 

their type and experimental settings. And the quantum dot qubits were in the circuit itself! 

 
Figure 496: this chipset from CEA-LIST runs at the same temperature as Microsoft’s chipset seen before. It is tailored for silicon spin 
qubits control. Source: A 110mK 295μW 28nm FD-SOI CMOS Quantum Integrated Circuit with a 2.8GHz Excitation and nA Current 
Sensing of an On-chip Double Quantum Dot by Loick Le Guevel, Silvano de Franceschi, Yvain Thonnart, Maud Vinet et al, February 

2020, ISSCC (12 pages). 

One key technology to master when assembling electronic components at the qubit level is packaging 

and connectivity. That’s where a French team from CEA-Leti, CEA LIST and CNRS-Institut Néel 

made progress in February 2021 with building a prototype interposer enabling the integration of quan-

tum and control chips fabricated from different materials, processes and sources. Named QuIC (Quan-

tum integrated circuits with cryo-CMOS), the prototype demonstrator controls quantum chipsets with 

integrated control electronics and operating at below 1K. The integration uses a 3D flip-chip process. 

The control electronics are made on standard FDSOI 28nm by STMicroelectronics. Passive elements 

and filter devices will be integrated in future versions. 

The integrated packaging increases the number of qubits that can be controlled with reducing the 

number of coaxial cables flowing through the cryostat from the upper stages. It also avoids chipset 

wire bonding since qubits and control electronics are coupled by routing lines on the interposer. The 

packaging allows thermal decoupling between the quantum chipset and the electronics control chipset. 

They also use a die-to-wafer process from CEA-Leti that are used to build interconnects working at 

under 1K. 

 

1403 See Quantum Computer Control using Novel, Hybrid Semiconductor-Superconductor Electronics by Erik P. DeBenedictis of Zetta-

flops, 2019 (15 pages), which describes an approach for controlling qubits mixing superconductors (JJ) and adiabatic circuits, Cryo-

genic Adiabatic Transistor Circuits (CATCs). The paper gives an overview of the energy efficiency of cryo-CMOS components and 

various known superconductors (RQL, AQFP, ...). 
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https://www.researchgate.net/publication/340623766_192_A_110mK_295W_28nm_FDSOI_CMOS_Quantum_Integrated_Circuit_with_a_28GHz_Excitation_and_nA_Current_Sensing_of_an_On-Chip_Double_Quantum_Dot
https://www.researchgate.net/publication/340623766_192_A_110mK_295W_28nm_FDSOI_CMOS_Quantum_Integrated_Circuit_with_a_28GHz_Excitation_and_nA_Current_Sensing_of_an_On-Chip_Double_Quantum_Dot
https://arxiv.org/ftp/arxiv/papers/1912/1912.11532.pdf
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CEA is also replacing indium bumps with other materials that are compatible with existing CMOS 

manufacturing processes, like SnAg microbumps and directly bonded Cu pads from Cu/SiO2
1404. 

In another work published by an EPFL team in January 2021, a 40 nm CMOS chip operating at 50 

mK hosts both 9 silicon quantum dots qubits organized in a 3x3 array and some digital electronics 

using analog LC resonators implementing time- and frequency-domain multiplexing for qubit readout, 

all operating at 50 mK1405. 

 
Figure 497: compilation of various cryo-chipsets developed so far. (cc) Olivier Ezratty, 2022. Sources: Google – Bardin: A 28nm Bulk-CMOS 4-
to-8GHz <2mW Cryogenic Pulse Modulator for Scalable Quantum Computing, February 2019 (13 pages), Intel HorseRidge 2: A Fully Integrated 
Cryo-CMOS SoC for Qubit Control in Quantum Computers Capable of State Manipulation, Readout and High-Speed Gate Pulsing of Spin Qubits 
in Intel 22nm FFL FinFET Technology by J-S. Park et al, February 2021 (3 pages), Microsoft / Sydney / Purdue: A Cryogenic Interface for 
Controlling Many Qubits by D.J. Reilly et al, December 2019 (7 pages), CEA List/Leti: A 110mK 295μW 28nm FD-SOI CMOS Quantum Integrated 
Circuit with a 2.8GHz Excitation and nA Current Sensing of an On-chip Double Quantum Dot by Loïck Le Guevel et al, February 2020, ISSCC (12 
pages). QuTech: A Scalable Cryo-CMOS Controller for the Wideband Frequency-Multiplexed Control of Spin Qubits and Transmons by Jeroen 
Petrus Gerardus Van Dijk, Menno Veldhorst, Lieven M. K. Vandersypen, Edoardo Charbon et al, November 2020 (17 pages). EPFL: Integrated 
multiplexed microwave readout of silicon quantum dots in a cryogenic CMOS chip by A. Ruffino et al, EPFL, January 2021 (14 pages), POSTECH: 
A Cryo-CMOS Controller IC for Superconducting Qubits by Kiseo Kang et al, August 2022 (14 pages). IBM: A Cryo-CMOS Low-Power Semi-
Autonomous Qubit State Controller in 14nm FinFET Technology by David J Frank et al, IBM Research, ISSCC IEEE, February 2022 (no free 
access), SeeQC: Hardware-Efficient Qubit Control with Single-Flux-Quantum Pulse Sequences by Robert McDermott et al, 2019 (10 pages), 
DigiQ: A Scalable Digital Controller for Quantum Computers Using SFQ Logic by Mohammad Reza Jokar et al, February 2022 (15 pages). IBM 
QEC: Have your QEC and Bandwidth too!: A lightweight cryogenic decoder for common / trivial errors, and efficient bandwidth + execution 
management otherwise by Gokul Subramanian Ravi et al, August 2022 (14 pages). 

At last, IBM is also working on their own Cryo-CMOS component. They piloted the first one manu-

factured in a 14 nm process. It supports 4.5-to-5.5GHz RF AWG for pulse control generation, and 

doesn’t rely on TDM or FDM (time or frequency multiplexing)1406. 

 

1404 See Die-to-Wafer 3D Interconnections Operating at Sub-Kelvin Temperatures for Quantum Computation, September 2020. 

1405 See Integrated multiplexed microwave readout of silicon quantum dots in a cryogenic CMOS chip by A. Ruffino et al, EPFL, 

January 2021 (14 pages). 

1406 See A Cryo-CMOS Low-Power Semi-Autonomous Qubit State Controller in 14nm FinFET Technology by David J Frank et al, 

IBM Research, ISSCC IEEE, February 2022 (no free access). 
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https://www.researchgate.net/publication/346379361_Die-to-Wafer_3D_Interconnections_Operating_at_Sub-Kelvin_Temperatures_for_Quantum_Computation
https://arxiv.org/pdf/2101.08295.pdf
https://ieeexplore.ieee.org/document/9731538
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For a helicopter view, all these cryo-CMOS projects seem to make more sense to drive silicon spin 

qubits than superconducting qubits. One reason is the available cooling budget is much higher at the 

operating temperature of spin qubits that sits between 100 mK and 1 K while superconducting qubits 

operate at about 15 mK. Figure 497 contains a quick comparison of the various cryo-chipsets studied 

in the section and the next on superconducting logic. It shows a discrepancy of power consumption 

per qubit which is explained by several factor: the different electronic features supported by the chip-

sets, their mutualization across a given number of qubits and the manufacturing node technology. 

It is completed by Figure 498 which lists which part in the table corresponds to which function in the 

pulse management sequences from qubit drive to qubit readout. 

 
Figure 498: feature list chosen for the table in Figure 497. (cc) Olivier Ezratty, 2022. 

Superconducting electronics 

The other option for qubit control and readout at low temperature is to rely on superconducting logic 

based on Josephson junctions1407. The most common one are SFQ, for “single flux quantum” and 

RSFQ for “rapid SFQ”1408.Their potential benefit is a very low power consumption, up to 500 times 

less than CMOS logic1409, the ability to operate at the same temperatures as superconducting qubits, 

and their enablement of a much simple cabling scheme within the cryostat1410. 

 

1407 See Superconducting electronics at 4 K for control and readout of qubits by Adam Sirois et al, NIST,  ASC 2020 (27 slides) and 

Flux Quantum Electronics by NIST which cover their broad research in the domain. 

1408 SFQ logic families are divided into two groups: ac-biased and dc-biased. Reciprocal Quantum Logic (RQL) and Adiabatic Quantum 

Flux Parametron (AQFP) are in the first group, and Rapid Single Flux Quantum (RSFQ), Energy-efficient RSFQ (ERSFQ) and energy-

efficient SFQ (eSFQ) are in the second group. The dc-biased logic family with higher operation speed (as high as 770GHz for a T-Flip 

Flop (TFF)) and less bias supply issues are more popular than ac-biased logic family. Source: NISQ+: Boosting quantum computing 

power by approximating quantum error correction by Adam Holmes et al, Intel, University of Chicago and USC, April 2020 (13 pages). 

1409 Source: Superconducting Microelectronics for Next-Generation Computing by Leonard M. Johnson, February 2018 (27 slides). 

1410 With room temperature classical control electronics on a 1000 qubit system, you’d need between $5M and $10M of niobium-

titanium cables for the 4K to 15 mK stages. Each such cable costs in excess of $2K. 
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https://snf.ieeecsc.org/sites/ieeecsc.org/files/documents/snf/abstracts/STP672_Sirois%20invited%20pres.pdf
https://www.nist.gov/programs-projects/flux-quantum-electronics
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https://arxiv.org/abs/2004.04794
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The eSFQ variant can even potentially be 104 more efficient than cryo-CMOS for some functions1411. 

However, this technology has some shortcomings: it may be a significant source of noise affecting 

qubits fidelities with so-called quasiparticle poisoning1412, there are some constraints on high-fre-

quency power sources, classically generated AWG wave formed pulses are replaced by trains of single 

amplitude SFQ pulses of less than 2 ps duration which drives its own preparation overhead to create 

qubit gates1413, limited Josephson junctions density and at last, SFQ logic can’t be used to store data. 

Many solutions are investigated but are still in the making: cryogenic spintronics, magnetic tunnel 

junction (MTJ) 1414, RQL (reciprocal quantum logic)1415, SQUID-based, hybrid Josephson–CMOS, 

JMRAM and OST-MRAM memories (I’ll pass on the whereabouts of these various technologies). 

 
Figure 499: SFQ based wave pulse generation process. Source: Digital coherent control of a superconducting qubit by Edward 

Leonard, Robert McDermott et al, 2018 (13 pages). 

There are many interconnected research fields here, and SFQ qubits drive logic is frequently of sub-

product of more general research in superconducting electronics. Since the 1970s, there were many 

ups and downs with research in using superconducting electronics to override the apparent limitations 

of Moore’s law with classical semiconductors. Also, superconducting electronics have other use cases 

like with single photon detection, magnetism sensing with SQUIDs and analog amplifiers working at 

the quantum limits (JPAs, SPMs, TWPAs, that we’ll cover in the next part). 

Qubit readout function can also be implemented with SFQ with readout signal generated through a 

JPM amplifier1416 and converted with ADCs1417. Tone signal generation can also be implemented in 

SFQ logic1418. 

 

1411 See Quantum-Classical Interface Based on Single Flux Quantum Digital Logic by Roger McDermott, Oleg A. Mukhanov, Thomas 

A. Ohki et al, October 2017 (16 pages). 

1412 See Single Flux Quantum-Based Digital Control of Superconducting Qubits in a Multi-Chip Module by Chuan-Hong Liu, R. 

McDermott et al, January 2023 (15 pages) that addresses the quasiparticle poisoning problem with separating the SFQ chipset from the 

qubit chipset. 

1413 At this point, in D-Wave annealers, SFQ circuits create DC signals and ramp currents with DACs (digital-to-analog converters) to 

configure the system  and drive the magnetometers used for qubits readouts. 

1414 See Cryogenic Memory Architecture Integrating Spin Hall Effect based Magnetic Memory and Superconductive Cryotron Devices 

by Minh-Hai Nguyen et al, 2020 (11 pages). 

1415 See Superconducting logic circuits operating with reciprocal magnetic flux quanta by O.T. Oberg, 2011 (337 pages). 

1416 See Interfacing Superconducting Qubits With Cryogenic Logic: Readout by Caleb Howington, Alex Opremcak, Robert McDermott, 

Alex Kirichenko, Oleg A. Mukhanov and Britton L. T. Plourde, August 2019 (5 pages) with more details in the related thesis Digital 

Readout and Control of a Superconducting Qubit by Caleb Jordan Howington, December 2019 (127 pages). 

1417 See History of Superconductor Analog-to-Digital Converters by Oleg Mukhanov, 2011 (19 pages) and Superconductor Analog-to-

Digital Converters by Oleg A. Mukhanov et al, 2010 (21 pages). 

1418 See A low-noise on-chip coherent microwave source by Chengyu Yan, Mikko Möttönen et al, November 2021 (14 pages) and 

Digital Control of a Superconducting Qubit Using a Josephson Pulse Generator at 3 K by L. Howe et al, PRX Quantum, 2022 (11 

pages). 

https://arxiv.org/abs/1806.07930
https://arxiv.org/abs/1710.04645
https://arxiv.org/abs/2301.05696
https://www.nature.com/articles/s41598-019-57137-9
https://drum.lib.umd.edu/handle/1903/12338
https://par.nsf.gov/servlets/purl/10100939
https://core.ac.uk/download/pdf/289153742.pdf
https://core.ac.uk/download/pdf/289153742.pdf
https://xdevs.com/doc/_Metrology/ADC-History-Ch7.8_100yearsSC.pdf
http://www.hypres.com/wp-content/uploads/2010/12/Superconductor-Analog-to-Digital-Converters.pdf
http://www.hypres.com/wp-content/uploads/2010/12/Superconductor-Analog-to-Digital-Converters.pdf
https://arxiv.org/abs/2103.07617
https://journals.aps.org/prxquantum/pdf/10.1103/PRXQuantum.3.010350
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IBM studied classical electronics based on the Josephson junction from the 1960s to 1983, using lead 

and then lead/niobium. The technology was only supported by IBM and could not compete with 

CMOS processors, drive by Moore’s law and the whole semiconductor industry, particularly with 

Intel. Japan’s MITI had also launched a superconducting computing initiative throughout the 1980s 

leading to a 4-bit machine using 1 Kbits of RAM. The Bell labs also worked on niobium/aluminum 

oxide Josephson junctions. 

Hypres. Then, the invention of the more efficient and energy efficient RSFQ in USSR in 1985 led to 

its transfer to the USA via its coinventor Oleg Mukhanov when he joined Hypres in 1991. It led to a 

short lived superconducting supercomputing project (1997-2001). Starting in the early 2000s, atten-

tion then turned to superconducting qubits with investments throughout the world (USA, France, Ja-

pan, ...) leading to major developments from IBM, Google and others. Hypres did use superconduct-

ing electronics for non-quantum use cases, particularly in the defense industry and with radars, and 

quantum sensing using SQUIDs. Interestingly, some of the interest in classical electronics made with 

SFQ and RSFQ came with quantum computing and the need for energy efficient control electronics. 

D-Wave was probably the first to use SFQ electronics in its systems and since its inception. At their 

beginning, they hired skilled engineers coming from IBM, Stony Brooke University in New York and 

coming from Stellenbosch University in South Africa having a good experience in superconducting 

physics and electronics. 

D-Wave’s quantum annealers con-

tain flux superconducting qubits 

and superconducting SFQ circuits 

handling signals control generation, 

control and qubit state readout, and 

for up to 5000 qubits. This is a little-

known technological feat from D-

Wave. It allows them to greatly sim-

plify the wiring that leads to the 

quantum processor since all their 

SFQ electronics sits in the same 

chipset handling the qubits. Figure 

500 shows how it looks like. 

 
Figure 500: a side-by-side comparison of the stacking of elements in a superconducting 

qubit (left) and with SFQ logic (right). Source: Digital coherent control of a 
superconducting qubit by Edward Leonard, Robert McDermott et al, 2018 (13 pages). 

Who else in working with SFQ electronics to control solid state qubits? Let’s start with the USA who 

are the most active here. 

• SeeQC, a spin-off / split-off from Hypres that we’ll detail later and is specialized in supercon-

ducting electronics for qubits control. 

• Raytheon BBN (USA) is investigating the usage of SFQ systems and a mix of SFQ and spintron-

ics for controlling qubits1419. They have a wide-ranging partnership with IBM and some IBM 

researchers worked with BBN on SFQ back in 2018 but it doesn’t tell whether IBM is keen to 

adopt SFQs to control their superconducting qubits. 

 

1419 See Quantum Engineering and Computing Group by Thomas Ohki, March 2021 (39 slides). The team has a staff of 20 and Digital 

coherent control of a superconducting qubit by Edward Leonard, Robert McDermott et al, 2018 (13 pages). It identifies a shortcoming 

of SFQ: quasi-particles poisoning that negatively impacts qubit fidelities. Back in 2018, they said it could be addressed with putting 

SFQ logic on a separate chip that would be bonded (with indium) to the qubit chipset. Nowadays, this is an available technology. 

https://arxiv.org/abs/1806.07930
https://arxiv.org/abs/1806.07930
https://ny-creates.org/wp-content/uploads/OHKI_NYCREATES_JJOs_fin.pdf
https://arxiv.org/abs/1806.07930
https://arxiv.org/abs/1806.07930
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• University of Wisconsin-Madison has a Department of Physics run by Robert McDermott that 

investigates SFQ logic. He pioneered qubit control with trains of SFQ pulses1420. They authored 

the paper with Raytheon BBN on SFQ qubit control mentioned with Raytheon above. 

• MIT Lincoln Labs has been working for a while on SFQ logic in the “beyond CMOS” roadmap 

funded by IARPA as part of the Quantum Enhanced Optimization (QEO) and Logical Qubit 

(LogiQ) programs 1421. In 2017, they developed a 3D Integrated Superconducting Qubit Platform 

using three layers: the qubit chipset, an interposer with through-substate vias and a supporting 

chipset with a routing layer and a TWPA for qubit readout microwave amplification. They are 

also leveraging their own superconducting cleanroom. The Lincoln Lab is even providing many 

labs across the world with their own custom TWPA and for free. 

• University of Chicago is also in-

volved in the design of SFQ-

based qubit control electronics. In 

2022, they demonstrated low-er-

ror two-qubit operations using 

SFQ pulses drive working with 

fluxonium superconducting 

qubits 1422 . They also led the 

DigiQ project launched by the 

NSF. 

 
Figure 501: SFQ wave packet optimization. Source: Practical implications of SFQ-

based two-qubit gates by Mohammad Reza Jokar et al, February 2022 (11 pages). 

• It was funded as part of the Enabling Practical-scale Quantum Computation (EPiQC)1423. 

• Northrop Grumman is also working on SFQ for qubit controls and even patented one related 

solution back in 20081424. They also developed RQL techniques. 

• IBM together with the Universities of Chicago and Southern California, and Super.tech (from 

ColdQuanta) presented in August 2022 the development of an SFQ-based cryogenic circuit to 

implement part of the logic of the most common errors in quantum error correction for surface 

codes1425. The decoder could support between 2000 and 100,000 logical qubits depending on the 

code distance. 

And in the rest of the world: 

• Japan has a very active group in SFQ, the group of Nobuyuki Yoshikawa from Yokohama Na-

tional University. They are working in the field of superconducting electronics, SFQ and adiabatic 

circuits mostly as “beyond than Moore” solutions1426. 

 

1420 See Accurate Qubit Control with Single Flux Quantum Pulses by Robert McDermott and M.G. Vavilov, 2014 (10 pages), Quantum-

Classical Interface Based on Single Flux Quantum Digital Logic by Robert McDermott et al, 2017 (16 pages) and Scalable Hardware-

Efficient Qubit Control with Single Flux Quantum Pulse Sequences by Kangbo Li, Robert McDermott and Maxim G. Vavilov, 2019 

(10 pages). 

1421 See Superconducting Microelectronics for Next-Generation Computing by Leonard M. Johnson, February 2018 (27 slides). 

1422 See Practical implications of SFQ-based two-qubit gates by Mohammad Reza Jokar et al, February 2022 (11 pages). 

1423 See DigiQ: A Scalable Digital Controller for Quantum Computers Using SFQ Logic by Mohammad Reza Jokar et al, February 

2022 (15 pages). The project is run with Amazon, Nvidia, Super.tech and USC. The qubits are driven by series of small SFS pulses, 

not by arbitrary waveformed pulses. Theoretically, SFQ logic could still create these waveforms thanks to clock speed exceeding 100  

GHz. It could create waveforms with basebands of 4 to 25 GHz. But this would require superconducting DACs and ADCs which 

happen to need resistances, thus being irreversible and dissipative, creating some thermal constraints. 

1424 See Method and apparatus for controlling qubits with single flux quantum logic patent. 

1425 See Have your QEC and Bandwidth too!: A lightweight cryogenic decoder for common / trivial errors, and efficient bandwidth + 

execution management otherwise by Gokul Subramanian Ravi et al, August 2022 (14 pages). 

1426 See a review paper he coauthored in 2004: Superconducting Digital Electronics by Hisao Kayakawa et al, 2004 (15 pages). 

https://arxiv.org/abs/2202.01411
https://arxiv.org/abs/2202.01411
https://arxiv.org/abs/1408.0390
https://arxiv.org/abs/1710.04645
https://arxiv.org/abs/1710.04645
https://arxiv.org/abs/1902.02911
https://arxiv.org/abs/1902.02911
https://ilp.mit.edu/sites/default/files/2020-01/Johnson.2018.RD_.pdf
https://arxiv.org/abs/2202.01411
https://arxiv.org/abs/2202.01407
https://patents.google.com/patent/US20110133770A1/en
https://arxiv.org/abs/2208.08547
https://arxiv.org/abs/2208.08547
file:///C:/Travail/ISI-000223917000004-01.pdf
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• He participated to the development to AQFP (Adiabatic Quantum-Flux-Parametron), an energy-

efficient superconductor logic element1427. Although they contribute significantly to the field of 

SFQ, they still do not seem to work on its implementation for qubits control. 

• Germany has a couple labs and fabs looking at superconducting electronics and their potential 

usage in qubits control. You can count with Per J. Liebermann and Frank K. Wilhelm from Saar-

land University who work on improving qubit fidelities with varying the time distance between 

SFQ pulses in the train using control theory and (classical) genetic algorithms1428. The Leibniz-

IPHT in Jena, Thuringia, has a cleanroom that works, among other things, on producing RSFQ 

circuits and SQUIDs for quantum sensing. Leibniz-IPHT is coordinating the German project 

HIQuP dealing specifically with superconducting qubit control electronics and partnering with 

IQM Germany and Supracon AG, itself a spin-out of the Leibnitz-IPHT that is specialized in 

SQUID based magnetometers. The PTB has also investigated SFQ circuits in the past1429. There 

was also the EU project RSFQubit from 2004 to 2007, involving many German players and co-

ordinated by Chalmers University, Sweden, with a funding of 2,6M€. 

• Finland also conducts some research in SFQ logic at VTT under the leadership of Matteo Cher-

chi1430. Their aCryComm project develops converters and input/outputs for simple SFQ proces-

sors. This work could also lead to some potential collaboration with IQM. 

• China launched a 200M€ project on SFQ electronics. The Shanghai Institute of Microsystem and 

Information Technology’s (SIMIT) Laboratory of Superconducting Electronics is studying 

SQUIDs (Superconducting quantum interference device used in sensing), SNSPD (superconduct-

ing nanowire single-photon detectors) and Superconducting large scale integrated circuits with a 

50 persons team. They ambition to create a 64 bits SFQ-based microprocessor. They have their 

own cleanroom. As side-project of the later could well become SFQ-based qubits control chipsets. 

• Russia has some researchers working on superconducting electronics and even on SFQ qubit 

drive electronics, particularly at Lomonosov Moscow State University and Lobachevsky State 

University of Nizhny Novgorod1431. 

 

SeeQC (2017, USA, $34,2M) was created as a subsidiary of Hypres, an Amer-

ican company specialized in the creation of superconducting electronics, by 

John Levy, Matthew Hutchings and Oleg Mukhanov1432. 

Its parent company Hypres (1983, USA, $50K) is a long-time specialist in superconducting electronic 

circuits. It was created by Sadeg Faris, a Libyan who invented the quiteron at IBM, a superconducting 

transistor. He created Hypres the same year IBM pulled the plug on superconducting electronics and 

used IBM patents under license. 

 

1427 See Adiabatic Quantum-Flux-Parametron: A Tutorial Review by Naoki Takeuchi, Nobuyuki Yoshikawa et al, January 2022 (14 

pages) 

1428 See Optimal Qubit Control Using Single-Flux Quantum Pulses by Per J. Liebermann and Frank K. Wilhelm, Saarland University, 

2016 (5 pages). 

1429 See Low-noise RSFQ Circuits for a Josephson Qubit Control by M Khabipov, D Balashov, E Tolkacheva and A B Zorin, PTB, 

2008 (7 pages). 

1430 See Superconducting chips to scale up quantum computers and boost supercomputers by Matteo Cherchi, March 2021. 

1431 See Beyond Moore’s technologies: operation principles of a superconductor alternative by Igor I. Soloviev et al, 2017 (22 pages), 

Flux qubit interaction with rapid single-flux quantum logic circuits: Control and readout by N. V. Klenov, Low Temperature Physics, 

2017 (11 pages), the excellent review presentation Superconducting digital electronics by Igor Soloviev, 2021 (115 slides) and Genetic 

algorithm for searching bipolar Single-Flux-Quantum pulse sequences for qubit control by M.V. Bastrakova et al, September 2022 (9 

pages) that deals with the optimization of SFQ pulses to drive qubits, using a genetic machine learning algorithm. 

1432 See Seeqc Cuts Its Own Path to the Quantum Era With Integrated Circuit Approach by Matt Swayne, The Quantum Daily, Septem-

ber 2020. By setting up offices in Milan and the UK, the startup found a way to secure European funding for its research. Otherwise 

they collaborate with Robert McDermott's team at the University of Wisconsin and the Syracuse team in upstate New York. 

https://www.jstage.jst.go.jp/article/transele/advpub/0/advpub_2021SEP0003/_pdf
https://arxiv.org/abs/1512.05495
https://iopscience.iop.org/article/10.1088/1742-6596/97/1/012041/pdf
https://www.vttresearch.com/en/news-and-ideas/superconducting-chips-scale-quantum-computers-and-boost-supercomputers
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5753050/
https://aip.scitation.org/doi/10.1063/1.4995627
https://mipt.ru/upload/medialibrary/53a/soloviev_scde-2021.pdf
https://arxiv.org/abs/2209.09790
https://arxiv.org/abs/2209.09790
https://thequantumdaily.com/2020/09/28/tqd-exclusive-seeqc-cuts-its-own-path-to-the-quantum-era-with-integrated-circuit-approac/
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They’ve been the only superconducting electronics company for three decades and lived out of SBIR 

funding and some defense business, like with radars and spectrum analysis. They are a mix of nation-

alities with Indians, Russians, and a Lebanese. Hypres split in two in 2020. The RF business did stay 

at Hypres and SeeQC specialized in SFQ based qubit drive while keeping Hypres’s cleanroom. The 

remained of Hypres then worked with other cleanrooms like with SkyWater and the MIT Lincoln 

Labs. 

SeeQC stands for "Superconducting Energy Efficient Quantum Computing". It focuses on the crea-

tion of superconducting circuits completed with spintronic technology memories1433. The company 

was initially funded under IARPA's C3 project launched in 2016. Then SeeQC created a lab at Fed-

erico II University of Naples, Italy, and the UK, mostly to capture EU/UK public funding. It fared 

better with the UK than with the EU. They got grants from Innovate UK’s Industrial Challenge Strat-

egy Fund as part of four consortiums. 

• The first, announced in April 2020, totaling £7M, is led by Oxford Quantum Circuits includes 

Oxford Instruments, Kelvin Nanotechnology, University of Glasgow (Martin Weides’ team) and 

the Royal Holloway University of London, to create a superconducting qubit computer. 

• The second, launched in September 2021, is NISQ.OS, totaling £5,363M, is focused on building 

an operating system and an hardware abstraction layer is led by Riverlane and includes, Hitachi 

Europe, Universal Quantum, Duality Quantum Photonics, Oxford Ionics, Oxford Quantum Cir-

cuits, arm and the UK National Physical Laboratory, another SeeQC partner in the UK. SeeQC 

and Riverlane announced in June 2021 that they had integrated Riverlane’s operating system Del-

taflow.OS with SeeQC’s qubit driving components. 

• The third consortium was launched in November 2021 in partnership with Merck who is also an 

investor in SeeQC as well as with Riverlane, Oxford Instruments, the University of Oxford and 

Medicines Discovery Catapult, with a total funding of £6.85M grant from Innovate UK’s Indus-

trial Strategy Challenge Fund (ISCF) to build a “commercially scalable application-specific quan-

tum computer designed to tackle prohibitively high costs within pharmaceutical drug development” 

(aka QuPharma project). A bit like IQM’s strategy, SeeQC is to create “an application-specific 

quantum computer” to simulate quantum chemistry, an idea that I found a bit questionable. The 

announcement didn’t mention either a number of qubit or expected fidelities, but the project is 

due for completion “in 18 months”. 

• The fourth consortium is a project led by sureCore, with £6.5M to support the integration of 

SeeQC’s technology with cryo-CMOS components for qubit controls. SeeQC’s role is to “deter-

mine what IP blocks the project will need to create for the Cryo-CMOS chips”. Other partners are 

Oxford Instruments, SemiWise, Synopsys, Universal Quantum and the University of Glasgow. 

In December 2021, SeeQC also announced a partnership with QuantWare (The Netherlands) for the 

development of a QPU containing QuantWare’s superconducting qubits and SeeQC’s RSFQ cryo-

genic control electronics. It adds another superconducting vendor to SeeQC’s partners, on top of OQC 

(UK). The difference here is that QuantWare will embed SeeQC’s technology in its QPU. 

SeeQC’s architecture is based on two chipsets: a classical SFQ control chipset and the SFQuClass 

DQM, both using Josephson junctions in SFQ superconducting circuits. The first chipset runs at 3K 

or as low as 600 mK and uses an energy efficient ERSFQ or eSFQ variant of RSFQ logic. 

 

1433 See Single Flux Quantum Logic for Digital Applications by Oleg Mukhanov of SeeQC/Hypres, August 2019 (33 slides). Oleg 

Mukhanov also worked on a TWPA, in Symmetric Traveling Wave Parametric Amplifier by Alessandro Miano and Oleg Mukhanov, 

April 2019 (6 pages). 

https://snf.ieeecsc.org/sites/ieeecsc.org/files/documents/snf/abstracts/RP92_%20Mukhanov_distpres.pdf
https://arxiv.org/abs/1811.02703
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It controls the DQM and han-

dles error corrections with-

out requiring an external 

classical computer. The 

SFQuClass DQM (Digital 

Quantum Management) in-

cludes the microwave gener-

ators used to drive the qubits 

(with DACs, digital-to-ana-

log signal converters) and for 

qubits readouts (with ADCs, 

analog to digital microwave 

signal converters). 

 
Figure 502: SeeQC overall architecture with a classical coprocessor running at 3K/600mK and the 

DQM that site close to the qubit chipset at 20 mK. Source: SeeQC. 

Its power drain is only 0,0002 mW per qubit when it could reach over 20 mW per qubits with cryo-

CMOS but we have to check these kinds of comparison making sure the same electronics functions 

are implemented or not implemented. 

The mid-loop between the SFQ co-processor and the DQM also reduces the latency for qubits controls 

and is particularly interesting for implementing error correction codes1434. 

When we can generate qubit control signals inside the cryostat, it still must be exchanged both ways 

digitally with the outside of the cryostat. This can be done through signals multiplexed on copper, 

fiber optics, or even, it is under study, radio waves at very high frequencies (in THz). It also helps 

maximizing the thermal and vacuum insulation with the outside. 

An optical fiber has the 

advantage of being made 

of glass, which does not 

generate thermal expan-

sion and is a weak heat 

conductor. Still, SeeQC 

has scalability plans that 

will require using a 

growing number of 

wires with the number of 

qubits, with a better 

“Rent’s rule” than with 

classical control1435. 

 
Figure 503: how many wires are necessary for controlling qubits comparing Google’s Sycamore system 

and SeeQC’s solution. Source: SeeQC. 

 

1434 See Quantum-classical interface based on single flux quantum digital logic by Robert McDermott, 2018 (19 pages), Digital coherent 

control of a superconducting qubit by Edward Leonard Jr. et al, 2018 (13 pages). The diagram on page 10 suggests that microwave 

generation is always performed outside the cryostat. This is related to the fact that the experiment contains a double control of the 

qubits: by direct current to drive the microwave generation by the SFQ near the qubits, and in the traditional way outside the cryostat. 

This allows them to compare the fidelity of the two methods. And then Digital coherent control of a superconducting qubit, by Oleg 

Mukhanov (CTO and co-founder of SeeQC), Robert McDermott et al, September 2019 (39 slides) and Hardware-Efficient Qubit Con-

trol with Single-Flux-Quantum Pulse Sequences by Robert McDermott et al, 2019 (10 pages). 

1435 Rent’s rule compute the maths of connections needed to control an electronic system and how it scales with size. See Microminia-

ture packaging and integrated circuitry: The work of E. F. Rent, with an application to on-chip interconnection requirements, 2005 (28 

pages) which describes the history of Rent’s rule that dates from 1960 and Rent’s rule and extensibility in quantum computing by D.P. 

Franke, James Clarke, L.M.K. Vandersypen and Menno Veldhorst, 2018 (8 pages) that describes how these rules could be applied in 

quantum computing. 

https://par.nsf.gov/servlets/purl/10061801
https://arxiv.org/abs/1806.07930
https://arxiv.org/abs/1806.07930
https://snf.ieeecsc.org/sites/ieeecsc.org/files/documents/snf/abstracts/STP651-Leonard%20presentation.pdf
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.014044
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.014044
https://www.researchgate.net/publication/220498942_Microminiature_packaging_and_integrated_circuitry_The_work_of_E_F_Rent_with_an_application_to_on-chip_interconnection_requirements
https://www.researchgate.net/publication/220498942_Microminiature_packaging_and_integrated_circuitry_The_work_of_E_F_Rent_with_an_application_to_on-chip_interconnection_requirements
https://arxiv.org/pdf/1806.02145.pdf
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Circulators 

Another key component are the circulators used in qubits readouts at the lowest level of a cryostat. 

The generic role of a n-way circulator is to send the microwave from 

input i to input i+1 in a directional aka non-reciprocal way. The sig-

nal from i+1 can’t be sent, or is sent with strong attenuation to input 

i. It is used to convey the readout microwave from their AWG/DAC 

source to the qubit resonator and its response microwave to the first 

amplification stage. The amplified microwave is sent upwards to the 

next amplification stage, without being sent back to the resonator. 

There are settings variations based on using between one and four 

circulators to improve the various components isolation in the 

readout food chain. 

 
Figure 504: principle of operation of a 
circulator which circulates microwaves 

in a one-way fashion. 

Indeed, the reciprocal protection is not perfect, as measured in decibels and is usually of about 17 to 

18 dB. So, chains of circulators enable a protection of about 35 dB, if not over 50 dB. The circulator 

protection must exceed the first amplifier (or paramp) gain. 

Circulators protect the qubits from unwanted noise coming from the output measurement chain. It 

avoids so-called back-action of the amplifier. They are key contributors to the qubit readout being 

“nondestructive” of the resulting quantum state (aka QND for quantum non-demolition measurement). 

Isolators are similar symmetry breaking devices, but with only two connectors they enable a one-way 

microwave circulation. Conceptually, these are like “microwave diodes”, letting microwaves be trans-

mitted in only one direction. 

Traditional circulators are passive devices using a ferrite magnet. A 

microwave entering the circulator through one port is subject to a 

Faraday rotation in the ferrite, changing its phase1436. It creates a 

constructive microwave interference in one direction of circulation 

and a destructive interference in the other direction. Such circulators 

can’t be integrated in or near qubit circuits due to their ambient mag-

netism. Circulators can still be mutualized for the readout of several 

qubits with frequency-domain multiplexing used at the AWG/DAC 

and ADC/FPGA levels in the upper data processing stages1437. 

 
Figure 505: a typical commercial bulky 

circulator. 

Nowadays, this multiplexing is not exceeding 8 qubits, but it could theoretically reach 100 qubits, 

such as with a 10 MHz bandwidth and equivalent 10 MHz spacing, spread in a 2 GHz bandwidth 

centered at 6.5 GHz, although 20-qubit multiplexing seems more reasonable given the specifications 

of existing parametric amplifiers (mostly TWPAs). 

Existing Faraday circulators used with superconducting qubits are relatively large components of 

several centimeters wide. This length is conditioned by the microwave length, which is 5 cm for 6 

GHz wavelengths. With cabling, filters and attenuators, circulators are the key components located in 

the cryostat that limit qubit scaling, thus the need for other solutions. 

 

1436 This effect was described first in The Ferromagnetic Faraday Effect at Microwave Frequencies and its Applications by C. L. Hogan, 

1952 (31 pages). 

1437 See the interesting presentation Hall Effect Gyrators and Circulators by David DiVincenzo, Quantum Technology - Chalmers, 2016 

(53 slides). 
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https://journals.aps.org/rmp/abstract/10.1103/RevModPhys.25.253
https://www.chalmers.se/en/research/strong/nano/events/initiative_seminar_2016/Documents/DiVincenzo%20Dec%202016.pdf
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Figure 506: several circulators are actually used for each set of qubits controlled through frequency multiplexing. Source: Irfan 

Siddiqi. 

Many alternatives are investigated to circumvent the shortcomings of existing ferrite-based circula-

tors. Ideal circulators would fit into the qubit chipsets and use compatible (superconducting) circuits, 

have a high protection (in the 20 dB region), a large and controllable bandwidth (between 500 MHz 

and up to 2 GHz, to enable qubit readout multiplexing) and low power drain if they are active and 

depending on the cryostat stage where they are operating (15 mK or 4K). They’d also be combined 

with the first stage quantum-limit low-noise amplifier like a TWPA. 

These new types of circulators can be segmented by their underlying physical process. I’ll simplify 

this and have, first, classical electronics systems: 

• Hall effect circulators as developed by David DiVincenzo in Germany and whose size is not 

constrained by the readout microwave wavelength1438. 

• LC based cryo-CMOS circulators as prototyped at TU Delft1439. 

And then, various superconducting circuits using Josephson junctions like: 

• Interferometric Josephson circulators, developed at IBM1440  and RIKEN1441 , with the ad-

vantage of being very low power hungry. 

 

1438 See Hall Effect Gyrators and Circulators by Giovanni Viola and David DiVincenzo, 2014 (18 pages) and On-Chip Microwave 

Quantum Hall Circulator by A. C. Mahoney et al, 2017 (9 pages) which is based on III/V GaAs and AlGaAs electronics. 

1439 See A Wideband Low-Power Cryogenic CMOS Circulator for Quantum Applications by Andrea Ruffino, Fabio Sebastiano and 

Edoardo Charbon, IEEE & EPFL, 2020 (15 pages). It uses resonant LC circuits level combining inductance (L) and capacitors (C). The 

circuit provides a 18 dB isolation and consumes a total of 10.5 mW. It runs at 4.2K and not at the lowest 15 mK. It was tested with a 

40 nm node with an active area of 0.45 mm2 in an experimental 1,5 mm wide square circuit. 

1440 See Active protection of a superconducting qubit with an interferometric Josephson isolator by Baleegh Abdo, Jerry M. Chow et 

al, IBM Research, 2018 (10 pages) and High-fidelity qubit readout using interferometric directional Josephson devices by Baleegh 

Abdo et al, IBM Research, 2021 (32 pages). 

1441 See Magnetic-Free Traveling-Wave Nonreciprocal Superconducting Microwave Components by Dengke Zhang and Jaw-Shen Tsai, 

RIKEN, 2021 (18 pages), with a bandwidth of 580 MHz around 6 GHz and an isolation of 20 dB. 

superconducting readout and circulators

circulators

JPA or TWPA

microwave 
pulses

amplified readout 
microwave pulses

local oscillator 
frequency

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.4.021019
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.7.011007
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.7.011007
https://www.researchgate.net/publication/339993119_A_Wideband_Low-Power_Cryogenic_CMOS_Circulator_for_Quantum_Applications
https://arxiv.org/abs/1810.07234
https://arxiv.org/abs/2006.01918
https://arxiv.org/abs/2106.02928
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• Superconducting quantum tunnelling ca-

pacitors, developed by Clemens Mueller at 

ETH Zurich and the University of Queens-

land1442. These are passive systems or can be 

controlled with just some DC (direct current) 

input, as shown in Figure 5071443. These could 

be potentially directly implemented in super-

conducting qubit chipsets. 

• On-chip microwave circulators with a wide 

tunable frequency, developed at the Univer-

sity of Colorado in Boulder1444 , a variation 

with SQUIDs superconducting components. 

 
Figure 507: a prototype passive superconducting circulator that 

could potentially be integrated in a superconducting qubit chipset. 
Source Passive superconducting circulator on a chip by Rohit 

Navarathna, Thomas M. Stace, Arkady Fedorov et al, August 2022 
(11 pages). 

While there are many such prototype solutions, and we’ve not covered them all, they seem not having 

reached the commercial stage at this point, although some have use cases beyond qubits control like 

in the telecom and radar markets. 

Amplifiers 

Analog qubit readout microwave signals have to be amplified several times before they are converted 

digitally with an ADC and then analyzed, usually with an FPGA programmable circuit. Supercon-

ducting readout microwaves are amplified at least three times: first, at the lowest cryogenic stage (15 

mK) with a parametric amplifier (“paramp”) operating at the quantum limit (JPA, TWPA), then at the 

4K stage with an HEMT amplifier, then at ambient temperature with a classical RF analog amplifier 

that may also be an HEMT. The paramp serves as a low-noise signal preamplifier before the noisier 

HEMT. They all add a gain of respectively about 15 dB, 40 dB and 50 dB to readout microwaves. 

Paramps. To make things short, two main generations of parametric amplifiers have been used for 

qubits readout. They are based on exciting and pumping a material with nonlinear polarization using 

an intense electromagnetic field. A weak microwave signal can then get amplified via the interaction 

with the medium. The first paramps used with qubit readouts were the JPAs (Josephson Parametric 

Amplifiers)1445. These are simple amplifiers, using one or two Josephson junctions, easy to manufac-

ture, with a good gain of about 15 to 20 dB1446. Their main shortcoming is their narrow bandwidth 

which prevents their implementation with frequency-domain qubits readout multiplexing, where a 

single amplifier processes a readout signal coming from several chained qubits using different reso-

nant frequencies. It is due to JPAs being based on cavities. 

 

1442 See Breaking time-reversal symmetry with a superconducting flux capacitor by Clemens Müller, Thomas M. Stace et al, 2018 (10 

pages). This circulator uses a small superconducting capacitor, using the quantum tunnelling of the magnetic flux around it, allowing a 

flow of microwave energy in one direction. 

1443 See Passive superconducting circulator on a chip by Rohit Navarathna, Thomas M. Stace, Arkady Fedorov et al, August 2022 (11 

pages). 

1444 See Widely Tunable On-Chip Microwave Circulator for Superconducting Quantum Circuits  by Benjamin J. Chapman, Alexandre 

Blais et al, 2017 (16 pages) and the related thesis Widely tunable on-chip microwave circulator for superconducting quantum circuits 

by Benjamin J. Chapman, 2017 (144 pages). See also Design of an on-chip superconducting microwave circulator with octave band-

width by Benjamin J. Chapman et al, 2018 (12 pages). 

1445 See Superconducting Parametric Amplifiers by Jose Aumentado, IEEE Microwave Magazine, August 2020 (15 pages) (not open 

access). 

1446 A Japanese team was able to reach a gain of 40 dB with a JPA in 2022, but with a narrow bandwidth. With a 20 dB gain, they obtain 

a bandwidth of only 400 kHz. See A three-dimensional Josephson parametric amplifier by I. Mahboob et al, May 2022 (5 pages). 

https://arxiv.org/abs/2208.13339
https://arxiv.org/abs/1709.09826
https://arxiv.org/abs/2208.13339
https://arxiv.org/pdf/1707.04565.pdf
https://jila.colorado.edu/sites/default/files/2019-03/ChapmanThesisOct25.pdf
https://arxiv.org/abs/1809.08747
https://arxiv.org/abs/1809.08747
https://ieeexplore.ieee.org/document/9134828
https://arxiv.org/abs/2205.13101
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This explains the interest for a relatively new generation of paramps, the TWPAs (travelling waves 

parametric amplifiers) which were pioneered by Bernard Yurke (USA) in 19961447 and successfully 

implemented in an array of SQUIDs in 2007 by Manuel A. Castellanos-Beltran from JILA (USA)1448, 

and then, in 2008, with an intrinsic noise below the standard quantum limit (SQL) and over 20 dB of 

power gain1449. These amplifiers are used for qubit readout, in high-energy particle physics, radioas-

tronomy and astrophysics for the detection of dark matter. TWPA (aka usually JTWPA) practically 

emerged in 20151450. Recent TWPAs are based on long arrays of about 2000 series of Josephson 

junctions and as such are considered to be “meta-materials”. They are more complicated to manufac-

ture. Their broader bandwidth could potentially enable up to 10-20 qubits readout multiplexing1451. 

Their other figures of merit are their saturation and dynamic range (linked to minimum and maximum 

input signal power), and noise level (noise temperature, under 1K). New options arise with Floquet 

mode TWPAs from MIT, decreasing noise level and across a wide bandwidth of 6 GHz, further in-

creasing qubits readout multiplexing capabilities. And it has a better directionality1452. 

Both JPAs and TWPAs are active components that are driven by a constant microwave pulse acting 

as a “pump”. JPAs are fed with a pulse of -80 dB while TWPAs use a -70 dB or just a tiny 0,1nW. 

This is the power reaching the paramps. It is much larger from the outside local oscillator and has to 

be attenuated on the way down in the cryostat. 

     

      
Figure 508: top left, the typical narrow-band response curve of a JPA, and top right, the typical frequency response curve of a TWPA 

that has over 2 GHz available with a gain superior to 15 dB in two parts, below 6.2 GHz and above 7 GHz. Bottom left is a typical 
TWPA circuit, with 2000 series of Josephson junction bridges, as described on the right. Source: Resonant and traveling-wave 

parametric amplification near the quantum limit by Luca Planat, June 2020 (237 pages). 

 

1447 See A low-noise series-array Josephson junction parametric amplifier by Bernard Yurke et al, 1996 (4 pages). 

1448 See Widely tunable parametric amplifier based on a superconducting quantum interference device array resonator by Manuel A. 

Castellanos-Beltran et al, 2007 (9 pages). 

1449 See this good TWPA review paper Perspective on traveling wave microwave parametric amplifiers by Martina Esposito, Arpit 

Ranadive, Luca Planat and Nicolas Roch, September 2021 (8 pages). 

1450 See Traveling wave parametric amplifier with Josephson junctions using minimal resonator phase matching by T.C. White, John 

Martinis et al, UCSB, 2015 (15 pages) and A near–quantum-limited Josephson traveling-wave parametric amplifier by C. Macklin, 

William D. Olivier, Irfan Siddiqi et al, 2015 (3 pages). Despite the first work involving John Martinis in 2015, Google Sycamore was 

using JPAs and not TWPAs. Google is still investigating, naturally, how to use TWPAs in their systems. 

1451 TWPAs however generate undesired mixing processes between the different frequency multiplexed tones as described in Intermod-

ulation Distortion in a Josephson Traveling Wave Parametric Amplifier by Ants Remm, Andreas Wallraff et al, October 2022 (11 pages). 

1452 See Floquet Mode Traveling-Wave Parametric Amplifiers by Kaidong Peng et al, MIT, PRX Quantum, April 2022 (20 pages). This 

work from MIT was funded by Amazon AWS Center for Quantum Computing and by NEC. 

https://tel.archives-ouvertes.fr/tel-03137118/file/PLANAT_2020_archivage.pdf
https://tel.archives-ouvertes.fr/tel-03137118/file/PLANAT_2020_archivage.pdf
https://www.researchgate.net/publication/30762948_A_low-noise_series-array_Josephson_junction_parametric_amplifier
https://arxiv.org/abs/0706.2373
https://arxiv.org/abs/2107.13033
https://arxiv.org/abs/1503.04364
https://www.science.org/doi/10.1126/science.aaa8525
https://arxiv.org/abs/2210.04799
https://arxiv.org/abs/2210.04799
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.3.020306
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With TWPAs, there are variations with three-wave mixing (3WM) using one pump photon yielding 

one signal photon and one idler residual photon and four-wave mixing (4WM) using two pump pho-

tons yielding one signal and one idler photon. The pump microwave usually comes from a local os-

cillator source outside the cryostat. 

Other qubit readout options are investigated. One is based on a JPM (Josephson Photo Multiplier) 

that can be directly embedded in the qubit chipset. It doesn’t require low-noise amplification with a 

JPA or a TWPA and provides a good readout fidelity in excess of 98% although it’s a bit slow, lasting 

500 ns1453. 

CEA-Leti prototyped in 2020 a low-noise cryo-CMOS amplifier that operates as low as 10 mK1454. 

All this is used to handle the first stages of qubits state readout within the cryostat. In another recent 

work involving the UK and CEA-Leti in France, quantum-dots based readout amplification is studied, 

and is adapted to silicon spin qubits. 

With some improvements, it could reach gains of 

classical JPAs (15 dB) although on a small band-

width1455. 

Before looking at cryogenic amplification commer-

cial vendors, let’s mention the MIT Lincoln Lab 

team from William D. Oliver who has been pioneer-

ing TWPAs for a while, and is providing many labs 

in the world with its own TWPAs since 2015, and for 

free (pictured in Figure 509). A gift for science de-

velopment! On the industry vendors side, IBM and 

Rigetti developed their own TWPAs. IQM uses 

TWPAs from VTT. 

 

Figure 509: an MIT Lincoln lab TWPA. Source: A near–
quantum-limited Josephson traveling-wave parametric 

amplifier by C. Macklin, William D. Olivier, Irfan Siddiqi et al, 
2015 (3 pages) 

In Finland, VTT is also manufacturing TWPAs using 1600 Josephson junctions. 40 nm CMOS. In 

Sweden, Chalmers University researchers are working on their own optimized 3WM TWPA1456. In 

Italy, various labs launched DARTWARS, for designing a TWPA with very large bandwidth covering 

5 to 10 GHz with low noise temperature of 600 mK. It will use two techniques with Josephson junc-

tions (JTWPAs) and kinetic inductances (KITWPAs)1457.  There was also a 4-year EU TWPA project 

named ParaWave, run by German, Italian and British partners from 2018 to 20211458. 

Google is not following the TWPA path but improving JPAs with their home-made SNIMPA or ‘snake 

impedance matched parametric amplifier’ which has a high dynamic range, large bandwidth, high 

saturation and where the active nonlinear element is implemented with an array of rf-SQUIDs1459. 

 

1453 See High-Fidelity Measurement of a Superconducting Qubit Using an On-Chip Microwave Photon Counter by A. Opremcak, 

Robert McDermott et al, February 2021 (13 pages). On top of give researchers from Wisconsin University, this work involves six 

researchers from Google and one from Syracuse University in New York. 

1454 See Low-power transimpedance amplifier for cryogenic integration with quantum devices by L. Le Guevelet al, March 2020 (13 

pages). 

1455 See Quantum Dot-Based Parametric Amplifiers by Laurence Cochrane, Fernando Gonzalez-Zalba, Maud Vinet et al, PRL, May 

2022 (7 pages). 

1456 See Three-wave mixing traveling-wave parametric amplifier with periodic variation of the circuit parameters by Anita Fadavi 

Roudsari, Per Delsing et al, September 2022 (6 pages). 

1457 See Ultra low noise readout with travelling wave parametric amplifiers: the DARTWARS project by A. Rettaroli et al, July 2022 

(4 pages). 

1458 See Josephson travelling wave parametric amplifier and its application for metrology, 2018 (7 pages). 

1459 See Readout of a quantum processor with high dynamic range Josephson parametric amplifiers by T.C. White, Charles Neil, Frank 

Arute, Joseph C. Bardin et many al, September 2022 (9 pages). They tested it on a 54-qubit Sycamore processor. 

https://www.science.org/doi/10.1126/science.aaa8525
https://www.science.org/doi/10.1126/science.aaa8525
https://www.science.org/doi/10.1126/science.aaa8525
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.011027
https://hal.archives-ouvertes.fr/hal-03047484
https://arxiv.org/abs/2111.11825
https://arxiv.org/abs/2209.07551
https://arxiv.org/abs/2207.12775
https://www.euramet.org/research-innovation/search-research-projects/details/project/josephson-travelling-wave-parametric-amplifier-and-its-application-for-metrology/
https://arxiv.org/abs/2209.07757
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HEMT. At last, at the 4K cryostat stage sit the second qubit microwaves readout amplifiers named 

HEMT (High-electron-mobility transistor). They provide a large gain amplification of about 40 dB 

with high dynamic range and a large-bandwidth >6GHz for the inbound microwave readout signal 

coming from the paramps from the first cryostat stage, which benefited from a first level 15 to 20 dB 

low-noise amplification at or near the quantum limit. 

Many labs and vendors produce HEMTs for qubit readout, like Chalmers University of Technology 

in Sweden using indium phosphide (InP) transistors which are very efficient at 4K1460. The main 

vendor here is Low Noise Factory (described later, below) as well as Cosmic Microwave Technol-

ogy, with HEMTs designed at Caltech. 

Still, commercial HEMT amplifiers dissipate 10 mW of power, which can be a problem when the 

number of qubits scale, even though the cooling power at the 4K stage is quite larger than at 15 mK, 

with about 1W to 2W. 

One solution would be to use a variety of weakly dissipative TWPAs sitting at the 4K stage, using 

superconducting materials operating at this temperature like NbTiN and put an HEMT at the 70K 

cryogenic stage1461. This would reduce the heat generated at 4K. 

Then, we have room temperature analog amplifiers adding about 50 dB to the signal coming from the 

HEMT at 4K. These amplifiers are also usually HEMT-based. They consume about 250 mW, which 

is shared for the multiplexed readout signals of several qubits, usually between 5 and 10 with the 

potential to grow to 20 and even 100 qubits, depending on the readout speed. Indeed, the shorter the 

readout pulse, the broader the pulse frequency spectrum will be, limiting multiplexing over a band-

width of about 2 GHz. The longer the pulse, the smaller the pulse spectrum will be, but it will be 

detrimental to the efficiency of error correction. That’s another design trade-off to take into account 

in designing these systems. 

Now let’s look at the amplification vendors I have identified so far. 

 

Low Noise Factory (2005, Sweden) designs and produces low-noise amplifi-

ers (HEMT) operating at ambient or cryogenic temperatures as well as circu-

lators and JPAs. They are part of the European OpenSuperQ project, led by 

the University of Saarland in Germany, VTT in Finland and Chalmers in Swe-

den, to create commercial TWPAs. The consortium demonstrated in 2019 a 

TWPA with a maximal gain of 10 dB over a 1.4 GHz bandwidth. 

 
Silent Waves (2022, France) is a spun-out startup from CNRS Institut Néel in 

Grenoble. It was founded by Luca Planat, Nicolas Roch and Baptiste Planat. 

Their offering is a very efficient TWPA, based on the research conducted by CNRS-Institut Néel-

UGA and the LPMMC in Grenoble1462. Their commercial TWPA added noise is near the quantum 

limit of noise. It enables high-fidelity single-shot qubit readout on a wide frequency band and with a 

gain than can exceed 20 dB. Based on a patented fabrication process, Silent Waves’ amplifiers are 

currently being manufactured in the clean room of the Institut Néel1463. 

 

1460 See InAs/AlSb HEMTs for cryogenic LNAs at ultra-low power dissipation by Giuseppe Moschetti et al, 2020, Solid State Elec-

tronics (7 pages). 

1461 See Performance of a Kinetic-Inductance Traveling-Wave Parametric Amplifier at 4 Kelvin: Toward an Alternative to Semicon-

ductor Amplifiers by M. Malnou et al, NIST and University of Colorado Boulder, October 2021 (11 pages). Their KI-TWPA dissipates 

only 1 µW. 

1462 See A photonic crystal Josephson traveling wave parametric amplifier by Luca Planat et al, October 2019 (17 pages). 

1463 TWPAs could have applications beyond superconducting qubits readout, in microwave photonics, quantum sensing and quantum 

information with continuous variables as described in Observation of two-mode squeezing in a traveling wave parametric amplifier by 

Martina Esposito, Olivier Buisson, Nicolas Roch, Luca Planat et al, first published in November 2021 and revised in April 2022 (16 

pages). 

https://research.chalmers.se/en/publication/147501
https://arxiv.org/abs/2110.08142
https://arxiv.org/abs/2110.08142
https://arxiv.org/pdf/1907.10158.pdf
https://arxiv.org/abs/2111.03696
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They address both superconducting and silicon spin qubits readout. As a first stage, they will enable 

5 and 10 qubits readout multiplexing. 

 

QuantWare (The Netherlands) is not just providing custom superconducting 

qubits chipsets but also their Crescendo TWPA. It provides a gain of >18 dB 

gain on a bandwidth of over 1.5 GHz. 

 

Qubic Technologies (2020, Canada) is developing JPAs and TWPAs, the aim 

being to produce more correlations and better filtered noise. They also use this 

technology to improve radars. The company was created by Jérôme Bourassa 

(CEO), a former researcher from the Institut Quantique at the Université de 

Sherbrooke. He also collaborates with the Institute for Quantum Computing 

from the University of Waterloo. 

Analog Quantum Circuits (2021, Australia) is a TWPA manufacturer created in October 2021. 

At last, let’s mention again Cosmic Microwave Technologies (2016, USA) which produces cryo-

genic LNAs (low noise amplifiers) used for qubits readouts and is a spin-out of Caltech. 

Cabling, connectors and filters 

In current quantum systems based on superconducting qubits, copper coaxial cables carry microwave 

photon pulses at frequencies between 5 and 10 GHz that act on the qubits for their reset, for imple-

menting quantum gates and handling qubit readouts. 

Microwaves are generated by devices generally located outside the refrigerated enclosure. Frequen-

cies below 5 GHz and above 10 GHz are filtered out1464. These microwaves are also attenuated and 

filtered at the input on the 4K cold plate. An attenuation of 60db, carried out in three steps of 20 dB 

which each time divide by 100 the transmitted power. It is used to limit the thermal noise that is 

conveyed in the cables. It is reduced so as not to represent by more than one thousandth of the photons 

that end up in the qubits. Each filter absorbs energy that must be dissipated at the stages where they 

are placed. 

The thermal conductivity of a cable Q is calculated as follows, using the 

product of the cable conductivity k, its cross-section A, the temperature gra-

dient T2-T1 and L the length of the cable. 

Q = kA 
T2−T 

L
 

Coaxial superconducting cables - having theoretically zero resistance at low temperature - connect 

the qubits to their reading system (thus, in the upward direction in the diagrams). They are made of 

niobium and titanium alloy (NbTi). They include loops to absorb the metal contraction that occurs 

during cryostat cooling and warm-up1465. With qubit readout, microwave signals are amplified at least 

twice before leaving the cryostat including once at superconducting temperature, below 1 K. 

 

1464 See Engineering the microwave to infrared noise photon flux for superconducting quantum systems by S. Danilin et al, 2022 (22 

pages).   

1465 See Challenges in Scaling-up the Control Interface of a Quantum Computer by D. J. Reilly of Microsoft, December 2019 (6 pages) 

which states that superconducting cables have resistance and capacitance when microwaves are passed through them and therefore 

have a thermal release that must be taken into account. 

https://eprints.gla.ac.uk/263423/
https://arxiv.org/pdf/1912.05114.pdf
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These cables are used between the 4K and 15-100 mK 

cold plates in a cryostat. They come from various ven-

dors including CoaxCo (Japan). This company seems 

to be the only one in the world that produces NbTi ca-

bles1466. The 2 mm diameter cable consists of a conduc-

tive outer jacket and a central conductor, both made of 

niobium-titanium which are separated by a Teflon 

(PFTE) or Kapton insulation. 

 
Figure 510: a typical CoaxCo niobium-titanium cable. 

Source: CoaxCo. 

Other vendors like Delft Circuits are also proposing superconducting cables but they seem to rely on 

CoaxCo for the base cables they’re then integrating in their own solutions. 

Most vendors are now trying to miniaturize this cumbersome cabling, mostly with using flexible 

cables. 

Other avenues are pursued, at the research level, using optical cables and frequency conversion from 

5 GHz to 200 THz and the other way around, using phonon-based mechanical resonators cavity op-

tomechanics, optomechanical crystal resonator1467 or coplanar waveguide and optical cavity using the 

dark state protocol1468. You then have to look at the thermal cost of demultiplexing this signal in the 

cryostat and the quality of the microwave signal after its dual transduction to and from optical wave-

lengths. This is an option IBM is investigating for scaling its superconducting computer systems1469. 

Above 4K, the coax cables are using more regular materials like copper alloys. 

Microwave qubit control downlink cables are made of various materials including copper-nickel, 

copper-beryllium or bronze alloys. After passing through the 4K stage, they are replaced by super-

conducting versions to limit their heat conduction. Between the two, 20 dB attenuators are inserted. 

In addition, conventional twisted pair cables carrying direct current are used to power the active elec-

tronic components integrated in the cryostat, in particular the qubit state readout amplifiers. 

This creates significant wiring clutter. Figure 511 contains on the left a Google cryostat with its 

bunch of cables and wires connecting the different cold plates. This is the wiring for only 53 qubits 

(actually, you need to add the 88 coupling qubits). It seems that it is possible to miniaturize some of 

this, especially with flat ribbon cables. These various cables have another disadvantage: they are very 

expensive. The unit is several thousand dollars. For today's 53-qubit superconducting quantum com-

puter, this cabling costs more than the entire cryostat, more than half a million dollars. This explains 

why cryostat manufacturers such as Bluefors also offer their own optimized cabling system, such as 

their 168-cable High-Density Wiring, which appears to be sized to support 56 qubits (center). The 

same is true with the removable cable system of the Oxford Instruments Proteox (right). 

The most expensive cables are the niobium-titanium coax sitting between the 4K and 15 mK stages, 

up to $3K each. A 1000 qubit QPU could have $10M of cabling in its bill of materials! 

 

1466 See We'd have more quantum computers if it weren't so hard to find the damn cables, by Martin Giles, January 2019. 

1467 See Cavity optomechanics by Markus Aspelmeyer, Tobias J. Kippenberg, and Florian Marquardt, Review of Modern Physics, 2014 

(65 pages), Two-dimensional optomechanical crystal cavity with high quantum cooperativity by Hengjiang Ren, Oskar Painter et al, 

2020 (21 pages) and the review paper Mesoscopic physics of nanomechanical systems by Adrian Bachtold et al, February 2022 (87 

pages). 

1468 See Proposal for transduction between microwave and optical photons using 167Er:YSO by Faezeh Kimiaee Asadi et al, University 

of Calgary, February 2022 (8 pages). 

1469 See Optomechanics with Gallium Phosphide for Quantum Transduction by Paul Seidler, May 2019. 

http://www.coax.co.jp/en/product/sc/219-50-nbti-nbti.html
https://www.technologyreview.com/s/612760/quantum-computers-component-shortage/
https://arxiv.org/abs/1303.0733
https://arxiv.org/abs/1910.02873
https://arxiv.org/abs/2202.01819
https://arxiv.org/abs/2202.08770
https://www.ibm.com/blogs/research/2019/05/optomechanics-gallium-phosphide/
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Figure 511: from left to right, Google Sycamore cable clutter, BlueFors optimized cabling system and Oxford Instrument removable 

cabling system. Sources: Google, Bluefors, Oxford Instruments. 

Now, onto the vendors in this space… 

 

Delft Circuits (2016, The Netherlands) was created by Sal Jua Bosman (CEO), 

Daan Kuitenbrouwer (COO) and Paulianne Brouwer (CFO), the first two com-

ing from TU Delft. 

They offer cables and flexible mats used to carry the control micro-

waves of superconducting qubits such as CF3 (Cri/oFlex) and support-

ing frequencies ranging from 2 to 40 GHz with 8 embedded cables. 

Delft Circuit also introduced in March 2022 their Tabbi, an ultra-high 

density modular flexible microwave interconnect that consolidates the 

equivalent of 8 SMA cables in about 10 mm and embed its own filters. 

The startup had 24 people as of early 2022. They manufacture their 

products out of a 150 m2 lab located at the Delft Quantum Campus. The 

company got financial support from many EU programs (AVaQus, 

MATQu and SPROUT). 

 

Figure 512: a Delft Circuit Tabbi flat 
cable and connector. 

 

QDevil (2016, Denmark, 1M€) sells filters used in cryostats including the 

QFilter, based on a collaboration between Harvard University and the Univer-

sity of Copenhagen. It’s a cryogenic filter reducing electron temperatures be-

low 100 mK. 

They also sell the QDAC, a 24-channel low noise DAC, the QBoard, a PCB-based fast-exchange 

cryogenic chip carrier system, and the QBox, a 24-channel breakout box. They are partnering with 

Bluefors. The company was acquired by Quantum Machines (Israel) in March 2022. 

 

XMA Corporation (2003, USA) provides the OmniSpectra product line com-

prising adapters, attenuators, couplers and other passive cryo-electronic com-

ponents used in quantum computing. 

 

Radiall (France) is an industry company specialized in connectors and cabling, 

very active in the aerospace vertical. They are now addressing quantum tech-

nology needs. 
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The company creates custom solutions for the quantum industry, including ul-

tra-miniature microwave board-to-board connectors, 3D cabling and cryogenic 

switches. Radiall is currently expanding its product portfolio with microwave 

solutions supporting various quantum computing technology that require mi-

crowave components meeting strict electromagnetic compatibility/electro-

magnetic interference (EMC/EMI) constraints, cryogenic, non-magnetic and 

density specifications. 

 

CryoCoax (UK/USA) is a division of Intelliconnect (UK/USA) that provides 

RF interconnect assemblies for various markets including quantum computing, 

based on niobium-titanium, cupro-nickel, beryllium-copper, stainless steel and 

brass. 

They provide high-density multiway connectors using the SMPM interface (created by Carlisle Inter-

connect Technologies) that supports a 4.75mm pitch instead of a classical 15 mm pitch with SMA 

connectors. They also distribute the cabling solutions from Delft Circuits and passive components 

from OmniSpectra. 

 

Atem (1990, France) is a coaxial cables designer and manufacturer. It wants 

to enter the quantum computers space with its Qryolink project to propose su-

perconducting coaxial cables. 

 

Rosenberger Group (Germany) is involved in the German qBriqs projects to 

build connectors, attenuators components, niobium-titanium and stainless ca-

bles assembly to be incorporated in 80 channel multiport connectors and flat 

cables (with a 1 mm pitch) developed by Supracon AG and LPKF. They plan 

to produce these flat cables with 3D printers. 

At last, let’s mention the IARPA funded SuperCables US program that aims to develop high-data 

rate and low-power transport solutions for cryogenic electronics. 

It started in 2019. Its goal is to optical fiber connectivity between room temperature and cryogenic 

electronics to limit heating. It works on creating electro-optic modulators converting digital signals 

into and from optical data. It was a 2-year effort targeting a bandwidth of 50 Gbits/s. Which in itself 

is insufficient for qubits control! 

Other electronics vendors 

Let’s now look at other commercial vendors in the cryogenic electronics area, given they don’t create 

any cryo-CMOS at this point. 

 

Atlantic Microwave (1989, USA) produces and markets radio-frequency and 

microwave components operating at cryogenic temperatures. 

They are used to control superconducting and silicon qubits in cryostats. This includes microwave 

attenuators, filters, microwave amplifiers and bias tees. It is a subsidiary of the British group ETL 

Systems, founded in 1984. 

 

Raditek (1993, USA) is a designer and provider of RF signals processing sys-

tems, including the circulator magnet-based filters used between the first stage 

microwave amplifier (at 15 mK) and second stage amplifier (at 4K) used usu-

ally with superconducting qubits. 

 

QuinStar Technology (1993, USA) is a vendor of cryogenic circulators, com-

ing from the acquisition of Pamtech (USA) in 2010. 
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RF-Lambda (2003, USA) also provides circulators and low-noise amplifiers. 

 

CryoHEMT (2019, France) is a company created by Quan Dong and Yong Jin 

in Orsay, France. It designs and manufactures low-noise HEMT microwave 

amplifiers which amplifies microwaves at the 4.2K cryostat stages.  

Their technology is based on the PhD thesis from Quan Dong done under the supervising of Yong Jin 

in France in 2013. It seems not being used in quantum information systems. 

 

Diramics (2016, Switzerland) is a spin-off from ETH Zurich creating ultra-

low noise transistors in III-V materials (InP, indium-phosphorus) with a tech-

nology named pHEMT (pseudomorphic high-electron-mobility transistor, us-

ing junctions with two semiconductors with different band gaps). 

It can be used in low temperature electronics. It is currently mostly used in astronomy applications. 

 

Marki Microwave (1991, USA) is a supplier of microwave control compo-

nents: amplifiers, bias tees, couplers, mixers and filters. 

 

Quantum Microwave (2016, USA) creates microwave components operating 

at cryogenic temperatures for quantum computers, including JPA amplifiers, 

attenuators, frequency couplers, multiplexers, bias tees, diplexers, filters, im-

age reject mixers and directional couplers. 

 

One main applied research domain for Raytheon is related to superconducting 

qubits controls. They work on arbitrary pulse sequencers (APS) creating su-

perconducting qubits control microwaves, an FPGA readout system using low 

noise parametric amplifiers and a custom made three-way mixing mode JPAs 

with 20 dB gain as show in Figure 513. 

They are also exploring SFQ based control logic (Josephson 

gate-based logic) and spintronics based low-power memo-

ries. They are mainly found in superconducting qubits quan-

tum computers (IBM, Google, Rigetti, D-Wave). However, 

they do not push forward the miniaturization of these com-

ponents like what SeeQC is doing. In October 2021, they an-

nounce a technology partnership with IBM, with not many 

details1470. On top of that, they also develop Josephson junc-

tion based infrared photon detectors1471. 

 
Figure 513: a Raytheon BBN JPA. 

 

Wenteq Microwave Corp (2006, USA) provides low-noise amplifiers, atten-

uators, circulators and coaxial connectors, in the RF/microwave range. 

 

Holzworth Instrumentation (2004, USA) is a provider of multi-channel RF 

sources and AWGs. They also provide phase noise analyzers. The company was 

acquired by Wireless Telecom in 2019. 

 

apitech (1999, USA) is a provider of cryo-attenuators targeting the quantum com-

puting market and covering signals from DC to 40 GHz, and with SMA, and 

SMPM connectors. 

 

1470 See Raytheon, IBM partner for quantum in defense, aerospace by Nicole Hemsoth, in TheNextPlatform, October 2021. 

1471 See Josephson junction infrared single-photon detector by Evan D. Walsh et al, April 2021 (12 pages). 

http://www.theses.fr/2013PA112035
https://www.nextplatform.com/2021/10/11/raytheon-ibm-partner-for-quantum-in-defense-aerospace/
https://arxiv.org/abs/2011.02624
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AnaPico (2005, Switzerland) is a provider of low phase noise RF signals genera-

tors, for the local oscillators used in qubits control and readout, running up to 6,1 

GHz. 

 

Scalinq (2022, Sweden) was created by a team coming from Chalmers Uni-

versity who wants to help superconducting quantum computers companies de-

sign larger QPUs. 

It designs a QPU chipset sample holder named LINQER, with currently 16, 36 and 80 connectors, 

and the potential to scale up to 300 connectors. It provides low crosstalk, an innovative magnetic 

shielding technology, and supports chipset sizes up to 20×20 mm2. The company was created by Zaid 

Saeed (CEO), Lisa Rooth (VP) and Robert Rehammar (CTO). 

Thermometers 

It is possible to measure pressure (ambient, gas), temperature (everywhere) and flow (of gas) at 

cryogenic temperature. Specific sensors are therefore installed for this purpose in the cryostat enclo-

sure, attached to different places in the "candlestick". 

Temperatures are measured with cryogenic thermometers! These are found in particular at Lake 

Shore Cryotronics with its Cernox thermometers which go down to 100 mK and resist well to the 

ambient magnetic field and its ruthenium oxide thermometers which go down to 10 mK. At less than 

20 mK, noise thermometers using Josephson junctions are used (and the loop is closed...). Some ther-

mometers are placed on the plates opposite the heat exchange tubes and the mixing box. Still, pro-

gresses need to be done even in this area, noticeably to measure precise temperatures in the 10 mK 

range and with no delay1472. 

 
Figure 514: categories of low-temperature thermometers. Source: Thermometry at low temperature by Alexander Kirste, 2014 (31 slides). 

We can see that there are about ten types of thermometers that go down to less than 1K. The most commonly used one exploits the 
Coulomb block based on tunnel junction. The electrical voltage of the junction varies linearly with the cryogenic temperature. 

Vacuum 

Besides photon qubits, most other qubit types require some form of vacuum to isolate the qubits from 

their environment. We usually make a distinction between different levels of vacuum. The most strin-

gent ones are used with trapped ions and cold atoms which require ultra-high vacuum (UHV) condi-

tions whereas solid-state qubits like superconducting and electron spins are less demanding. UHV 

starts at 10-9 mbar. 

 

1472 That’s what researchers from Chalmers in Sweden achieved in 2020. See Primary Thermometry of Propagating Microwaves in the 

Quantum Regime by Marco Scigliuzzo, Andreas Wallraff  et al, December 2020 (14 pages). 

https://snf.ieeecsc.org/sites/ieeecsc.org/files/documents/snf/abstracts/finKirsteA_Thermometry_Kryo2014_final_032515_0.pdf
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.10.041054
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.10.041054
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One problem to avoid when creating vacuum is outgassing. It manifests with particles being ejected 

from the internal enclosure surfaces and materials, including residual water coming from the air. The 

phenomenon is avoided with carefully selecting the materials. 

Cold atoms qubits require a pressure of 10-10 mbar while trapped ions goes down to 10-12 mbar. In 

both cases, low pressures and outgassing are obtained with heating the system enclosure above 200°C 

for several hours while the vacuum pumps are operating. This “bake-out” process removes water and 

other trace gases sitting on the chamber surface. Heating is done with heater stripes placed around the 

chamber. The chamber exterior can also be cooled with liquid nitrogen to contain any further gassing. 

There are many vacuum and ultra-high-vacuum systems vendors. The most commonly seen in re-

search labs come from Pfeiffer (Germany). Some pumps must be cooled at low temperature, like the 

4K pump used by Pasqal to cool their atoms. 

At last, measuring pressure in vacuum is also a challenge. Classical mechanical pressure measurement 

is of no use in the UHV to XUV (extreme ultra-vacuum) ranges covering 1 x 10-6 to 1 x 10-10 Pa. The 

NIST in the USA is proposing a solution applicable to cold atoms to cover these ranges of pres-

sures1473. A dedicated part on quantum pressure measurement is located in page 906. 

Lasers 

Masers and lasers are applications of three successive discoveries and inventions: 

• Fabry-Pérot resonant cavities, named after Charles Fabry1474  (1867-1945) and Alfred Pérot 

(1963-1925). Their system invented in 1898 was originally used to create an interferometer. 

• Stimulated emission, formalized by Albert Einstein in 1917. It occurs when an excited atom 

receives a photon of energy equivalent to a transition between two energy levels. It then re-emits 

two photons identical to the received one and the energy level of the atom is reduced to its ground 

state. 

• Optical pumping, invented by Alfred Kastler in 1949 at ENS in France, which earned him the 

1966 Nobel Prize in Physics. 

It generates a population inversion, creating a high proportion of atoms excited at level E2 in the 

diagram below compared to level E1. Optical pumping often excites atoms to energy levels higher 

than E2 in Figure 515, with a non-radiative transition from these levels to the E2 level and then from 

the E1 level to the fundamental level of the E0 atom. If pumping was performed only between levels 

E1 and E2, their proportion would balance and the laser effect could not be triggered. Three-level 

pumping is used with pulse lasers and four-level pumping with continuous lasers. 

A laser is based on a resonant cavity filled with a gain or amplifier medium. The pumping of this gain 

medium is optical, electrical or chemical. Once at the high energy level (E2 in Figure 515), the atom 

drops to the E1 energy level either spontaneously or stimulated. 

 

1473 See Development of a new UHV/XHV pressure standard (Cold Atom Vacuum Standard) by Julia Scherschligt et al, 2018 (15 pages). 

1474 We owe to Charles Fabry the creation of the Institut d'Optique, of which he was the first director in 1926 of the engineering school 

that was originally called SupOptique or Ecole Supérieure d'Optique. 

https://arxiv.org/abs/1801.10120
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Figure 515: how lasers work. (cc) Olivier Ezratty, 2021. 

The mechanism can be self-sustained since the spontaneously emitting photons then generate the 

stimulated emission of identical twin photons in frequency, phase and amplitude. 

The stimulated emission is sustained by placing the atoms in a transparent cavity, filled with solid, 

liquid or gas, and parallel mirrors trapping the photons. One of the mirrors is slightly semi-reflective, 

allowing some of the amplified light to exit the laser. 

This system of mirrors plays the role of a resonator. It reflects off-axis and thus undesirable photons 

out of the laser and the wanted on-axis photons back into the excited population where they can 

continue to be amplified thanks to the laser pumping. 

The light resulting from this process is directive (thanks to the resonator and its parallel mirrors), 

monochromatic (thanks to the choice of excited atoms and the fineness of the cavity) and coherent 

(the photons are in phase and with the same wavelength/frequency thanks to the stimulated emission 

and the length of the cavity being a multiple of the laser wavelength). The laser photons frequency 

depends on the materials used in the cavity and the optical length of the cavity. As an order of mag-

nitude, a 1mW red laser emits 3x1015 photons per second. 

Lasers (light amplification by stimulated emission of radiation) appeared conceptually in 1958 in an 

article by Arthur Leonard Schawlow and Charles Hard Townes. The first gas laser was created in 

1960 by Theodore Maiman, using helium-neon. Excimer-based gas lasers cover ultraviolet. 

We then had successively doped crystal lasers (also named solid-state lasers, such as ruby which is 

Al2O3 doped with Cr3+, or YAG, Yttrium garnet and Aluminum Y33+Al53+O12
2-), chemical lasers 

(covering the infrared spectrum), semiconductor diode lasers (the most common today, usually 

based on gallium arsenide, or GaAs), fiber lasers (using rare earth elements like neodymium, erbium 

and thulium, mainly used in optical communications), and finally, free electron lasers, which we 

already briefly covered in relativistic quantum mechanics section. 

schemas sources: Wikipedia and Olivier Ezratty
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Figure 516: the great variety of lasers covering the electromagnetic spectrum from ultraviolet to mid-infrared waves. Source: 

Wikipedia. 

Lasers operate either in pulses or continuously. The first mode is used to create very high-power levels. 

To create very powerful lasers, laser amplifiers are created which consists of chains of lasers with a 

primer laser that is connected to a series of lasers that successively amplify the light generated by the 

previous laser. 

Lasers applications are quite various: industrial diamond drilling and cutting (1965), barcode readers 

(1974), laser printing (1981), office scanners, Laserdisc (1978), audio CDs (1982), DVDs (1995), 

surgery, particularly in ophthalmology (glaucoma, retinal detachment, refractive surgery), cosmetic 

surgery, in dermatology, for tattoo and hair removal, telecommunications, laser pointers, depth sen-

sors, focus sensors for smartphones, iPhone FaceID sensor, measurement and alignment in construc-

tion, all sorts of LiDARs, stereolithography 3D printing, confocal microscopy (very shallow depth 

images), flow cytometry (cell counting), DNA chips analysis, video projector light sources, velocity 

measurement, the stripping of certain materials, various weapons, nuclear fusion, telescopes adaptive 

optics, atoms cooling, quantum telecommunications, quantum cryptography and finally, quantum 

computing, and on and on and on. In short, lasers are everywhere! 

The frequency ranges covered by lasers range from infrared to ultraviolet. There are even types of 

lasers with adjustable frequency. Free electron lasers go as far as X-rays. Gamma-rays lasers - or 

grasers - do not yet exist. 

In quantum technologies, the most commonly used laser wavelengths are 775 nm (beginning of the 

near infrared region next to red) and 1550 nm (middle of the near infrared region). The first one is 

used for quantum computing thanks to efficient photon generation and single photon detection (par-

ticularly with APD, avalanche photo diodes). The second is used in optical fiber for long distance 

communications, data transmission and QKD systems. 

There are many solutions to up and down convert photons from/to these two wavelengths. For exam-

ple, these conversions are mandatory when connecting several photon-based quantum computers 

through a fiber optic link. Solid-state qubits require another type of conversion, mostly from micro-

waves to 1550 nm infrared photons, given the conversion must convert the quantum information in 

the solid-state qubit to some encoding in the resulting photons, like their polarization. 

https://upload.wikimedia.org/wikipedia/commons/4/48/Commercial_laser_lines.svg
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Figure 517: lasers used in the visible and infrared spectrum. Source: http://www.infinitioptics.com/technology/multi-sensor/. 

Another breed worth mentioning are femtoseconds lasers, which create short pulses of coherent light 

in the range from the femtosecond (10-15s) to the picosecond (10-12s). They are use in micro-machin-

ing and various other tasks, including quantum sensing in relation with frequency combs1475. 

The Maser (1953) or "Microwave Amplification by Stimulated Emission of Radiation" was invented 

before the laser, in 1953, by Nikolay Basov, Alexander Prokhorov and Charles Hard Townes, who 

were awarded the Nobel Prize in Physics in 1964. 

It is the equivalent of the laser, but emits microwaves instead of visible light. The first masers were 

made with ammonia and generated 24 GHz microwave photons. Hydrogen Masers followed in 1960. 

 
Figure 518: the various types of lasers and their cavity materials. (cc) Olivier Ezratty, 2021. 

 

1475 See 20 years of developments in optical frequency comb technology and applications by Tara Fortier and Esther Baumann, NIST, 

2019 (16 pages). 
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There are many laser vendors who play a role in second revolution quantum technologies, both with 

photon qubits, quantum telecommunications, quantum cryptography and quantum sensing. Lasers are 

also used to control cold atom and trapped ions qubits. 

 

Toptica Photonics (1998, Ger-

many) is a photonics equipment 

manufacturer developing laser 

sources covering a wide range of 

frequencies from 190nm (UV) to 

Terahertz waves, including laser 

diodes and frequency combs. 

Their lasers can be used to control 

trapped ions and cold atoms. 

They employ over 320 people for 

a revenue of $82M and are a 

worldwide leader in their market. 

 
Figure 519: wavelengths coverage of Toptica lasers. Source: The Control of Quantum 

States with Lasers in Photonics View, 2019 (3 pages). 

Their flagship product, the Chromacity OPO, has a tunable optical parametric oscillator that covers 

near-IR and mid-IR wavelengths. Some of their lasers can create entangled photons. 

 
Stable Laser Systems (2009, USA) offers Fabry-Perot lasers and cavities that 

can be used for cold atom confinement. 

The startup launched by Mark Notcutt is based in Boulder, Colorado, one of 

the nerve centers of quantum technologies in the USA, near NIST and the Uni-

versity of Colorado. His team also includes Jan Hall, winner of the 2005 Nobel 

Prize in Physics for the discovery of the effect that bears his name. 
 

 

Lumibird (1970, France) is a supplier of lasers. Formerly Quantel and 

Keopsys, it is a large SME with more than 800 employees and a turnover of 

110 M€, 80% of which is exported. 

 
Chromacity (2013, UK) is a manufacturer of lasers targeting various industry 

and research needs, including quantum communications. 

 
DenseLight Semiconductors (2000, Singapore) manufactures various laser 

products. 

 

FemTum (2016, Canada) creates mid-infrared lasers which can be used in 

quantum optics and silicon photonics applications and quantum sensing using 

optical frequency combs. It is a spin-off from the Center of optics, photonics 

and laser (COPL) in Quebec City. 

 
FocusLight Technologies (2007, China) produces laser diodes and laser optics 

components. 

 

Freedom Photonics (2005, USA) manufactures lasers and photodiodes using 

InP and GaAs semiconductor, SiGe-based photonics and planar lightwave 

waveguides. It was acquired by Luminar in March 2022. 

https://onlinelibrary.wiley.com/doi/epdf/10.1002/phvs.201900024
https://onlinelibrary.wiley.com/doi/epdf/10.1002/phvs.201900024
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GLOphotonics (2011, France) sells hollow-core photonic crystal fiber (HC-

PCF) and their functionalized form Photonic Microcells (PMC). These lasers 

use a proprietary fiber technology and gas photonics. They are partnering with 

CNRS XLIM lab in Limoges. 

 

iPronics (2019, Spain) develops general-purpose integrated programmable 

photonic systems, where optical hardware complements software to perform 

multiple functions. 

 

Q.ANT (2018, Germany, 11M€ public funding) has a product line organized 

in four segments: particle metrology, atomic gyroscope, magnetic sensing and 

photonic computing. 

They develop a green laser optimized for NV centers quantum sensors. It is a subsidiary of the 

TRUMPF Group. It also manufactures powerful lasers used in ASML lithography machines and light 

channels on silicon for qubits transport. They are also working on photonic-based quantum computing 

using lithium-niobate circuits using path encoding, phase modulation, interferometers (MZI), fiber 

couplers, electro-optical modulators and resonators. They lead a relate German consortium with 

50M€ funding including 42M€ public funding from the German government. As of November 2022, 

the company had 50 employees. 

 

Silentsys (2021, France) created a closed-loop voltage regulation electronic 

system that complements lasers and their servo controller to reduce the emitted 

laser noise and improve its frequency precision. 

 
UnikLasers (2013, UK, £4.1M) sells ultra-narrow linewidth, high power la-

sers at the specific wavelengths related to the exact atomic transitions targeted 

for quantum sensing applications. 

It can transform a MHz linewidth laser into an Hz linewidth laser. It is currently adapted to continuous 

lasers running in the 1550 nm and 1050 nm wavelengths and fits in a 2U rack system. Their OFD 

system (optical frequency discriminator) delivers a continuous voltage signal driving the laser diodes 

that is proportional to the frequency fluctuations of the input laser beam. The technology core is op-

tical, using frequency combs. They also propose low power voltage power systems. One of their OFD 

can drive two lasers. 

 

Vexlum (2017, Finland) produces high-power narrow-linewidth vertical exter-

nal-cavity surface-emitting lasers (VECSELs) including blue and UV lasers, 

used among other things, to control trapped beryllium ions. 

It is a spinoff from Tampere University of Technology Optoelectronics Research Centre (ORC). 

And also: Spectra Physics (1961,USA), Altitun (1997, Sweden, $10M), Calmar Laser (1996, USA) 

and Ampliconyx (2016, Finland who manufactures short-pulses lasers), Active Fiber Systems (2009, 

Germany) which creates femtoseconds fiber lasers and is a spin-off from Fraunhofer IOF, InnoLume 

(2002, Germany, $26.8M, which sells laser diodes), FISBA (1957, USA) which develops multi-wave-

lengths lasers, Intense Photonics (1994, USA, $51M, which develops single and multi-mode mono-

lithic laser array products, and high power laser diodes and was acquired by Orix Group), Lytid (2015, 

France) which manufactures terahertz cascade lasers, Spark Lasers (2015, France) and their pico-

second and femtosecond lasers, Amplitude Laser Group (2001, France) and their femtosecond la-

sers, neoLASE (2007, Germany) a supplier of various laser products including laser amplifiers, Alpes 

Lasers (1994, Switzerland) which sell infrared quantum cascade lasers, Luna Innovations (1990, 

USA, $13.1M), Vector Photonics (2020, UK, £1.6M) is a spin-off from the University of Glasgow 

which develops semiconductor lasers based on PCSELs (Photonic Crystal Surface Emitting Lasers) 

and OEwaves (2000, USA, $15M) provides lasers, oscillators and optical/RF tests and measurement 

systems. 
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Photonics 

Let’s now look at other photonics equipment manufacturers. They sometimes also manufacture lasers 

but even more. 

 

Accelink (1976, China) sells optoelectronic components, including fiber op-

tics modulation and demodulation systems, lasers and SiO2/Si material plane 

optical waveguides. They probably play a role in the deployment of quantum 

telecommunication networks. 

 

Aurea Technology (2010, France) is a photonics equipment manufacturer tar-

geting various markets including quantum communications (QKD) and quan-

tum sensing. 

It sells twin photon sources (TPS), time correlated single photon detectors (Picoxea), ultra-low-noise 

NIR single-photon counting detection modules (SPD_A and SPD_OEM_NIR1476), time correlators 

(Chronoxea) and high-resolution fiber sensors (q-OTDR) and picosecond pulse lasers (Pixea). They 

also developed Fluoxea, a fluorescence lifetime imaging mapping system using time-correlated single 

photon counting that can be used to characterize semiconductors, qualify quantum dots or measure 

local magnetic fields (with the help of NV centers). The company has its own assembly plant in 

Besancon, France. It’s a spin-off company from the optics department of FEMTO-ST, a public re-

search lab based as well in Besancon. 

 

Azurlight Systems (2010, France) develops high-power laser amplification 

systems in the visible and near-infrared spectra (from 488 nm to 1065 nm) 

using ytterbium-based fibers with low thermal dissipation. These can be used 

for atoms cooling and trapping. 

 

Qontrol Systems (2016, UK) develops photonics components including pho-

tonics device status readout modules and backplanes (boards) on which several 

of these modules can be installed. These modules drive photonics devices via 

a 12V voltage and read signals with 18-bit accuracy. This is control electronics. 

 

Cailabs (2013, France, $46.2M) is a company based in Rennes, France, which 

is a spin-off from the LKB of ENS Paris and markets photonics equipment and 

in particular spatial multimode multiplexing systems for optical fibers support-

ing up to 45 nodes. 

This is what makes it possible to multiply the speed of the optical fibers of the telecom operators' 

networks. In particular, they have KDDI (Japan) as a customer. The startup is managed by Jean-

François Morizur (CEO) and Guillaume Labroille (CTO) with Nicolas Treps from LKB being their 

scientific advisor. 

 

Quandela (2017, France, €35M) is a startup specialized in the generation of 

indistinguishable photons with quantum dot fed by a laser. They target re-

search, telecommunications and quantum computing use cases. 

Quandela's team is composed of Valérian Giesz (CEO), an engineer from the Institut d'Optique with 

a PhD in photonics1477 , Niccolo Somaschi (CTO), PhD from the University of Southampton and 

Pascale Senellart (CSO), CNRS research director at C2N from CNRS and Université Paris-Saclay. 

 

1476 The SPD_OEM_NIR is using an InGaAs single photon avalanche diode (SPAD in the 900 to 1700 nm wavelength range with very 

low dark count rate noise (DCR<700 Hz). It is cooled with the Peltier effect. The supported wavelengths make is suitable to photon 

counting in telecom wavelengths based QKDs (1,550 nm). It also fits into a standard datacenter rack in a 2U package. 

1477 See his thesis in Cavity-enhanced Photon-Photon Interactions With Bright Quantum Dot Sources by Lavérian Giesz, 2016 (228 

pages) where he describes his work in Pascale Senellart’s team and the various evolutions of their quantum dot photon source that led 

in 2017 to the creation of Quandela. 

https://tel.archives-ouvertes.fr/tel-01272948/document
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It had a staff of about 50 people in Summer 2022 and several international customers, mainly in 

Europe, Russia and Asia. Their team also includes Shane Mansfield, who works on theory, algorithms 

and software. 

With a trapped artificial atom comprised of a couple thousand atoms forced to emit periodically single 

photons in a given direction by laser-activated cavity quantum electrodynamics, they are able to gen-

erate photon streams that are well separated in time and with stable quantum characteristics, with 

wavelengths from 924 nm to 928 nm in the near infrared, this range being progressively extended1478. 

This creates a very bright photon source that can then be multiplied to create indistinguishable pho-

tons used in quantum photon processors and various other applications such as quantum telecommu-

nications and quantum key distribution1479. 

They are developing single photon sources running at telecom wavelength as part of the project Paris-

RegionQCI, a regional project, led by Orange, with an end goal to deploy a QDK-fibered link between 

Paris and the Paris-Saclay University. They also work on the generation of cluster states of entangled 

photons as part of the European Union FET Open Qluster project (2019-2023). 

 
Figure 520: Quandela’s quantum dots single photon source. Source: Near-optimal single-photon sources in the solid-state by 

Niccolo Somaschi, Valerian Giesz, Pascale Senellart et al, 2015 (23 pages). 

The photon source must be cooled down to a temperature range of 5K-10K, which is achievable with 

compact cryostats costing only a few thousand Euros and using helium 4, such as the attoDRY800 

from Attocube (Germany). These cryostats use a simple pulsed tube, reminiscent of the first cooling 

stage of the dry dilution cryostats used with superconducting and quantum dot spin qubits. These 

single photons are particularly indicated to allow the creation of quality quantum qubit gates and for 

measurement-based quantum computing (MBQC, which we cover starting page 450). 

 

1478 See Near optimal single-photon sources in the solid state, Niccolo Somaschi, Valerian Giesz, Pascale Senellart et al, 2016 (23 

pages). The quantum dot is made with InGaAs (indium, gallium, arsenide) and is surrounded by stacked Bragg-reflectors made respec-

tively with GaAs and Al0.9Ga0.1As (aluminum, gallium, arsenide). Pascale Senellart describes in detail how Quandela's photon genera-

tors are made in her talk Quantum optics with artificial atoms in a Rochester Lecture in June 2018 (1h10mn). The prestigious Rochester 

Lectures are held once a year in Durham, UK. The 2017 edition welcomed Peter Knight and the 2012 edition Alain Aspect. 

1479 The process was improved in Pascale Senellart's laboratory in 2020 to generate even brighter and purer photon sources from a 

spectral and polarization point of view thanks to quantum dot excitation with phonons. See Efficient Source of Indistinguishable Single-

Photons based on Phonon-Assisted Excitation by S. E. Thomas, Pascale Senellart et al, July 2020 (10 pages). 

https://arxiv.org/abs/1510.06499
https://arxiv.org/ftp/arxiv/papers/1510/1510.06499.pdf
https://www.youtube.com/watch?v=AoFV696X2iI
https://www.dur.ac.uk/physics/newsandevents/lectures/rochester-microsite/
https://www.dur.ac.uk/physics/newsandevents/lectures/rochester-microsite/
https://arxiv.org/abs/2007.04330
https://arxiv.org/abs/2007.04330
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Quandela's photon generator was previously offered as a combination of two packaged products: 

• The Qubit Control Single Unit which allows complete 

filtering of the single photons emitted by the sources in 

an Attocube cryostat of the laser used for quantum dot 

excitation. It is mainly composed of filters tuned to the 

energy of the optical transition of the emitter. 
 

Figure 521: Quandela Control Single Unit. 

• The QShaper is a more compact device that generates femto/pico-second laser pulses on an op-

tical fiber that will then feed the QCSU quantum dot above. It is powered at the input by the 

customer's laser. It is used to prepare the laser beam with the right spatial and temporal shape. It 

is a device made up of various filters. It is calibrated to supply the semiconductor sources. 

Quandela launched in 2020 a compact and integrated version of this whole set, fitting into a datacenter 

rack named Prometheus. The fiber is glued to the photon source, which will eliminate the mechanical 

part of the calibration. The pulsed head of the 4K cryostat is also integrated in this 3U rack, the 

compressor being outside and water-cooled at first. Eventually, it will be integrated in the rack and 

cooled by air. 

The rack was designed by Pentagram, the same British designer that IBM used for the Q System 

One launched in January 2019. It is 1.75m high and 80cm wide. It stacks all the elements: the QShaper, 

the new QCF and a control computer with its keyboard. The whole thing consumes about 5 to 6 kW, 

the bulk of it coming from the cryostat. 

Quandela and the C2N laboratory collabo-

rate with research labs around the world to 

create advanced photonics platforms. In 

2020, they published with a team from the 

Hebrew University of Jerusalem a paper on 

the creation of a photon cluster state for 

quantum computing (Figure 522). The idea is 

to use single photons and to entangle them 

with each other via a delay line, and inject 

them into a computing circuit based using 

cluster states and MBQC (measurement 

based quantum computing) method. 

In Europe, they collaborate mainly with Fa-

bio Sciarrino's team in Italy, in the Nether-

lands with QuiX, in Spain with INL and 

other teams in Austria, the United Kingdom, 

Slovakia and Israel. They are part of the Eu-

ropean FET project PHOQUSING for boson 

sampling led by Fabio Sciarrino's team. 

 
Figure 522: creation of cluster state photons with a serial entangler using 
a delay line. Source: Sequential generation of linear cluster states from a 

single photon emitter by D. Istrati et al, 2020 (14 pages). 

 
Figure 523: three entangled photon source using Quandela quantum dots. Source: Interfacing scalable photonic platforms: solid-

state based multi-photon interference in a reconfigurable glass chip by Pascale Senellart et al, 2019 (7 pages). 

https://arxiv.org/abs/1912.04375
https://arxiv.org/abs/1912.04375
https://arxiv.org/abs/1905.00936
https://arxiv.org/abs/1905.00936
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In 2019, they experimented with Quandela's photon source to demultiplex it into three photons which 

were then injected into a photonic integrated circuit integrating a programmable quantum gate. The 

photonic circuit was precisely etched with a femtosecond laser (Figure 523). 

A last, since 2020, Quandela has started working on creating a photon-based quantum computer using 

their own photon source. We cover this aspect of their business in the photonic qubits vendor section 

that starts page 455. 

 

Quantum Opus (2013, USA) develops single photon detectors based on su-

perconducting nanowires, the Opus One. The compact version Opus Two is an 

8U data center rack-mount package, including cryostat1480. This company ben-

efited from US federal funding, including $100K in 2015 and $1.5M in 2015 

from DARPA and $125K from NASA in 2018. They are a provider of the Chi-

nese team who did run the gaussian boson sampling experiment announced in 

December 2020. 

 

Qubitekk (2012, USA, $5M) is a supplier of photon and entangled photon 

sources for use in the context of quantum cryptography (QKD). This technol-

ogy can also be used to manage part of the communication between qubits in 

some types of quantum computers. It competes to some extent with Quandela. 

 

Scontel (2004, Russia) offers single photon detectors in the visible and infra-

red (SSPD, for Superconducting Single Photon Detecting Systems). These de-

tectors are cooled at 2.2K helium-4 using a Sumitomo SRDK 101 pulse head 

system with a water-cooled HC-4E compressor. 

 
Single Quantum (2012, The Netherlands) offers Qos single photon detectors 

integrated in a 2.5K liquid helium cooled cryostat. 

Their sensor uses the SNSPD (superconducting nanowire single photon detector) technique, made of 

a thin film of superconducting nanowires shaped into a flattened serpentine coil. This device captures 

a single photon from an optical fiber and have a detection efficiency of 85% to 90%, covering wave-

lengths from 800 nm to 1550 nm. 

     
Figure 524: SingleQuantum SNSPD photon source. 

 

Sparrow Quantum (2016, Denmark, $2.2M) is a spin-off from the Niels Bohr 

photonics research laboratory. Like Quandela and Qubitekk, they offer single 

photon sources. 

Their solution is based on InAs quantum dots. Their engineering differentiation lies with the quantum 

dot efficient coupling with a slow-light photonic-crystal waveguide. 

 

1480 See Introduction to Quantum Opus and revolutionary superconducting detection systems (14 slides). 

https://www.nasa.gov/sites/default/files/atoms/files/16_quantmopus_superconducting_detection.pdf
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A laser is illuminating the quantum dots with using a confocal microscope. Their photon coherence 

indistinguishability is between 95% and 98% with their Sparrow Chip 2021 Resonant. They are gen-

erated in the 920-980 nm wave range. The photon generation system is cooled at 6K. 

 

VLC Photonics (2011, Spain) produces photonics equipment and fabless de-

sign of photonic integrated circuits. The company is involved in European 

Flagship projects. 

It is a spin-off of the University of Valencia. The company was founded by Iñigo Artundo, Pascual 

Muñoz, José Capmany and José David Domenech. They also market technical reports at prices rang-

ing from 4K€ to 5.4K€ per piece. 

 
Excelitas (2010, USA) sells various photonics devices including Single-Pho-

ton Counting Modules (SPCMs). 

 

Pixel Photonics (2020, Germany, 1.45M€) develops single photon detectors 

(SNSPD) targeting quantum computing, QKD and imaging markets. With 

HTGF (Germany) and Quantonation (France) as seed investors. 

 

Hamamatsu Photonics (1953, Japan) provides silicon photodiodes, electron 

multipliers for detecting electrons, ions, and charged particles, photon coun-

ters, LCoS based spatial Light Modulators (SLM) used for cold atoms controls, 

laser cooling systems, quantum imaging and image sensors for the detection 

of neutral atoms, trapped ions and NV centers fluorescence. 

 

Miraex (2019, Switzerland) has two main quantum technologies in its portfo-

lio: photonic based quantum sensors for vibration, acceleration, acoustic, pres-

sure, electrical field and temperature measurement and a quantum system con-

verting matter qubits into photon qubits and vice versa. It’s a spin-off from 

EPFL. 

 

Micron-Photons-Devices (2004, Italy) aka MPD creates Single Photon 

Counting Avalanche Diodes, “SPAD”, fabricated using custom silicon, stand-

ard CMOS and InGaAs/InP technologies. It also sells photon counting based 

QRNGs. 

 

Qubitrium (2020, Turkey) develops entangled photon sources, laser current 

drivers and single photons detectors. 

 

Teem photonics (1998, France) creates lasers and integrated photonics com-

ponents including erbium doped waveguide amplifiers and arrayed-waveguide 

gratings. Not the same AWGs than the arbitrary waveform generators used to 

control solid-state qubits, although these can be used to signals multiplex-

ing/demultiplexing. 

 

Alcyon Photonics (2018, Spain, $560K) is a spin off from IO (Instituto de 

Óptica) in Spain. Its expertise is on sub-wavelength grating (SWG) technol-

ogy. They create complex photonic circuits like high-performance Application 

Specific Photonic Integrated Circuits (APICs). The company was cofounded 

by the researcher Aitor Villafranca. 

 

Scintil Photonics (2018, France) develops mixed silicon and III/V photonic 

components, using their BackSide-on-BOX process, that mixes active and pas-

sive optical components. 
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Their technique bonds InP/III-V dies on the backside of processed Silicon-On-Insulators (SOI) wafers, 

only where it is needed. Their fabrication process is classical CMOS. Their components integrate 

lasers (WDM laser arrays and tunable lasers), modulators, waveguides, wavelength filters, surface 

fiber couplers, semiconductor optical amplifiers (SOA), and photodetectors. 

Muquans/ixBlue (France) is also a provider of laser and intelligent frequency tunable lasers, laser 

frequency doublers and narrow-linewidth lasers used in various quantum technologies. 

Photon Force (2015, UK) creates single-photons cameras of 32x32 pixels. It can be used in various 

photonic based quantum sensing applications. It enables time-tagging of incoming photons with a 

time resolution of 55 pico-seconds. 

Covesion (2009, UK) develops laser frequency conversions devices that are used in many quantum 

optics applications. It’s a spin-off from the University of Southampton. 

We also have Ibsen Photonics (1991, Denmark) which provides spectrometers and various photonic 

equipment, Lumiphase (2020, Switzerland) which develops optical modulators, Pixel Photonics 

(2020, Germany, 1.8M€) which designs Single Photon Detectors (SNSPD), Bay Photonics (2007, 

UK) which provides photonic circuits assembly and packaging, MenloSystems (2001, Germany) and 

their optical frequency combs, terahertz systems and femtosecond lasers, Qubig (2008, Germany) 

which develops light modulators (amplitude and phase modulators, phase shifters, Pockels cells) that 

can be used in quantum computing or communications, etc. 

Fabs and manufacturing tools 

Many quantum technologies components are nanofabrication based and must be manufactured some-

where. It’s the case with superconducting qubits, superconducting electronics, quantum-dots based 

electron spin qubit circuits, quantum nanophotonic circuits, NV center based qubits and sensors, sin-

gle-photon generating quantum dots, photon detectors, trapped ions supporting circuits, travelling 

wave parametric amplifiers and the likes. You could wonder how these circuits are manufactured and 

where. Like your regular smartphone chipset processor, is it coming from a giant $20B TSMC 5 nm 

fab in Taiwan? Well, most of the time, no! 

Foundries 

We are in a very different technology and market realm. Quantum related components have some 

distinct characteristics compared to mass market semiconductors that you’ll find in your TV, 

smartphone, laptop of tablet. They are very specialized and use sometimes special manufacturing 

processes and/or materials like III/V semiconductors or niobium/aluminum deposition for supercon-

ducting qubits and electronics. They are most of the time experimental with many try/error cycles. 

They are sometimes manufactured with specialized tools. And at last, they are produced in rather 

small quantities. Surprisingly, given the experimental nature of many components, the related fabs 

are usually less impressive in size and cost. 

Fabs contain cleanrooms, where the concentration of airborne particles is controlled on top of tem-

perature, humidity and sometimes, other parameters like ambient magnetism and vibrations. Clean-

rooms are classified according to the number and sizes of particles suspended in the atmosphere.  

Cleanroom ISO classes range from 1 to 9, with an (exponential) increased number and size of particles 

per volume unit, 1 being the “cleaner”. Most specialized quantum technologies fabs have a less strin-

gent cleanroom class requirement than the most expensive and modern semiconductor fabs since they 

are not creating high-density chipsets and do not care so much about yield. They are rather class 100 

to class 1000 cleanrooms. 
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Figure 525: research and industry cleanrooms fabricating semiconductors for quantum use cases. (cc) Olivier Ezratty, 2022. 

We can segment quantum technologies fabs in a couple categories: 

Research fabs. These are most of the time fabs from national research organizations labs and univer-

sities. These fabs have cleanrooms with sizes ranging from 100 m2 to 4,000 m2. Their teams and the 

associated researchers are creating the “recipe” of new semiconductor technologies. These fabs usu-

ally produce 200 mm or smaller wafers. You have for example the famous MIT Lincoln Labs in the 

USA (superconducting electronics and qubits, trapped ions chipsets, with 1,629 m2 of clean rooms), 

Princeton (1,350 m2 cleanroom, silicon and III/V, up to 100 mm wafers), HRLabs in California (all 

sort of things in a 900 m2 clean room), UCSB Nanofab (1,170 m2, superconducting qubits, MEMS, 

photonics, imaging sensors), Harvard CNF (966 m2), Yale University (108 m2, superconducting 

qubits), Stanford (180 m2, various quantum techs), NIST NanoFab (1,800 m2 cleanroom), VTT in 

Finland (2,600 m2 cleanroom for 150 and 200 mm wafers, superconducting qubits and electronics, 

photonics), CNRS C2N (2,900 m2 clean room near Paris, photon quantum dots sources in GaAs, 

polaritons circuits, etc), CNRS Institut Néel (220 m2, near Grenoble, superconducting electronics and 

qubits, graphene, diamonds growth1481), Van Leeuwenhoek Lab at TU Delft (3,500 m2 cleanroom 

used by Qutech and TNO in The Netherlands), MyFab (Sweden), Fraunhofer IPM (400 m² clean room 

in Freiburg, various optical quantum sensors), Fraunhofer IPMS near Dresden (200 mm wafers 1,500 

m² cleanroom) and also PTB, Leibniz IPHT and Jülich in Germany, EPFL and ETH Zurich in Swit-

zerland and others like RIKEN and AIST (superconducting electronics, but also a strong CMOS 300 

mm manufacturing capacity) in Japan or UNSW in Australia. PoliFAB from Politecnico di Milano 

created an interferometer used by Pascale Senellart’s team to demonstrate the indistinguishability of 

photon clusters1482. The Shanghai Institute of Microsystem And Information Technology (SIMIT) has 

also its own fab. 

Pre-industry research fabs. These are the likes of IMEC (Belgium) and CEA-Leti (France) who 

create new semiconductor components and design new manufacturing processes before they are vol-

ume-produced in commercial fabs. These are larger fabs than the aforementioned research fabs. CEA-

Leti operates 11,000 m2 of cleanroom in Grenoble. IMEC cleanrooms totals 12,000 m2 in Leuven, 

Belgium. CEA-Leti produces silicon qubits wafers for its own usage as well as for vendors like Quan-

tum Motion (UK). These fabs produce wafers up to 300 mm. 

 

1481 See Fabrication of superconducting qubits by Vladimir Milchakov (IQM), September 2020, who describes the Institut Néel super-

conducting manufacturing capability and process. This fab also produces the TWPA electronics from Silent Waves, a spin-off startup 

from Institut Néel created in 2022. 

1482 See Quantifying n-photon indistinguishability with a cyclic integrated interferometer by Mathias Pont, Pascale Senellart, Fabio 

Sciarino, Andrea Crespi et al, January 2022 (21 pages). 
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https://www.linkedin.com/pulse/fabrication-superconducting-qubits-vladimir-milchakov/
https://arxiv.org/abs/2201.13333
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Likewise, the Center for Advanced Technology in Nanomaterials and Nanoelectronics (CATN2) from 

SUNY Polytechnic Institute in New York State has a cleanroom of 12,000 m2 producing 200 mm and 

300 mm wafers for AI, photonics, CMOS spin qubits, superconducting qubits and digital electronics. 

Foundry vendors. These are independent foundries manufacturing semiconductors for third parties. 

GlobalFoundries manufactures nanophotonic chipsets for PsiQuantum and Xanadu in Malta, New-

York State in their 41,400 m2 clean room on top of classical CMOS chipsets like the IBM Power 

processors. Infineon’s Villach fab in Austria manufactures trapped ions chipsets in its 23,000 m2 

cleanroom for Oxford Ionics1483. In Germany, Infineon is an industry partner of many other projects 

with superconducting qubits, qubit control electronics and NV centers qubits and sensing1484. In the 

USA, SkyWater is the largest foundry for superconducting electronics, working among others for D-

Wave, on top of working on various space applications and with DARPA. Formerly Cypress Semi-

conductor, Control Data and VTC, they consolidate a 7,360 m2 clean room in Minnesota and another 

one of 3,300 m2 in Florida and support 90 nm features geometries on 200 mm wafers. Lionix in The 

Netherlands manufactures nanophotonic circuits for its subsidiary QuiX. Larger foundries are usually 

needed for high-density chipsets, particularly with silicon qubits where patterns are relatively small, 

down to about 10 nm. OMMIC (2000, France) is a small foundry specialized in manufacturing III-V 

MMIC (monolithic microwave integrated circuit) which could comprise cryogenic amplifiers used in 

quantum computing. 

In-house vendor fabs. These are the fabs from quantum technology vendors who are self-sufficient 

for this respect. Intel manufactures its own quantum dots spin qubits chipsets in one of its clean rooms 

at its Hillsboro facility in Oregon. IBM also has its own manufacturing capacity for superconducting 

qubits and high-density silicon chipsets with a cleanroom of 3,600 m2 in Yorktown, New York State. 

Rigetti in the USA and IQM in Finland have their own small $20M fabs for their superconducting 

qubits chipsets. Google has also an in-house fab in Santa Barbara, California. SeeQC has a small 150 

mm wafers 200 m2 cleanroom dedicated to manufacturing superconducting electronics. Keysight also 

has its own III/V 1,200 m2 cleanroom, the High Frequency Technology Center (HFTC) in Santa Rosa, 

California1485. Qilimanjaro relies on a fab that was put in place in 2021 at TII in Abu Dhabi. At last, 

Thales has an in-house 4000 m2 III/V fab with CEA-leti as a partner. Having your own fab makes 

sense when you need to have a fast turn-around and test repetitively many generations of qubit chip-

sets. It is relatively affordable for producing superconducting qubits on small wafers. 

The USA, European Union and China all want to increase their share, self-reliance and supply secu-

rity with semiconductor manufacturing. In February 2022, the European Union launched the Euro-

pean Chips Act to “foster development of capacities in advanced manufacturing, design and system 

integration as well as cutting-edge industrial production”, with a public/private funding of €43B until 

2030. It includes international partnerships like when Intel is installing a new fab in Germany. The 

plan contains a provision for quantum technologies, to “set up advanced technology and engineering 

capacities for quantum chips in the form of design libraries for quantum chips, pilot lines, and testing 

and experimentation facilities”. This may provide some additional funding for the extension of the 

many quantum-related fabs mentioned before. 

In March 2022, the US Senate voted the CHIPS Act, with $52B funding. It was finally signed by 

POTUS in August 2022. 

 

1483 See Development of novel micro-fabricated ion traps by Gerald Stocker, November 2018 (96 pages) and Trapped ion quantum 

computing, Infineon. 

1484 See Infineon Participates in 6 Research Projects, Expands Commitment to Quantum Computing by Matt Swayne, The Quantum 

Insider, February 2022. 

1485 Their equipment is well documented in Keysight High Frequency Tech Center (HFTC) (15 pages). 

https://www.quantumoptics.at/images/publications/diploma/master_stocker.pdf
https://www.infineon.com/cms/en/product/promopages/trapped-ions/
https://www.infineon.com/cms/en/product/promopages/trapped-ions/
https://thequantuminsider.com/2022/02/19/infineon-participates-in-6-research-projects-expands-commitment-to-quantum-computing/
https://www.keysight.com/fr/en/assets/7018-04675/brochures/5992-0385.pdf
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It contains additional Federal budget of $152M per year for quantum technologies for the 2023-2027 

period, although seemingly not specific to components manufacturing. Chipsets USA manufacturing 

market share is in the 12% mark, above EU’s that sits around 9%. The rest is in Asia, mostly Taiwan, 

South Korea, China and Japan. 

Generic processes 

We’ll describe here the generic processes used to produce chipsets regardless of their use case, the 

most commonplace being bipolar, CMOS and BiCMOS chipsets1486. The story always begins with a 

wafer. 

Wafers are usually made of monocrystalline silicon sliced with wired diamond saws out of ingots 

manufactured with the Czochralski crystal growth method. They are sometimes completed with a thin 

buried layer of SiO2 (aka SOI, for silicon on insulator) and another thin layer of regular Si, using the 

SmartCut process invented by CEA-Leti and implemented by SOITEC and its licensing partners1487. 

SOI wafers have many interesting characteristics like reduced parasitic capacitances and low leakage 

currents. They are frequently used for nanophotonic circuits (like those from PsiQuantum manufac-

tured by GlobalFoundries) or for silicon qubits chipsets (CEA-Leti, Qutech, ...). 

 
Figure 526: a generic layout of a chipset manufacturing process. (cc) Olivier Ezratty, 2022. 

In other cases, wafers are made of III/V semiconducting materials (like GaAs or GaN, for manufac-

turing some nanophotonic circuits) or even sapphire (for some superconducting qubits and trapped 

ion circuits). 

 

1486 Bipolar transistors have a very high speed and are used in analog devices. CMOS transistors are slower and do not handle such 

high power as bipolar transistors but are aggressively scaled down in density and require far less power to operate. BiCMOS used both 

bipolar and CMOS logic that are co-integrated within the same chip, which requires additional process steps and incur higher costs. 

1487 The SmartCut process is not using a wire diamond saw like the ones used to slice wafers out of silicon ingots. It first creates a layer 

of SiO2 on a Si wafer using Si thermal oxidation in wet atmosphere, PECVD or CVD. Then, an ionic implantation of H or He is made 

on another Si wafer creating a sort of “glue”. The SiO2 side of the first wafer is bounded with this “glued” Si wafer and a thin layer of 

Si of that wafer is deposed on the SiO2 using a “layer splitting” process created by thermal annealing. The second Si wafer can be 

reused for another Si deposit cycle. Both the SiO2 and the overlay Si layers can be as thin as 10 nm. A variant of the SmartCut process 

is also used to depose a thin Si layer on sapphire wafers and thermal annealing is created with laser beams in a so-called “LLO” process, 

for laser lift-off. I found interesting SmartCut process descriptions in The advanced developments of the SmartCut technology: fabri-

cation of silicon thin wafers & silicon-on-something hetero-structures by Raphaël Meyer, 2018 (252 pages). 

circuit and 
pattern design

photomask
fabrication

photolithography
UV, DUV, EUV, PUV

electron beam
lithography

etching
wet or dry, ion 

milling or plasma 
based reactive 

ion etching

additive steps
chemical vapor

deposition (CVD), 
physical vapor

deposition (PVD), 
molecular beam

epitaxy (MBE), ion 
implantation

planarization
chemical metal
planarization

(CMP)

re
si

st
co

at
in

g

SOI preparation
adding a SiO2 buried 

oxyde thin layer

wafer polishing

Czochralski
crystal growh

wafer slicing

development
baking, 

negative or 
positive tone

resist

stripping 
and 

wafer cleaning

dicing, electrode
formation

wiring, bonding

wafer testing
characterization

packaging
end 

product
testing

several cycles depending on the 
number of layers in the chipset and 

also, cycles for metal layers

(c
c)

 O
liv

ie
r 

Ez
ra

tt
y,

 2
0

2
2

metal alloying, 
gate oxydation, 
dopant diffusion

patterning removing adding

heating

end of cycle ?
yes

no
wafer

ion beam 
lithography

back-end process
finishing

front-end process

https://tel.archives-ouvertes.fr/tel-01694114/
https://tel.archives-ouvertes.fr/tel-01694114/


Understanding Quantum Technologies 2022 - Quantum enabling technologies / Fabs and manufacturing tools - 538 

A wafer has a thickness ranging from 40 μm to 700 μm and its diameter ranges from a couple inches 

(for III/V and other small volume processes) to 300 mm and even 450 mm (for volume CMOS pro-

cesses). 

The most generic chipsets production processes then involve several cycles with the following suc-

cessive steps with a repeat cycle ranging from resist coating to planarization including patterning, 

removing and adding matter. 

When this cycle is over will all chipset layers added on top of the other, the process ends with various 

finishing steps up to a packaged chipset ready for integration. 

Patterning 

These are the process steps that define the places in the wafer where matter has to be removed with 

etching or added afterwards. It involves several steps that are defined during the design stages ex-

ploiting automated electronic design automation (EDA) software tools like those from ANSYS, Ca-

dence, Keysight Technologies, Synopsis, Xilinx and Mentor Graphics (in Siemens group). 

Resist coating is applied on the wafer with a photore-

sist liquid that will be later exposed during the lithog-

raphy process and selectively removed during devel-

opment. The coating is mechanically added with a dis-

penser nozzle positioned above the center of the rotat-

ing wafer attached to a chuck and spindle with vac-

uum pumping1488. 

EBR (edge bead removal) removes excess coating at 

the wafer edge with a solvent. Then a N2 based soft 

bake evaporates most of the solvent. 

 
Figure 527: resist spin coating. Source: Introduction to 

Semiconductor Manufacturing Technology by Hong Xiao 
(2148 slides). 

Photolithography is used to expose a special coating on selected areas. The photolithography tech-

nique makes use of a photomask and ultra-violet rays exposing a photoresist film or coating. It’s being 

used to produce silicon qubits and nanophotonic chipsets. The usual photolithography process in-

volves a stepper which moves the wafer under the camera to expose the wafer for each and every 

chipset to produce, and with a very high precision (<1 nm). It replaces mask aligners that are used 

when the photolithography process exposes the whole wafer in a single step. The size of the chipset 

is limited by the size of the photolithography reticle, which conditions the mask maximum size. 

Across time and density improvements, various ranges of ultraviolet wavelengths have been used. It 

started with UV, to DUV or deep ultra-violet under 248 nm, then to EUV (extreme ultra-violet) at 13 

nm and PUV at 6,5 nm which is border line to soft XRays. Starting with EUV, there is only one 

provider of photolithography system, ASML. 

Electron beam lithography (EBL) is another lithography technique, that is focusing a beam of elec-

trons on an electron-sensitive resist film to remove matter in specified areas, without requiring a mask 

like with photolithography. EBL can reach precisions of 1 nm which is excellent and better then pho-

tolithography. It is used to create precision nanostructures like with photon-generating quantum dots 

and also superconducting qubit chipsets. It is a very slow process compared with photolithography, 

so adapted to low volume and custom productions. An EBL looks like an electron microscope. Exist-

ing electron microscopes can be converted to run EBL tasks. 

Other less used varieties of lithography are ion-beam (using helium), laser lithography, the latter being 

used for resolutions above 500 nm, and STM (Scanning Tunnelling Microscopy) that can reach sub-

nm resolutions. 

 

1488 See the incredibly rich Introduction to Semiconductor Manufacturing Technology by Hong Xiao (2148 slides) and its eponymous 

book published in 2012 (524 pages). 

https://discourse-production.oss-cn-shanghai.aliyuncs.com/original/3X/2/3/23ec5af98d18d2a84c3b94b7f81a735a0a00fee3.pdf
https://discourse-production.oss-cn-shanghai.aliyuncs.com/original/3X/2/3/23ec5af98d18d2a84c3b94b7f81a735a0a00fee3.pdf
https://discourse-production.oss-cn-shanghai.aliyuncs.com/original/3X/2/3/23ec5af98d18d2a84c3b94b7f81a735a0a00fee3.pdf
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Development which removes the photoresist coating where it was or wasn’t exposed during the pho-

tolithography or electron beam lithography step. It depends on the photoresist material used which is 

either a negative (insoluble after exposure) or positive resist material (soluble after exposure).  

Positive photoresist enables better lithography resolution but is more expensive than negative photo-

resist. It uses so-called hard baking above 100°C to polymerize and stabilize the photoresist coating. 

 
Figure 528: the three main lithography techniques used for semiconductors manufacturing. Compilation (cc) Olivier Ezratty, 2022. 

There are many resist coatings depending on the process (photolithography or electron beam lithog-

raphy) and whether we are using a negative or positive resist. With positive resist, coating can be 

made of long polymer chains with weak chain bonds. Exposure creates chain scission in the exposed 

areas. These are dissolved during the chemical development process while the longer chains do not 

dissolve. Another process consists in using resist creating hydrophilic product when exposed, which 

are then dissolved by water. Negative coating can be made of monomers that polymerize when ex-

posed to light, and become non dissoluble by the solvent used in the development process. 

The photolithography process contains in total about 10 stages (coating, soft-baking, exposure, clean-

ing, hard-baking, ...). In volume production, these are handled in cluster tool systems, using one or 

several robotized systems to move the wafer from one tool to the next in a controlled environment. 

This ensure both productivity and production quality. Photolithography clusters vendors include 

Dainippon Screen, who partners with ASML. Cluster tools are also in place for other parts of manu-

facturing seen later, like etching and additive steps. Multi-axis robots and roof conveyors like those 

from Kuka and Muratec move wafer cassettes (handling 25 wafers) from one cluster to the other. 

photolithography electron beam lithography

use of a photomask and ultra-violet rays 
exposing a photoresist film or coating

focusing a beam of electrons on an 
electron-sensitive resist film to remove 

matter in specified areas

CMOS chipsets, superconducting 
circuits, high volume throughput

superconducting qubits Josephson junctions, 
sub 10 nm resolution but low throughput

DUV, EUV, PUV
electrostatic or magnetic lenses, 
scanning tunneling microscope

how it 
works

use 
cases

variations

ion beam lithography
focusing a beam of ions on an 

ions-sensitive resist film to 
remove matter in specified areas

III/V photonics and quantum dots, 
very high resolution structures



Understanding Quantum Technologies 2022 - Quantum enabling technologies / Fabs and manufacturing tools - 540 

        
Figure 529: two examples of such cluster tools, on the left with a Kurt Lesker OCTOS Automated Thin Film Deposition Cluster Tool 

(source) and on the right an Applied Materials Endura Clover MRAM PVD System (source). 

Removing matter 

These steps correspond to the removal of matter on the wafer based on the zones defined by the 

lithography process. 

Etching which removes matter in the uncovered areas, using wet chemical or dry physical methods, 

the dry methods being the most commonplace for high-density (VLSI) circuits. Various dry etching 

techniques include ion milling or sputter etching, and plasma based reactive ion etching. The first 

uses the projection of inert ionized noble gas while the second uses neutrally charged free radicals 

that react with the target surface. In general, a plasma is an ionized gas with the same proportion of 

positive and negative charges. There are also variants with anisotropic (orientation independent) or 

directional etching (orientation dependent). 

 
Figure 530: the various ways to remove matter in semiconductor manufacturing. Compilation (cc) Olivier Ezratty, 2022. Illustration 

sources: Wikipedia, others. 
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Stripping and cleaning which removes the remainder of the photoresist material.  In volume pro-

duction clean rooms, etching and stripping is handled by cluster tools with robotized handlers moving 

wafers from the etcher to the stripper tool, with a loading and unloading station extracting wafers 

from its carrier box (usually, containing 25 wafers in volume production environments). 

Planarization of the wafer uses physical polishing. It can be based on CMP (Chemical Metal Planar-

isation). It is generally implemented after additive steps. 

Adding matter 

Additive steps consist in adding some materials in the visible areas, like silicon or doped silicon in 

classical CMOS transistors, using boron or indium (for p-doping) and arsenic (As), phosphorus (P), 

antimony (Sb) or aluminum (Al) (for n-doping). Some of these processes are implementing an epitaxy, 

creating a perfect crystalline structure with the added material, in the feature layers (doped silicon, 

gates). Other processes like PVD and sputtering are not epitaxial and are used for the production of 

superconducting qubits. 

Additive steps can use various techniques like ion implantation, CVD (chemical vapor deposition, 

where the target surface is exposed to one or more volatile precursors, which chemically react and/or 

decompose on the target surface to leave a thin film deposit on the target, e.g. using silane SiH4 to 

deposit Si on the wafer, generating 2 H2 molecules), ALD (atomic layer deposition, a variation of 

CVD to create highly precise epitaxial atomic layers using repeat cycles), PVD (physical vapor dep-

osition under low pressure, where the material to deposit with evaporation, sputtering or plasma and 

then condenses on the target surface), sputtering being one type of PVD (using ion projection to pull 

material from a source and deposit it on the target wafer or ionized gas like argon that, thanks to a 

high-voltage applied to the target, is projected on the target and creates a plasma with the target atoms 

that then condenses on the surface of the chipset), e-beam deposition (another variety of PVD using 

electron beams to evaporate the matter to deposit on the wafer), PLD (pulse laser deposition, using 

femtoseconds laser pulses to extract matter from a source and then sent to the target), MBE which is 

a variety of PVD (molecular beam epitaxy, for thin-film deposition of single orderly crystal struc-

tures). CVD can be plasma based. 

In the last process cycles, these steps are related to the creation of several superposed metal layers 

connecting the various semiconducting circuits created in the earlier steps. With superconducting 

qubits, aluminum, and aluminum oxide (or niobium) sputtering is implemented in this step. 

 
Figure 531: the various ways to add matter in semiconductor manufacturing. Compilation (cc) Olivier Ezratty, 2022. 
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Metal layers. When all cycles related to the functional parts of the circuits are finished, some elec-

trodeposition of metal is made to connect the chipset to the outside world, usually copper or aluminum 

(in the case of superconducting qubits and electronics) and copper-aluminum alloys. Metal layers are 

created with a mix of lithography-etching and PVD/CVD. As metal layers are added, their density is 

decreasing. Then, some wiring may be added and bonding or bumps plus packaging. In CMOS de-

signs, the “front-end-of-line” (FEOL) contains the individual active elements (transistors, capacitors, 

etc.) while the “back end of line” (BEOL) contains the metal layers. 

So-called 3D chipsets like the supercon-

ducting qubits chipsets from IBM, OQC 

and others result from the assembly and 

perfect alignment of stacked chipsets. 

CEA-Leti (France) is collaborating with 

Intel in the design of such innovative 3D 

packaging technologies. 3D stacking 

makes use of TSV or through silicon vias, 

which establishes a metal connection 

from top to bottom of a chipset or from the 

active layer to the front plane through the 

wafer. 

 
Figure 532: typical metal layers of a semiconductor. 

A TSV hole is created with reactive ion etching, copper electrochemical deposition for creating a seed 

layer and electroplating to fill the hole1489. 

Heating 

Thermal processes are implemented for various purposes like dopant activation and diffusion, gate 

oxidation (Si+2O→SiO2), metal reflow which smooths its surface usually in an atmosphere of N2 or 

H2O, metal alloying and chemical vapor deposition. One used technique involves rapid thermal an-

nealing, using a vertical or horizontal furnace. 

Finishing 

These are the product finishing tasks undertaken when the patterning-removing-adding-heating cycle 

is completed (the front-end process). The aim here is to turn the chipset on its wafer into a functional 

component with its connectivity. It’s also called the back-end process. 

 
Figure 533: the finishing steps of semiconductor manufacturing with dicing, wire bonding and molding. Compilation (cc) Olivier 

Ezratty, 2022 and The semiconductor manufacturing process (back-end process), Matsusada, February 2022. 

 

1489 See Tutorial on forming through-silicon vias by Susan L. Burkett et al, January 2020 (16 pages). 

https://www.matsusada.com/column/sc_mfg_proces-back-end.html
https://avs.scitation.org/doi/10.1116/6.0000026
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Wafer testing. Then, testing and characterization is done to make sure the manufactured components 

meet the required quality. One inspection tool used is electron microscopes, which can also be used 

to analyze the patterning quality between each patterning cycle. Wafers containing chipsets operating 

at cryotemperatures can be tested by a cryo-prober like the one provided by Bluefors/Afore and being 

used by Intel in Oregon and CEA-Leti in Grenoble. 

Electrode formation, wiring and bonding. These are more traditional steps to add macro-elements 

to the circuit that will connect them to the outside world. This is done after the chipsets are extracted 

from the wafer with dicing. 

Packaging. It is mostly about putting plastic and sometimes metal shielding for specific applications 

(space, military, quantum) around the chipset and its bonds/wires. The component can be then inte-

grated in a system with its surrounding electronics. 

End-product testing. The electronic circuit is fully functionally tested here before being used. 

The manufacturing yield is the percentage of functional chipsets at the end of manufacturing. Each 

intermediate manufacturing step has its own yield, and the end yield is the result of the multiplication 

of each step yield. 

Quantum process specifics 

Each and every chipset is manufactured with a specific recipe with many steps involving different 

tooling and dozens of parameters (tool, chemical compounds, temperature, pressure, angles, ...). Put-

ting in place such processes is tedious and require very specialized skills. The whole manufacturing 

process for a chipset can last from a couple hours to a couple months depending on its complexity. 

All in all, a new chipset design, manufacturing and testing can last between a couple weeks to 2,5 

years depending on the product and process. 

Superconducting qubits 

Manufacturing a superconducting qubit chipset is both rather specific and simple, at least, compared 

to classical silicon CMOS chipsets and their epitaxy processes, creating pure crystalline semiconduct-

ing structures. It explains why so many labs in the world have their own cleanroom able to prototype 

such chipsets. A superconducting chipset wafer can usually be produced in less than a week when it 

can last months for CMOS chipsets1490. There are of course many variations and as the superconduct-

ing chipsets become more complicated, assembling up to three stack chiplets, and with more lithog-

raphy steps, the production cycle gets longer. 

We’ll describe here one of the methods to create a superconducting qubit chipset which is derived 

from the bridge-based Niemeyer-Dolan bridge technique1491. The superconducting qubit core feature 

is its Josephson junction made of three layers: a conducting metal like aluminum and its oxide insu-

lator variant in between. It’s surrounded by metal structures for creating capacitances and a resona-

tor1492. 

 

1490 See a couple examples of superconducting qubits manufacturing process descriptions in Manufacturing low dissipation supercon-

ducting quantum processors by Ani Nersisyan et al, Rigetti, January 2019 (9 pages), Simplified Josephson-junction fabrication process 

for reproducibly high-performance superconducting qubits by A. Osman et al, Chalmers, November 2020 (7 pages) and the thesis 

Micromachined Quantum Circuits by Teresa Brecht, Yale University, December 2017 (271 pages). 

1491 There are other Josephson junction techniques like the Manhattan bridge. See Improving Quantum Hardware: Building New Su-

perconducting Qubits and Couplers by Thomas Michael Hazard, Princeton, 2019 (136 pages). 

1492 The schema below comes from Resonant and traveling-wave parametric amplification near the quantum limit by Luca Planat, June 

2020 (237 pages). It describes the process for the creation of a Josephson junction in a TWPA, and is very similar to a superconducting 

qubit. 

https://arxiv.org/abs/1901.08042
https://arxiv.org/abs/1901.08042
https://arxiv.org/abs/2011.05230
https://arxiv.org/abs/2011.05230
https://rsl.yale.edu/sites/default/files/files/RSL_Theses/Brecht_Thesis_Final_ScreenVersion.pdf
https://physics.princeton.edu/archives/theses/lib/upload/Hazard_Thomas_Thesis_.pdf
https://physics.princeton.edu/archives/theses/lib/upload/Hazard_Thomas_Thesis_.pdf
https://tel.archives-ouvertes.fr/tel-03137118/file/PLANAT_2020_archivage.pdf
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• The wafer substrate is made of either sapphire or intrinsic silicon (meaning monocrystalline and 

undoped). Silicon is commonplace but has its shortcomings: it must be deoxidized, since SiO2 is 

damaging the qubit’s quality. Sapphire can’t be oxidized but is less commonplace. The wafer may 

be gold plated on its unpolished side to ensure good electric and thermal contacts between the 

chipset and the chip-carrier. 

• Resist deposition is done using the spin-coating technique and with two layers of resist one on 

top of each other. The bottom one is more sensitive to the e-beam than the one above. 

• E-beam lithography exposes some of the resist to an electron beam. This is a rather slow process. 

It uses a double insolation process with different strengths to attack the two resins layers. 

• Development where the resist is removed from the hole exposed by the e-beam and etching which 

creates an undercut carved in the resist. 

• First metal evaporation where a first layer of aluminum is deposited with an angle +θ.  It creates 

the first layer of the Josephson junction. 

• An aluminum oxide layer is grown during an oxidation step. The gate can be less than 1 nm thick. 

• Second angled metal evaporation to create a new layer above the oxidized aluminum from the 

Josephson junction gate. It is done in the opposite angle -θ to cover a different area in the hole. 

• The residual resist may in some situations be removed with a CMP process or more classically 

dissolved in solvent during the lift off step. For these, no additional layer or isolation layer is 

added on the Josephson junction. 

All of this process was just about creating a single Josephson junction that is usually 200 nm wide. A 

classical superconducting qubit contains at least two other circuits: capacitances (about 100 μm to 

600 μm wide), a resonator (aka superconducting coplanar waveguide) and a microwave network. 

 
Figure 534: the process of manufacturing a superconducting qubit or superconducting component like a TWPA. Source: Resonant and traveling-

wave parametric amplification near the quantum limit by Luca Planat, June 2020 (237 pages). Comments added by Olivier Ezratty in 2022. 
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The network and resonator can be created using 193 nm UV lithography or laser lithography and 

negative resist etching, meaning the metal is first deposited everywhere (except on the Josephson 

junction) and then, the resist coating is removed where it was not exposed. RIE (reactive ion etching) 

can also be used, particularly for creating resonators. This process can make use of aluminum, nio-

bium, TiN (titanium nitride) as developed by John Martinis in 2013 and even indium1493. TiN is ap-

preciated thanks to its ability to avoid oxidation. Titanium nitride (TiN) can be used as an isolation 

layer on top to a sapphire substrate to avoid dielectric losses between the various qubit’s compo-

nents1494. 

Superconducting qubits circuits are usually rather simple and only 2D with no additional metal layers 

and no insulator since there are no good insulators available. There’s an empty space of a minimum 

2 mm height above and below the chipset in its (copper) packaging. On the other hand, superconduct-

ing electronics dies can superpose up over 10 alternating layers of niobium and dielectric, usually 

SiO2. The surrounding connections are themselves superconducting and the chipset edge is connected 

to gold or aluminum wires and bonds. Andreas Fuhrer Janett from IBM Zurich labs developed a pro-

cess and apparatus to put the chipset in ultra-high vacuum (UHV) during assembly1495. According to 

IBM, the UHV can contribute to create less noisy qubits. 

The connectivity constraints explain for example the limitations of the chimera structure in D-Wave 

superconducting qubits layout. The trend is to create 3D structures, assembling several chipsets, with 

one being dedicated to electronic signals controlling the qubits, like with Google, IBM and OQC. 

The chipsets are assembled using wafer bonding, connecting metal layers using indium thanks to it 

ductility, even in low temperatures and at relatively low temperature (156°C). 

The chipset density is not very high as compared with classical CMOS chipsets. The quality and 

fidelity of the superconducting qubits depends on several factors including materials purity1496. The 

manufacturing yield of superconducting chipsets can however be as low as 1% but is usually above 

70%1497 . One avenue to potentially improve the manufacturing quality of superconducting qubits 

would be to produce them with 300 mm CMOS fab technologies. That’s what IMEC has been exper-

imenting in 2022 with producing qubits of rather good quality (but not stellar), using argon milling 

and subtractive processes1498. 

We mentioned a lot aluminum so far. It is not the only superconducting metal used with Josephson 

junctions.  While aluminum is used for superconducting qubits, niobium is used for superconducting 

electronics (SFQs, already covered) and SQUIDs sensors with the advantage of being a superconduc-

tor at 9K versus 1.2K for aluminum. 

Superconducting nanowire single photon detectors 

Superconducting nanowire single photon detectors (SNSPDs) can be manufactured with NbTiN sput-

tering on sapphire1499. 

 

1493 See Sputtered TiN films for superconducting coplanar waveguide resonators by S. Ohya, John Martinis et al, UCSB, 2013 (9 pages). 

1494 See Titanium Nitride Film on Sapphire Substrate with Low Dielectric Loss for Superconducting Qubits by Hao Deng et many als, 

Alibaba, May 2022 (10 pages). The use of TiN enables qubit lifetimes of up to 300 µs. 

1495 See Ultrahigh vacuum packaging and surface cleaning for quantum devices by M. Mergenthaler, Andreas Fuhrer et al, 2021 (6 

pages). 

1496 See Material matters in superconducting qubits by Conal E. Murray, IBM Quantum, 2019 (98 pages). 

1497 It was the yield with IBM’s 17 qubits chipsets in 2018 according to Towards Efficient Superconducting Quantum Processor Archi-

tecture Design by Gushu Li et al, 2019 (15 pages). 

1498 See Path toward manufacturable superconducting qubits with relaxation times exceeding 0.1 ms by J. Verjauw et al, npj, August 

2022 (7 pages). 

1499 See NbTiN for improved superconducting detectors by Julien Zichi, KTH Sweden, 2019 (86 pages). 

https://web.physics.ucsb.edu/~martinisgroup/papers/Ohya2013.pdf
https://arxiv.org/abs/2205.03528
https://arxiv.org/abs/2010.12090
https://arxiv.org/ftp/arxiv/papers/2106/2106.05919.pdf
https://arxiv.org/abs/1911.12879
https://arxiv.org/abs/1911.12879
https://www.nature.com/articles/s41534-022-00600-9
https://www.diva-portal.org/smash/get/diva2:1316907/FULLTEXT01.pdf
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Trapped ions circuits 

These circuits implementing Paul or Penning traps are manufactured using a mix of techniques with 

e-beam metal evaporation-based deposition of titanium and gold, etching process, and femtosecond-

laser machining for 3D surfaces shaping using tools like those from FEMTOprint1500. 

Photon-generating quantum dots  

Like the ones from CNRS C2N and Quandela are manufactured with adding about 100 layers alter-

nating GaAs and GaAsAl compounds using molecular beams epitaxy. Adding these many layers can 

still be implemented in a couple hours. In the middle of the road, special techniques are used to deposit 

the planar λ cavity made of a couple hundred of InGaAs. The cylinder cut for the quantum dot en-

closing is implemented with ion milling1501. 

Silicon qubits  

Their manufacturing is very close to traditional CMOS manufacturing techniques. It requires 

UV/EUV photolithography due to the relatively high features density in the chipsets (which can go 

as low as 10 nm). The etching processes are also rather similar. The materials purity is an important 

figure of merit to ensure the quality of the manufactured qubits as it is with superconducting qubits. 

 
Figure 535: various implementations of silicon spin qubits. Source: Scaling silicon-based quantum computing using CMOS 

technology: State-of-the-art, Challenges and Perspectives by M. F. Gonzalez-Zalba, Silvano de Franceschi, Edoardo Charbon, Maud 
Vinet, Tristan Meunier and Andrew Dzurak, November 2020 (16 pages). 

 

1500 See the thesis Multi-wafer ion traps for scalable quantum information processing by Chiara Decaroli, ETH Zurich, 2021 (248 

pages) which provides a lot of insights on trapped ion architectures and circuits manufacturing. 

1501 See the details in Near-optimal single-photon sources in the solid-state by Niccolo Somaschi, Valerian Giesz, Pascale Senellart et 

al, 2015 (23 pages). 

https://arxiv.org/abs/2011.11753
https://arxiv.org/abs/2011.11753
https://ethz.ch/content/dam/ethz/special-interest/phys/quantum-electronics/tiqi-dam/documents/phd_theses/Thesis_Chiara_Decaroli
https://arxiv.org/abs/1510.06499
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The silicon wafers used to create spin qubits are covered by a layer of about 100 nm of 28Si using a 

wafer scale CVD process. 

All the other functional and isolation layers using silicon are also based on 28Si, mostly through silane 

(SiH4). There are many variants with Si/SiGe heterostructures, Al/AlOx structures, etc. 

The chipset vertical structure is relatively simple, with only a few metal layers, and some control 

electronics usually placed in a separate chipset that is bonded to the qubits in a 3D fashion. In its 

various research papers published at APS March meeting in 2022, Intel did showcase how manufac-

turing quality had an impact on the quality of quantum dots spin qubits. In October 2022, they added 

some information on the quality and yield of their silicon qubits wafers1502. 

Tools 

We’ll cover here some specific manufacturing tools that are used for producing quantum technologies 

semiconductor components. The breadth of tools in semiconductor fabs is much broader with tools 

from vendors like ASML (UV and EUV photolithography) and Applied Materials (PVD, CVD, 

etching and stripping, ...).  Their tools are used in high-volume large fabs while many of the quantum-

specific production tools are used more for research purpose and for small scale industrial production. 

 

Plassys Bestek (1987, France) develops and manufactures vacuum and ultra-

high-vacuum thin film deposition systems with a turnover of about 7M€. Most 

of their tools are based on physical vapor deposition (PVD) processes (vapor-

ization of metal or compounds for deposition on a substrate, all under vacuum). 

Positioned at the end of the 1990s as a key supplier of equipment for the fabrication of superconduct-

ing qubits, they have developed a wide range of electron beam deposition systems dedicated to con-

trolled angle evaporation under the name "MEB" which makes Plassys the leader for this technology 

(Yale University, Rigetti Computing, QCI, NTT, Oxford, CEA Saclay, Qilimanjaro, TU Delft, VTT… 

rely on their tools). The “MEB” tools used an electron beam to melt and to evaporate materials that 

allows the deposition of aluminum films for forming the Josephson junctions or for resonators as well 

as of niobium as underlayer or as resonators. They also provide sputtering tools for depositing various 

kind of superconducting films (Al, Ti, Nb, Ta, MoSi, MoGe, nitrides…) and other elemental materials 

or more or less complex compounds. Sputtering tools integrates cathodes on which a bias voltage is 

applied under a controlled atmosphere of gas mixture including argon for generating a plasma around 

10-3 – 10-2 mbar. Positive ions from the plasma are attracted by the cathodes on which a “target” made 

from the material source you want to deposit. The high energy of the ions sputters the target inducing 

then the generation of a vapor that condensates on to the substrate.   

They also supply the SSDR150 chemical vapor deposition (CVD) reactor for the growth of ultra-pure 

diamonds which is the raw material for the development of NV center based technologies. This CVD 

process is using hydrogen and methane (CH4) at a pressure around 100millibars1503 with the assis-

tance of a microwave source generating a high density plasma. They also handle diamond doping 

with nitrogen, boron, phosphorus…. 

Their R&D and production machines dedicated to quantum technologies are now grouped under the 

Qutek Series brand. In addition to the MEB systems, Qutek series includes MP systems (sputtering 

deposition for superconducting or photonic devices) and thermal evaporation system for indium 

bumps (used for connecting superconducting qubits). 

 

1502 See Intel Hits Key Milestone in Quantum Chip Production Research, Intel, October 2022. 

1503 The CVD diamond growth process is described in Diamond growth by chemical vapour deposition by J. J. Gracio et al, 2011 (75 

pages). 

https://www.intel.com/content/www/us/en/newsroom/news/intel-hits-key-milestone-quantum-chip-research.html#gs.etertj
https://hal.archives-ouvertes.fr/hal-00597830/document
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Figure 536: various production machines from Plassys-Bestek. Source: Plassys-Bestek. 

 

Angstrom Engineering (1992, Canada) is a manufacturing tool vendor. Their 

Quantum Series line of physical vapor deposition (PVD) systems is adapted to 

the creation of Josephson Junctions, from using an electron beam source to 

deposit aluminum, magnetron sputtering for niobium and ion beam cleaning. 

 

Kelvin Nanotechnology (2020, UK) is an electron beam lithography and 

nanofabrication tooling company. It manufactures various miniaturized 

MEMS and photonic components used in quantum technologies. 

These include 3D ion traps, various photonic devices, MEMS gravimeters and lasers built on 200 mm 

wafers in features going as low as 20 nm. They are based at the James Watt Nanofabrication Centre 

(JWNC) in Glasgow, Scotland. 

 
Orsay Physics (1989, France) is a subsidiary of Tescan Orsay Holdings 

(Czech Republic - France). It provides manufacturing tools for focused ion and 

electron beam processes. 

Out of these, their nitrogen-FIB (i-FIB, for focused ion beam) is being used to create NV centers in 

nano- and micro-structures with high precision, like in NV center arrays with 2 µm separations be-

tween the centers1504. 

 

Riber (1987, France) is a manufacturer of MBE reactors, used mostly in III/V 

and II/VI multi-layers epitaxy processes. 

They handle various MBE processes: solid sources MBE, Plasma-Assisted MBE (PAMBE), Metal-

Organic MBE (MOMBE), Gas Source MBE (GSMBE) and full gaseous Chemical Beam epitaxy 

(CBE). A Riber MBE reactor is being used to manufacture the 100+ layers quantum dots based photon 

sources from Quandela. 

 

Raith (1980, Germany) provides nanofabrication and electron beam lithogra-

phy instruments. These tools are involved in the manufacturing of all sorts of 

qubits, trapped ions, superconducting, electron spin, topological qubits, NV 

centers and nanophotonics. 

 

Picosun Group (2003, Finland, 17.4M€) is a manufacturer of atomic layer 

deposition (ALD) tooling used in the production of various electronic compo-

nents (imaging sensors, LEDs and OLEDs, MEMS, etc). 

Their technology can be used to create graphene structures among other things. 

 

1504 See i-FIB application note. 

https://www.orsayphysics.com/i-fib
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They are one of the Finish industry partners of QuTI, a 10M€ collaborative research project on quan-

tum related components manufacturing and testing. They partner with VTT, Bluefors, Afore, IQM, 

Quantastica, Saab, Vexlum and the Finish offices from Rockley Photonics (USA) and CSC (USA). 

 
Encapsulix (2011, France) develops ultra-short cycle time ALD systems. It’s 

mostly used in the production of OLED in encapsulated quantum dots. 

 

Samco Inc (Japan) is a provider of thin film deposition, microfabrication and 

surface cleaning, CVD and other treatment machines.  

Their tooling includes PECVD systems (plasma-enhanced CVD), SiC CVD systems, ALD (atomic 

layer deposition) systems, reactive-ion etching (RIE) systems, Inductively Coupled Plasma (ICP) 

etching systems, Silicon Deep Reactive Ion Etching (DRIE) systems for MEMS device fabrication 

and TSV (through-silicon-vias) via-hole etching and plasma cleaners. These systems are used to pro-

duce various sorts of quantum components like niobium and tantalum based superconducting circuits, 

from qubits to surface acoustic waves filters1505 and GaAs photonic components. 

 

ADNANOTEK (Taiwan, 1999) is a provider of MBE, PLD (pulsed laser dep-

osition which is a variation of PVD) and Laser MBE PLD, various sputtering 

systems, EBE (electron beam evaporators), Ion Beam Sputter Deposition 

(IBSD), ALD (atomic layer deposition), Plasma Enhanced Atomic Layer Dep-

osition (PEALD) and various ultra-high vacuum equipment. 

 

CVD Equipment Corporation (USA) is specialized in CVD and dry etching 

systems that can be used for various semiconductor production, including III/V 

and nanophotonic chipsets. 

 
Plasma-Therm (USA) has a broad range of plasma and ion beam etching and 

deposition used among other things in GaAs components manufacturing. 

The company made several acquisitions: Advanced Vacuum Europe of Lomma (1993, Sweden) in 

2011, Nanoplas France in 2015, Nano Etch Systems (2009, USA) in 2016, Kobus and Corial (France) 

in 2018, JLS Designs Ltd (UK) in 2020. The company opened in 2018 its European Head Office in 

Grenoble, France, and in 2020, one process and technical support office in Singapore. 

 

Izovac Photonics (Lithuania) provides the IZOVAC range of products vacuum 

coating equipment using vacuum sputtering (magnetron sputtering, Ion Beam 

Assisted Deposition, Ion beam sputtering, DLC (Diamond-Like Carbon) coat-

ing by PECVD (Plasma Enhanced Chemical Vapor Deposition). Their main 

market are the display and touch screen manufacturing. They also develop cus-

tomized vacuum deposition equipment. 

 

Evatec (Switzerland) provides a family of evaporation, sputtering and PECVD 

products covering various needs including in MEMS and photonics applica-

tions. They also develop and sell wafer cassette-to-cassette processing tools in 

their Clusterline family. 

 

Prevac (Poland) has a breadth of semiconductors manufacturing tools includ-

ing an UHV Magnetron Sputtering System working with 3-inches wafers and 

PLD systems. They also sell an UHV multichamber cluster tool to automate a 

process with a thin film layer growth deposition chamber, load-lock chambers 

and a transferring tunnel. 

 

1505 See Towards practical quantum computers: transmon qubit with a lifetime approaching 0.5 milliseconds by Chenlu Wang et al, 

NPJ, January 2022 (6 pages) and Niobium (Nb) Plasma Etching Process (RIE or ICP-RIE), Samco. 

https://www.nature.com/articles/s41534-021-00510-2
https://www.samcointl.com/portfolio/niobium-etching/
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Seki Diamond Systems (Japan) is a subsidiary of Cornes Technologies 

(USA) that sells CVD diamond reactors producing synthetic diamonds and 

supporting Microwave Plasma CVD, Hot-Filament CVD and Low Tempera-

ture CVD. It covers broad industry use cases. 

 
Polyteknik (2005, Denmark) provides PVD and coating systems, including 

their Flextura e-beam PVD system. 

 

Besi (1995, The Netherlands) or BE Semiconductor Industries, is the world-

wide leader in semiconducting assembly machines (die attach, packaging, plat-

ing). One key use case if 3D chiplets assemblies. The company participates to 

the EU project MATQu to create a manufacturing capacity of superconducting 

chipsets on 300 mm silicon wafers. 

 

SOITEC (1992, France) is a company producing SOI wafer which contain an 

isolation layer of SiO2. These wafers are commonplace in many quantum tech-

nologies semiconductor components. 

SOITEC acquired EpiGaN (2010, Belgium, 4M€) in 2019. It adds GaN wafers production to their 

portfolio. 

Some other vendors can be mentioned like RECIF Technologies (France) with its wafers handling 

and sorters, Heidelberg (Germany) and its mask writer, Süss MicroTec (Germany) and its photomask 

handling and mask aligners, Keysight Technologies (and its NX5402A silicon photonics hybrid wafer 

testing system), Oxford Instruments (UK) and its RIE plasma etchers from the Plasmalab family 

and ALD systems, Vistec (USA) and STS Elionix (USA) and their e-beam writers, Transene Com-

pany (USA) and their etching systems, Pureon with its diamond based Chemical Mechanical Pla-

narization tools (CMP)1506, Polygon Physics (2013, France) which provides ion, electron, plasma and 

atom sources based on ultracompact and ultralow power electron cyclotron resonance plasma tech-

nology (ECR) and Multi Beam Sputtering tools (MBS), JEOL (Japan) and Multibeam (USA) and 

their e-beam lithography systems, Thermo Fisher (USA) and its e-beam lithography and ion milling 

systems, Veeco (USA) and its lithography, MBE, CVD, PVD, ion beams, ALD and dicing systems, 

Aixtron (1983, Germany) and its CVD systems, NuFlare (Japan) and its mask writers and epitaxial 

growth reactors, AJA International (1989, USA) and its thin film deposition systems including mag-

netron sputtering, e-beam evaporation, thermal evaporation, and ion milling systems and Denton Vac-

uum (1964, USA) and its evaporation, sputtering, PE-CVD and ion beam deposition tools. 

Let’s add a couple software design tools: 

 

NanoAcademic Technologies (2008, Canada) is a company created by Hong 

Guo rom McGill University and Yu Zhu and Leil Liu (all coming from China) 

which sells quantum materials software simulation tools like NanoDCAL. It is 

used to simulate the physics of quantum chipsets like superconducting qubits. 

 

QuantCAD (2021, USA) is a company created by Michael Flatté and based 

in Iowa that develops and sells CADtronics and qNoise, a suite of simulation 

software that models noise and current in quantum devices. It is used to design 

various quantum components, including quantum sensors and optoelectronic 

devices. 

 

1506 In 2020, Microdiamant (Switzerland) acquired Eminess Technologies from Saint Gobain and was rebranded as Pureon. 
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Other enabling technologies vendors 

These companies are developing physical components and enabling technologies that can play a role 

in building quantum computers. 

More often, as this market remains limited to research, these startups are more generalist and target 

broader markets than quantum computing, covering physics research in general and even various 

industrial applications. 

 

Aeponyx (2011, Canada, $11,4M) is a fabless micro-optical switch semicon-

ductor chips designer and manufacturer, specialized in Micro-Electro-Mechan-

ical-Systems (MEMS) and Silicon Photonics. 

 

Alter Technology (2006, Spain/Germany) is a subsidiary of the German group 

TÜV NORD specialized in micro and optoelectronics engineering for space 

and harsh environment applications.  

It has labs in UK, France, Spain and Italy. They develop several quantum enabling technologies like 

frequency-stabilized lasers used to control cold atoms, an ion-trap chip carrier, entangled sources of 

photons for space based QKD, a squeezed light quantum MEMS gravimeter. 

 

AuroraQ (2017, Canada) creates communication systems based on supercon-

ducting qubits, including quantum communication repeaters. It is comple-

mented by the QSPICE Design software which allows the design of supercon-

ducting quantum circuits. In other words, this is an ultra-niche market1507. 

 

DiamFab (2019, France) is a spin-off of Institut Néel in Grenoble specialized 

in the growth of doped diamond layers on a diamond wafer substrate. 

Among other markets, they also target NV center use cases in quantum technologies. Diamond is also 

used as a high-performance semiconductor for power applications for diodes and field-effect transis-

tors. 

HiQuTe Diamond (2022, France) is a company created by Riadh Issaoui, Ovidiu Brinza, Fabien 

Bénédic, Alexandre Tallaire and Jocelyn Achard, who are researchers from LSPM in Paris, France 

(Laboratoire des sciences des procédés et des matériaux). They produce high quality diamond crystals 

used in quantum technologies. 

 

Elementsix (1946, Luxembourg) is a subsidiary of De Beers Group, the 

world's leading diamond producer, which, among other things, manufactures 

synthetic diamonds for use in NV centers based systems, mostly used in quan-

tum sensing.  

They hold a large number of patents in the related processes. In September 2021, they launched DNV-

B14, a new chemical vapor deposition (CVD) made quantum-grade diamond with a uniform and x 

10 higher density of NV spin centers. 

 

Hummink (2020, France) developed a patented technology combining a na-

nometric “pen” with an oscillating macro-resonator to perform a capillary dep-

osition of various liquids. 

It can print conducting materials with an existing choice of 10 different materials. It can be used to 

add precision items on devices in 3D. 

 

1507 See The Geometry of a Quantum Circuit and its Impact on Electromagnetic Noise, 2018 (15 pages). 

https://arxiv.org/abs/1805.02341
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Labber Quantum (2016, USA) develops software solutions for controlling 

the qubits of experimental quantum computers with Python scripting handling 

electronics hardware control (AWGs, DACs, ADCs), data storage and visuali-

zation. They are used to calibrate qubits. The startup was acquired by Keysight 

Technologies in March 2020. 

 
LakeDiamond (2015, Switzerland, €2M) produced synthetic diamonds used 

to create NV centers qubits in diamonds or with quantum sensing. 

They use vacuum deposition with the CVD method (Chemical Vapor Deposition). The company 

closed in February 2020 after getting funding from an ICO in 2018 (Initial Coin Offering, using some 

crypto currency). 

 

Lucigem (2016, Australia) manufactures fluorescent nano-diamonds that can 

be used in various quantum applications, particularly for medical imaging. The 

company is the result of work carried out at Macquarie University in Sydney. 

 

Diatope (2021, Germany) creates diamonds with NV centers for quantum 

sensing and quantum computing applications. It is a spinoff from the Institute 

for Quantum Optics at Ulm University by Johannes Lang, Christoph Findler 

and Christian Osterkamp.  

They produce NV centers using isotopically purified 12C and do provide NV centers benchmarking 

services. 

Qzabre (2018, Switzerland) creates NV center-based tips and probes to be used in scanning micro-

scopes. They also sell a NV center microscope, the QSM. The startup was created by Christian Degen 

from ETH Zurich. 

                  

Adamas Nano (2010, USA) sells nanodiamond particles for various use cases including NV centers-

based sensors. Bikanta (2013, USA, $1.7M), Cymaris Labs (2004, USA) and FND Biotech (2016, 

Taiwan) sell fluorescent nanodiamond targeting medical imaging applications. Diamond Materials 

(2017, Germany) is a manufacturer of various variations of diamonds including NV centers. Quan-

tum Diamant (Germany) also produces NV centers diamonds, for quantum sensing. 

It is a spin-off from TUM (the Technical University of Munich). Photonanometa (2011, Russia) is 

another producer of diamond with NV-center defects. 

 
M-Labs (2007, Hong Kong), formerly known as Milkymist, is working on the 

ARTIQ (Advanced Real-Time Infrastructure for Quantum physics) project. 

This system combines hardware and a real-time oper-

ating system to control quantum computer hardware 

based on trapped ions. It's a bit like the trapped coun-

terpart of startups such as the Israeli Quantum Ma-

chines. They have developed their own FPGA circuit 

for ARTIQ, all programmed in Python. The solution 

has been developed with the Ion Storage Group team 

at NIST in the USA, working on ion trapped qubits. 

The company was founded by a French engineer, 

Sébastien Bourdeauducq. 
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Nano-Meta Technologies (2010, USA) is a spin-off from the University of 

Perdue that aims to create a quantum information storage system. It is in fact 

a private contract research laboratory. 

It commercializes intellectual property on technologies associating photonics and nanomaterials that 

could be used in quantum cryptography systems. 

 

Photon Spot (2010, USA) develops nanowires based single photon detectors. 

They have received a DARPA funding of $100K in 2014 and $1.5M in 2015. 

 

QBee.eu (2020, Belgium) is a sort of quantum accelerator or incubator created 

by Koen Bertels, who also leads the Quantum Computer Architectures Lab in 

TU Delft and also works at Qutech.  

They run various research projects like defining a quantum micro-architecture for quantum accelera-

tors using the OpenQL language from TU Delft, a quantum computing emulator, quantum genomics 

and quantum finance plus some services in education and consulting. 

 

Q-Lion (2019, Spain) develops an error correction code solution for trapped 

ion qubits. The startup is a spin-off from the Bank of Santander's Explorer in-

cubation program. It was created by Andrea Rodriguez Blanco, who was still 

working on a thesis in 2020. 

QuantTera (2005, USA) is a contract R&D company created by Matt Kim that develops nano-engi-

neered photonic devices targeting photonic telecommunications and wireless applications. It is mainly 

using silicon-germanium based photonics. It says it target quantum applications, with no details. 

 

QuTech (2014, The Netherlands) is the quantum hardware spin off from TU 

Delft University. It collaborates with Intel in the development of superconduct-

ing qubits and with Microsoft in topological quantum. 

The company is an applied contract research laboratory. It also develops software, such as the Quan-

tum Inspire development platform, which enables quantum algorithms to be run on conventional 

computers in emulation mode. It provides a graphical programming interface in the QASM language. 

The code can then be executed in emulation mode in the cloud on a classic machine, the Dutch na-

tional supercomputer Cartesius, with 5, 26 and 32 qubits, depending on the chosen package. 

Cartesius is equipped with thousands of Intel Xeon and Xeon Phi CPUs and a few dozen Nvidia Tesla 

K40m GPUs with 130 TB of memory delivering 1.84 PFLOPS. The equipment comes from Atos. 

Quantum Inspire also provides cloud access to QuTech 5 superconducting qubits and 2 electron spin 

qubits since April 2020. 

 

S-Fifteen Instruments (2017, Singapore) is a spin-off from the renowned 

CQT laboratory and develops qubit control systems, entangled photon sources, 

single photons detectors and quantum cryptography solutions covering QKD 

and QRNGs. 

 

StarCryo Electronics (1999, USA) creates SQUIDs sensors used mostly in 

quantum sensing and other cryo-electronics products (cables, connectors, ...). 
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Vapor Cell Technologies (2020, USA) provides alkaline atom capsules, 

mainly rubidium, for use in various miniaturized solutions using cold at-

oms1508. The company was founded by Doug Bopp, a former NIST researcher 

from Boulder, Colorado. 

 

Zyvex Labs (1997, USA) develops atomic precise manufacturing (APM) so-

lutions based on STM (Scanning Tunneling Microscopy) that can be used to 

produce components for use in quantum computing (such as the deposition of 

dopants for superconducting qubits and silicon) and quantum metrology. 

They were funded by NIST, DARPA and the Department of Energy SBIR research programs. The 

company was founded by Jim Von Ehr. Zyvex announced in September 2022 a sub-nm version of its 

STM solution, the ZyvexLitho1. 

Raw materials 

For any new hardware technology, it is now a common practice to wonder about its environmental 

friendliness. We’ve already been dealing with the energetic dimension of quantum computing. An-

other key aspect to investigate is the raw materials that are used. What are their sources of supply, 

their global reserves, their economic and environmental cost of extraction, consumable raw materials 

if any, and finally, the recycling processes of these materials? 

In this exclusive content, I propose a first broad inventory of the different raw materials used in and 

around quantum technologies of all types, particularly in quantum computers. All these elements are 

positioned in an in-house Mendeleev periodic table of elements, below1509. 

We mainly have two types of materials to study: those used in qubits and the supplemental materials, 

particularly for cables and other supporting structures as well as the gases used in cryostats, mostly 

helium 3 and 4. 

The materials used in qubits are sometimes quite rare (strontium, ytterbium, beryllium). Their selec-

tion is based on their energy transitions which correspond to laser or microwave wavelengths that can 

be used practically with market sources. 

Other constraints explain their choice such as the stability of some of these energy levels. Some ma-

terials are very rare but their needs in quantum technologies remain marginal in proportion to their 

production and world consumption. 

This is at least the case as long as millions of quantum computers using them are not manufactured. 

We are not yet at the stage where the consumption of certain elements would come mostly from 

quantum technologies, as may be the case for smartphones concerning certain rare earths and minerals 

such as the famous coltan1510. 

How about rare earth elements? Out of the 17 elements in that category who mainly sit in the lantha-

num row in Mendeleev’s elements table, about 6 of them are used in quantum technologies: yttrium, 

praseodymium, dysprosium, europium, erbium and ytterbium, the two later being commonplace in 

trapped ions computing. 

 

1508 See Chip-scale atomic devices by John Kitching, 2018 (39 pages) which makes a very interesting inventory of measurement com-

ponents using this technology: magnetometers, gyroscopes, atomic clocks. You will say that this should go in the metrology section 

and you will be right. 

1509 See also this very nice illustrated poster: The Periodic Table of the Elements, in Pictures. 

1510 The coltan is the contraction of columbite-tantalite. It is used to recover tantalum and niobium. If it is an important source for 

tantalum, it is in fact secondary for niobium compared to other minerals. See USGS Mineral Commodity Summaries 2020, the equiv-

alent of the French BRGM (204 pages) that helped me create this part. 

https://aip.scitation.org/doi/10.1063/1.5026238
https://elements.wlonk.com/Elements_Pics_11x8.5.pdf
https://pubs.usgs.gov/periodicals/mcs2020/mcs2020.pdf
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In July 2022, Turkey announced the discovery of large reserves of rare earths minerals potentially 

exceeding China’s reserves. But the announcement was probably overstated, preprocessed minerals 

getting out of mines and rare earth oxides produced after separation1511. 

 
Figure 537: table of elements and those who are used in quantum technologies. (cc) Olivier Ezratty, 2021. 

One differentiating aspect of quantum technologies relates to the isotopes used which are sometimes 

the rarest of their elements. This is the case for helium (3) used in cryogenics below 4K or for cesium 

(133) for atomic clocks or rubidium (87) in cold atoms. Silicon (28) is used in silicon qubits and, 

although it is the most abundant isotope, requires costly refining. Carbon (12) is also used in nano-

tubes like with the startup C12 Quantum Electronics, while Carbon 13 is used in some NV center 

structures. Some of these isotopes are purified with centrifugal separation, a technique well known in 

nuclear physics, both civil and military. 

I do not mention in this inventory the materials used in the production of semiconductors, such as 

fluorine and other various solvents. And there are many of these! 

We will also not deal with the recycling of quantum computers, an issue that has not yet arisen due to 

their current very limited number. However, it can be reduced to the more generic issue of recycling 

various electronic devices. 

Helium 

Helium is a great paradox in the table of elements. It is the second most abundant element in the 

Universe after hydrogen. Nuclear fusion does the rest to create all the other elements in first- and 

second-generation stars. Yet, this element is quite rare on Earth and its reserves are dwindling. It is a 

noble, inert gas that does not interact chemically with any other element because its electron layer is 

complete with two electrons. Lighter than air, it tends to leave the atmosphere. As we have seen in 

detail in the cryostats section, page 465, helium is used for cooling superconductors and electron spins 

qubits systems. 

 

1511 See Turkey Discovers 694 million mt of Rare Earth Element Reserves, with Infrastructure Construction Starting This Year, July 

2022 and Turkey Probably Hasn’t Found the Rare Earth Metals It Says It Has by Chris Baraniuk, Wired, July 2022. 

elements used in quantum technologies

alkali metals: used in 
trapped ions qubits, 

mostly strontium and 
calcium

transition metals: 
titanium and niobium, 

used in superconducting 

cables, niobium used in 
superconducting qubits

helium: used in cryostats 
at lower than 10K, and 
helium 3 to reach <3K 

temperature

silicium: used in wafers 
for electron spins qbits 
and photonics, Si28 for 
silicium qubits wafers.

« III-V » elements: used 
for photonic 

semiconductors (arsenic, 

gallium, indium)

rare earths: ytterbium, 
europium, praseodyme 

and erbium used in 

trapped ions qubits and 
optical memories. 

nitrogen: used in some 
cryostats, mostly for 

quantum sensing

carbon: used in 
nanotubes for silicium 

qubits

copper, silver, gold: used in cryostats for cold 
plates and cabling

iron, cobalt, nickel, 
chrome: used in 

cryostats

rubidium : used 
in cold atom 
qubits and in 

quantum sensing

cesium : used in 
atomic clocks

germanium: used in 
some CMOS 

components and some 
electron spins qubits.

group IIB metals: 
sometimes used in 

trapped ions qubits, 

zinc, cadmium, 
mercury

(cc) Olivier Ezratty, July 2021
elements table: (cc) Wikipedia

https://news.metal.com/newscontent/101881567/Turkey-Discovers-694-million-mt-of-Rare-Earth-Element-Reserves-with-Infrastructure-Construction-Starting-This-Year/#.YsSw_-yrSbA.twitter 
https://www.wired.com/story/turkey-rare-earth-metals/
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As soon as one needs to go below 1K, one must use a mixture of two helium isotopes, 4He which is 

the most common and stable (with two neutrons) and 3He which is much rarer (with only one neutron). 

For cryogenics above 1K, 4He is sufficient. 

For at least a decade, many specialists have been concerned about a shortage of 4He supply. It is 

commonly used for cooling superconducting magnets in particle accelerators such as the CERN LHC 

and in MRI scanners or to inflate balloons. It is also used as a neutral gas for the production of semi-

conductors. Fortunately, new sources of natural gas from which 4He can be extracted have emerged, 

notably in Tanzania and Qatar1512 . 

But a low annual growth in demand of just 1.6% is too high compared to production forecasts. Air 

Liquide is one of the major players in this global market, operating a large 4He extraction and pro-

duction unit in Qatar, linked to their gas operations. It seems however than the shortage is temporarily 

gone1513. 

The 3He isotope is rather rare, therefore quite expensive! It was historically a by-product of the storage 

of tritium-based H-bombs. Tritium gradually disintegrated to produce 3He. It was therefore recovered 

from H-bomb stockpiles!  

With the reductions in nuclear weapons 

stockpiles, the production of 3He is now 

coming from specialized nuclear power 

plants. Tritium can be produced with irradi-

ating lithium or with tritium-controlled de-

cay in specialized nuclear facilities, such as 

those controlled by the US Department of 

Energy. Tritium is an isotope of hydrogen 

with one proton and two neutrons.  

 
Figure 538: Helium 3 is a by-product of tritium, an isotope of hydrogen with 

two neutrons. 

3He is produced at the U.S. Department of 

Energy's Savannah site in South Carolina 

and at the Canadian CANDU power 

plant1514. 

The price of 4He gas is around €20 per liter 

while the price of 3He gas is between €2K 

and €3K per gas liter. 

 
Figure 539: price tags for helium 3 and 4… as gas! 

A typical dilution-based cryostat requires 15 

to 18 liters of 3He gas for a little over 100 

liters of 4He gas! The gases are purchased 

separately and mixed at the right dosage by 

the manufacturer of the dry cryostat. 

At the end, it is therefore necessary to pay 

at least 30 to 40K€ of 3He and 4He per dry 

cryostat. 

 
Figure 540: Savanah River Site is one of the few places where helium 3 is 

produced in the world. 

The 4He which feeds the pulsed head and passes through the large compressor must be highly purified. 

 

1512 See Helium - Macro View Update, Edison Investment Research, February 2019 (21 pages). 

1513 See Helium shortage has ended, at least for now, June 2020. 

1514 See Savannah River Tritium Enterprise (4 pages). Helium-3 is also exploited in various specialized applications: in neutron detec-

tors used in security systems, in oil exploration, in medical imaging and in nuclear fusion research. Also see CANDU Reactor, Wik-

ipedia. 

helium 3
2 protons
1 neutron

rare

helium 4
2 protons

2 neutrons
relatively abundant

$1500 to $2000 per liter of gas
>$10K helium 3 per computer

$5-$20 per liter of gas
>100L per computer

DoE Savannah River Site in South Carolina

https://www.edisongroup.com/wp-content/uploads/2019/02/HeliumMacroUpdate2019.pdf
https://physicstoday.scitation.org/do/10.1063/PT.6.2.20200605a/full/
https://www.srs.gov/general/news/factsheets/srs_srte.pdf
https://en.wikipedia.org/wiki/CANDU_reactor
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France has some 3He production capacities located in a CEA nuclear reactor in Grenoble. But it does 

not necessarily use them for quantum computers because this production is too expensive1515. 

We can also find 3He on the surface of the Moon but it is not very practical to extract it and ship it 

back to Earth even if it is technologically possible1516! This isotope could be interesting to feed nuclear 

fusion reactions, pending its complicated technological development. 

3He is therefore a real bottleneck in the production of superconducting and electron spin quantum 

computers! It cannot even be avoided for the latter, which requires a temperature of about 1K1517. 

Silicon 

Silicon is the key element in many semiconductor components used in or around quantum processors. 

While being the second most abundant element in the Earth's crust after oxygen, the silicon used in 

semiconductors comes come from a few quartz mines. This is because quartz is composed of at least 

97% silicon, which is easier to refine. After chemical-based refinement, silicon is turned into large 

cylindrical ingots which are then sliced into thin wafers. Wafers are then processed in semiconductor 

fabs with transistors that combine silicon oxide and different doping materials such as hafnium. 

Silicon qubits require using 28Si, because the null spin of its nucleus does not interfere with the spin 

of the trapped electrons used as the qubit observable. The silicon wafers on which the qubits are 

etched are covered with a thin layer of 28Si. 28Si is the most abundant variant of the element while 
29Si represents less than 4%. 

28Si made headlines in 2010 when some German researchers created a perfect crystal ball made of 
28Si to accurately determine the Avogadro number, which determines the number of elements, here 

atoms, in a mole1518. The tests were carried out on a 5 kg sample at a cost of 1M€ In 2014, an American 

team improved the purity of 28Si to 99.9998% with pumping silicon ions in a magnetic field, allowing 

it to be separated by mass1519 . 

This continued in 2017 with 99.999%1520 28Si produced by a team of Russian and German researchers. 

The interest of 28Si was to allow a precise counting of the number of silicon atoms in the mass con-

sidered, because of its perfect crystal structure, dimensioned by X-ray interferometry. The Avogadro 

number determined by the 2010 experiment was NA = 6.022 140 84(18) × 1023. The ambition of these 

two projects was to create a new material standard of the kilogram, the 1889 material standard pre-

served in France that degrades by oxidation. 

 

1515 See Isotope Development & Production for Research and Applications (IDPRA), Supply and Demand of Helium-3, 2016, Re-

sponding to The U.S. Research Community's Liquid Helium Crisis, 2016 (29 pages) and How helium shortages will impact quantum 

computer research  by James Sanders, April 2019. 

1516 See There's Helium in Them Thar Craters!. China is planning to harvest Helium 3 on the Moon. 

1517 Helium-4 is used to cool superconducting magnets in MRI systems. It is also used to cool the magnets of the LHC at CERN. The 

constraints are different: it is just a matter of obtaining superconductivity for the magnets that focus the particle beams. The required 

temperature is between 1.8K and 4.5K, much "hotter" than the 15 mK of electron-based quantum processors (superconductors, silicon, 

NV Centers, Majorana fermions). On the other hand, the volumes to be cryogenized are much larger. In some cases, however, the 

required temperature can fall below 1K, particularly for the search for dark matter. In CERN's LHC, 9 Tesla magnets are cooled to 

1.8K with 18 kW cryostats that handle 120 tons of helium 4. 

1518 See An accurate determination of the Avogadro constant by counting the atoms in a 28Si crystal by B. Andreas, 2010 (4 pages). 

Silicon 28 was obtained by centrifuging silicon fluoride (SiF4) gas, then transformed into SiH4 which was then used to create the 

crystal by vacuum deposition of purified silicon. All this was carried out in different laboratories in Russia, in Nizhny-Novgorod and 

Saint Petersburg. The researchers involved also came from Italy, Australia, Japan, Switzerland and BIPM in France, from their respec-

tive weights and measures offices. 

1519  See Purer-than-pure silicon solves problem for quantum tech by Jonathan Webb, 2014 which refers to Enriching 28Si beyond 

99.9998% for semiconductor quantum computing by K J Dwyer et al, 2014 (7 pages). 

1520 See A new generation of 99.999% enriched 28Si single crystals for the determination of Avogadro's constant by N V Abrosimov et 

al, 2017 (12 pages) which describes very well the process of purification of 28Si, the source of the illustration on this page. 

https://science.energy.gov/np/research/idpra/3he-fact-sheet/
https://www.aps.org/policy/reports/popa-reports/upload/HeliumReport.pdf
https://www.aps.org/policy/reports/popa-reports/upload/HeliumReport.pdf
https://www.techrepublic.com/article/how-helium-shortages-will-impact-quantum-computer-research/
https://www.techrepublic.com/article/how-helium-shortages-will-impact-quantum-computer-research/
http://fti.neep.wisc.edu/neep602/FALL97/LEC20/lecture20.html
https://arxiv.org/abs/1010.2317
https://www.bbc.com/news/science-environment-28632263
https://www.researchgate.net/publication/264499000_Enriching_28Si_beyond_999998_for_semiconductor_quantum_computing
https://www.researchgate.net/publication/264499000_Enriching_28Si_beyond_999998_for_semiconductor_quantum_computing
https://iopscience.iop.org/article/10.1088/1681-7575/aa7a62/pdf
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Finally, in 2018, the Avogadro number was redefined in the international measurement system as a 

slightly different constant of 6.022 140 76 × 1023 mol-1. Indirectly, however, these two experiments 

did advance the know-how of 28Si purification, at a time when its interest in creating silicon qubits 

was barely in the radar. What a good illustration of serendipity in science! 

The silicon purification process is complex. It involves the production of silicon tetrafluoride (SiF4) 

of all isotopes. Enrichment in 28Si is carried out in a centrifuge, originally at the Central Design Bu-

reau of Machine Building in St. Petersburg, in fact, a former plutonium enrichment plant reassigned 

for this use in 2004. 

          
Figure 541: silicon 28 was initially produced to create a replacement for the reference kilogram used in the international metric system, as a 
way to determine the Avogadro number. Purifying silicon 28 was a figure of merit of this quest that is now reused in the silicon spin realm. 

The gas is transformed into silane (28Si H4) at the Institute of Chemistry of High-Purity Substances 

of the Russian Academy of Sciences in Nizhny-Novgorod. It can then be deposited by vapor deposi-

tion (CVD) on silicon, releasing hydrogen. The resulting ingot can then be stretched to create a per-

fectly crystalline silicon ready to be sliced into wafers. CEA-Leti researchers are also working with 

Russian teams at Nizhny-Novgorod on the process for vacuum deposition of 28Si on 300 mm wa-

fers1521. In October 2021, Orano announced its ambition to produce 28Si in France. 

Air Liquide is also partnering with the Nizhny-Novgorod laboratory for this process of CVD (chem-

ical vapor deposition) of 28Si on a 30 to 60 nm thin film that is 99.992% pure1522 above a conventional 

silicon wafer. Knowing that Air Liquide also masters the conversion of SiF4 into silane. 

Germanium 

Germanium is a semiconductor metalloid that is part of the III-V family. It is used in many fields: in 

photonics, in SiGe heterojunction bipolar transistors which are used for the amplification of weak 

microwave signals as well as in electron spin qubits chipsets. 

 

1521 See 99.992% 28Si CVD-grown epilayer on 300 mm substrates for large scale integration of silicon spin qubits by V. Mazzocchi of 

CEA-Leti and colleagues from France and Russia, 2018 (7 pages). 

1522 See Quantum computing: progress toward silicon-28,  April 2018. 

https://arxiv.org/pdf/1807.04968.pdf
https://www.minatec.org/en/quantum-computing-progress-toward-silicon-28/
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With spin qubits, it must be isotopically purified to generate 73Ge which 

corresponds to 7.36% of its proportion (in purple in the chart opposite). 

It is a stable, natural and non-radioactive isotope. Germanium is gener-

ally extracted from zinc ores and also from zinc-copper ores. In 2019, 

130 tons of germanium were produced, with China being the main sup-

plier with 85 tons1523. Data on known reserves are variable and are esti-

mated at approximately 9,000 tons, mainly located in China, Canada and 

the USA. Along with gallium and indium, which are also III-V materials, 

germanium is considered a critical resource.  

Isotopic purification of germanium is carried out by the same Russian teams at Nizhnii Novgorod as 

those producing 28Si. It uses a germanium tetrafluoride centrifugation process similar to the one used 

to produce germanium tetrafluoride and explained in Figure 541 1524. 

Rubidium 

Rubidium is an alkali metal used to create cold atom 

qubits that are excited into highly energetic Rydberg 

states. It is also used in quantum sensing, notably to cre-

ate atomic clocks and micro-gravimeters. It is an alka-

line, soft, silvery metal with a melting temperature of 

only 39.3°C (in Figure 542). 

In a neutral atom computer, the metal is used very spar-

ingly. It is supplied in ampoules of a few solid grams.  It 

is heated in a small box to be sublimated into gas which 

then feeds the vacuum chamber where the lasers will trap 

individual atoms. The metal costs about $85 per gram 

and about $1600 per 100g. It is readily available from 

chemical companies.  

 
Figure 542: rubidium in molten state. , in molten state. 

Source Wikipedia. 

Only 5 tons are produced annually worldwide, including China, Canada, Namibia and Zimbabwe1525. 

It is a by-product of the extraction of cesium and lithium. The isotope 87Ru is the most used and 

represents 27.8% of available rubidium. It is radioactive but with a half-life longer than the age of the 

Universe, so it is very stable. World reserves are estimated at 100,000 tons, which is enough to keep 

up with the current rate of production and consumption. 

Niobium 

Niobium is a transition metal used in superconducting qubits as well as in microwave cables driving 

superconducting and electron spin qubits. Coax Co (Japan) has a monopoly in the manufacturing of 

these cable, which are very expensive, about $3K per half a meter segment. And three are needed per 

superconducting qubits, positioned between the 4K and 15mK cryostat cold plates. 

In industry, it is used in the production of high-strength special steels, in superconducting magnets, 

in particle accelerators, in arc welding, in bone prostheses associated with titanium, in optics, as a 

catalyst for rubber synthesis, in aircraft engines and in gas turbines. 

 

1523 See Refinery production of germanium worldwide in 2021, by country, Statista. 

1524 See Production of germanium stable isotopes single crystals by Mihail Fedorovich Churbanov et al, April 2017 (6 pages). 

1525 Each human weighing 70 kg contains about 0.36g of it. However, we are not going to create a variant of Soylent Green to exploit 

it. Rubidium mining in Canada is carried out by Tantalum Mining Corporation, which belongs to the Chinese group Sinomine Resources 

since June 2019. 

https://en.wikipedia.org/wiki/Rubidium
https://www.statista.com/statistics/1062116/global-germanium-production-by-country
https://www.researchgate.net/publication/315966783_Production_of_germanium_stable_isotopes_single_crystals


Understanding Quantum Technologies 2022 - Quantum enabling technologies / Raw materials - 560 

World production was estimated at 68,000 tons per year in 2018, with 

Brazil accounting for 88%, followed by Canada for just over 9%, gener-

ated by a single mine. It comes from the exploitation of pyrochlore, an 

ore combining calcium, sodium, oxygen and niobium. 

It is not very expensive and is priced at $45 per kilogram, but in its ferro-

niobium form. The reserves are of 9 million tons, enough to last 130 

years at the current usage rate. But in practice, niobium is considered a 

"risky" resource because its demand is growing rapidly even though it 

comes from relatively safe geopolitical places. 

 
Figure 543: niobium is a 
relatively cheap metal. 

Ytterbium 

Ytterbium is a rare earth of the lanthanide series which is used in trapped ions qubits, quantum mem-

ories, atomic clocks, doping of certain lasers and, more rarely, in cold atom qubits. 

Otherwise, it is used to reinforce certain specialized steels. 

The metal is extracted from monazite, a tetrahedral crystalline rock 

structure of phosphorus oxide associated with various rare earths, which 

contains only 0.03% of it. Production follows a complex cycle using sul-

furic acid and ions exchange. Quantum applications use isotope 171, one 

of the 7 non-radioactive isotopes of the element. It represents 14% of its 

proportion in the rocks from which it is extracted. This isotope is proba-

bly more expensive than the regular multi-isotope version which is sold 

between $500 and $1K per kilogram. 

 
Figure 544: ytterbium atomic 

structure. 

Approximately 50 tons are produced annually, mainly in China, the USA, Brazil, India and Australia, 

with reserves estimated at one million tons. Creating trapped ions computers require about one gram 

per quantum processor. 

Erbium 

This rare earth of the lanthanide family is used in quantum memories, in some fancy cold atom qubits 

and in certain lasers (Er:YLF type for yttrium lithium fluoride or Er:YAG type for yttrium aluminum 

oxide). It is found in some optical fibers used in optical amplifiers. 

Finally, it can be used to create vanadium alloys found in cryo-

stats thanks to its high thermal mass heat absorption capacity. 

China is the main producer, followed by the USA. It comes from 

extracting xenotime (phosphate ore) and euxenite (an ore also 

containing niobium, titanium and yttrium). The ore is processed 

with hydrochloric or sulfuric acid and then neutralized with soda 

ash. After a bunch of chemical treatments, erbium ions are ex-

tracted by ion exchange on polymer resins. 

 
Figure 545: erbium. 

Erbium is then obtained by heating its oxide with calcium at 1450°C in a neutral argon atmosphere. 

All this is a long and expensive chemical process, probably polluting of lot but carried out on small 

volumes. Erbium is produced at a rate of about 500 tons per year. Its price per gram is about $20, 

which is quite affordable to integrate it in memories or cold atoms qubits. 

Strontium 

Strontium is the most common alkali metal used to create trapped ions qubits, with its isotope 87, 

representing 7% of its five isotopes. It is used as a red dye in fireworks. 
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Mexico and Germany are the main producers, with an estimated world production of 220,000 tons 

per year and reserves of over one billion tons. It is notably used in bones anti-cancer radioactive 

chemotherapies. 

Strontium is considered to be toxic. This is the case of all these rare metals which, being pure, oxidize 

quickly whatever happens. In particular, it explodes when being in contact with water. 

Gold 

In quantum technologies, gold is mainly used as a thin layer covering the copper plates of the cold 

plates in cryostats. It prevents copper oxidation and adds good thermal conductivity. The volume used 

is quite small in relation to gold production and global reserves. About 3000T of gold are produced 

every year worldwide. 

Titanium 

Titanium is mainly used in association with niobium in superconducting microwave cables. 

In industry, it is used for its resistance to corrosion, particularly in the aerospace industry. Some sub-

marines have an all-titanium hull. Titanium oxide is used as a painting white pigment. It is found in 

great quantities on Earth since it is the fifth most abundant metal. But only a few ores contain a high 

enough concentration of it to make its production profitable. The main producing countries are Aus-

tralia, South Africa, Canada and Norway at a rate of 4.2 million tons per year. Reserves are in excess 

of 600 million tons. 

Nitrogen 

Liquid nitrogen is used in cryostats to clean the gaseous helium that feeds them. It is also found in 

small quantities in NV Centers crystals. It is not a rare commodity. But its production in liquid form 

is quite energy consuming. 

Other materials 

Many other relatively common materials are used in quantum technologies. 

Copper is found in cryostat cold plates and with some of the various electrical connectors. It is puri-

fied at 99.99% to become free of impurities and oxygen (OFHC for oxygen-free high conductivity), 

in order to improve its thermal conductivity and electrical conductance. It is also widely used in 

trapped ions chambers. As far as its depletion is concerned, its consumption in quantum technologies 

is minor. 

Carbon is exploited in a variety of places, including with carbon nanotubes from C12 Quantum Elec-

tronics. This carbon must be purified to keep only its isotope 12. 12C is acquired in the form of me-

thane in bottles acquired in the USA for $10K. It is 99.997% purified. The isotopic separation of 12C 

uses a chemical process applied to CO2. Carbon is also used in NV centers. 

Aluminum1526 is used in some superconducting qubits as well as for part of the connector technology 

in cryostats. It is abundant. 

Manganese is used in very small quantities as a dopant in some superconducting qubits and can be 

used with trapped ions qubits. 

Silver is mainly used in powder form in some heat exchangers in dilution refrigeration systems. 

Iron is a commodity used in the form of steel in the structure of quantum computers. 

 

1526 The spelling is aluminum in American and Canadian English and aluminium elsewhere. This document is mostly in American 

English. 
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Cesium is mainly used in atomic clocks, in its isotope 133. Reserves are sufficiently abundant in 

relation to identified needs. They are mainly located in Canada. 

In addition to germanium, gallium and indium play a key role in III-V components used mainly in 

photonics and Neodymium is used in lasers. This is one of the few areas of quantum technologies 

where there is a strong dependence on China as a source of supply. Finally, beryllium, calcium, zinc, 

cadmium and mercury can be used in trapped ion qubits, but the most commonly used are ytterbium, 

barium and calcium. 

The below table in Figure 546 is a summary of this part with a list of materials, their main usage in 

quantum technologies, their main countries of production, rarity and production cleanliness. 

Element Quantum computing Quantum sensing 

and others 

Main country 

sources 

Rarity Cleanliness 

Helium 3 Cryostats  USA, Canada   

Helium 4 Cryostats Cryostats Qatar   

Silicon 28 Silicon Qubits  Russia, France   

Rubidium Cold Atoms Cold Atoms China, Canada, Na-

mibia and Zimbabwe 

  

Niobium Cables, supra qubits  Brazil, Canada   

Ytterbium Trapped ions, memory  China, USA, Brazil, 

India and Australia 

  

Europium Memories Repeaters Mongolia, China, 

Russia 

  

Erbium Cold atoms, memory  China   

Barium Trapped ions  UK, Romania, Russia   

Strontium Trapped ions  Mexico, Germany   

Neodymium Lasers Lasers China, United States, 

Brazil, India, Sri 

Lanka, Australia 

  

Gold Cold plates  Peru, Mexico, Indo-

nesia 

  

Titanium Cables  Australia, South Af-

rica, Canada, Norway 

  

Gallium  Photonics China, Germany, Ka-

zakhstan, Ukraine 

  

Germanium  Photonics China, Canada, Fin-

land, Russia, USA 

  

Indium  Photonics China, Belgium, Can-

ada, Japan, Peru, 

South Korea. 

  

Nitrogen Cryostats NV Centers    

Aluminum Cryostats, supra qubits  China, India, Russia, 

Canada 

  

Silver Cryostats  Mexico, China, Peru, 

Chile, Poland 

  

Caesium  Clocks Canada, Zimbabwe, 

Namibia 

  

Carbon NV Centers, nanotubes NV Centers    

 

Figure 546: table with elements used in quantum technologies with their country or origin, rarity and environmental footprint. Consolidation 
(cc) Olivier Ezratty. 
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Quantum enabling technologies key takeaways 

▪ Cryogeny is a key quantum computing enabling technology particularly for solid-state qubits which work at tem-

peratures between 15 mK and 1K. These systems rely on a mix of helium 3 and 4 in so-called dry-dilution refrig-

eration systems. Other simpler cooling technologies target the 3K to 10K temperature ranges that are used with 

photon sources and detectors, as used with photon qubits systems. 

▪ Cabling and filters play another key role, particularly with solid-state qubits. Superconducting cables are expensive 

with 3K€ per unit and come from a single vendor source from Japan. Signals multiplexing is on the way! 

▪ Microwave generation and readout systems used with superconducting and quantum dots electron spin qubits are 

other key enabling technologies. The challenge is to miniaturize it and lower their power consumption and, if that 

makes sense, to put them as close as possible to the qubits, operate them at cryogenic temperatures and simplify 

system cabling. It’s a key to physical qubits scalability. A lot of different technologies compete here, mostly around 

cryo-CMOS and superconducting electronics. Other components deserve attention like circulators and parametric 

amplifiers that we cover in detail in this new edition. 

▪ Many lasers and photonics equipment are used with cold atoms, trapped ions and photon qubits and also quantum 

telecommunications, cryptography and sensing. It includes single indistinguishable photon sources as well as single 

photon detectors. The lasers field is also very diverse with product covering different ranges of wavelengths, power, 

continuous vs pulsed lasers, etc. 

▪ Manufacturing electronic components for quantum technologies is a strategic topic covered extensively in this 

book for the first time with a description of generic fab techniques and some that are specific to quantum technol-

ogies like with the fabrication of superconducting qubits and quantum dots. 

▪ Quantum technologies use a lot of various raw materials, some being rare but used in very small quantities. While 

some materials may have some incurred environmental costs, most of them do not seem to be scarce and they have 

multiple sources around the planet. 
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The remainder of “Understanding Quantum Technologies” is in Volume 2. 

It contains the following parts: quantum algorithms, quantum software tools, quantum computing 

business applications, unconventional computing, quantum telecommunications and cryptography, 

quantum sensing, quantum technologies around the world, corporate adoption, quantum technolo-

gies and society, and quantum fake sciences, plus a glossary, table of figures and index for both doc-

uments using a continuous pagination numbering. 
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