Understanding
Quantum Technologies

Fifth edition
2022

Olivier Ezratty

|0)

A

|1)
le lab



cover back page

#QE|

the quantum energy initiative

discover the QEI in page 251

Understanding Quantum Technologies 2022



Understanding
Quantum Technologies

Fifth edition
2022

Olivier Ezratty



About the author

Olivier Ezratty olivier (at) oezratty.net, www.oezratty.net, @olivez
consultant and author 0000-0003-3944-2896 +33 667379241

Olivier Ezratty advises and trains businesses and public services in the development of their innovation strategies in
the quantum technologies realm. He brings them a 360° understanding of these: scientific, technological, marketing as
well as the knowledge of the quantum ecosystems.

He has covered many other topics since 2005, with among others digital television, Internet of things and artificial
intelligence. As such, he carried out various strategic advisory missions of conferences or training in different verticals
and domains such as the media and telecoms (Orange, Bouygues Telecom, TDF, Médiamétrie, BVA, Astra), finance
and insurance (BPCE group, Caisse des Dépots, Société Générale, Swiss Life, Crédit Agricole, Crédit Mutuel-CIC,
Generali, MAIF), industry and services (Schneider, Camfil, Vinci, NTN-STR, Econocom, ADP, Air France, Airbus)
and the public sector (CEA, Météo France, Bpifrance, Business France).

In the quantum realm:
e He is a keynote speaker in a large number of quantum technology events since 2018.

e He published the reference book Understanding Quantum Technologies (September 2021 and 2022) following
three previous editions in French in 2018, 2019 and 2020. The 2021 and 2022 editions are also available in paper-
back version on Amazon.

e He runs two series of podcasts on quantum technologies with Fanny Bouton (in French): a monthly « Quantum »
on tech news (since September 2019) and Decode Quantum, with entrepreneurs and researchers since March 2020,
with a total of over 80 episodes.

e He s a trainer on quantum technologies for Capgemini Institut and for CEA INSTN. In September 2021, he took
in charge an elective curriculum on quantum technologies for EPITA, an IT engineering school in France.

e He is the cofounder of the Quantum Energy Initiative with Alexia Aufféves (CNRS MajulLab Singapore) and
Robert Whitney (CNRS LPMMC).

e He is advising Bpifrance on quantum projects evaluations, a member of the strategic committee for France 2030,
the French government innovation strategy plan and also a lecturer at IHEDN.

He also lectures in various universities such as CentraleSupelec, Ecole des Mines de Paris, Télécom Paristech, EPITA,
Les Gobelins, HEC, Neoma Rouen and SciencePo, on artificial intelligence, quantum technologies as well as entrepre-
neurship and product management, in French and English as needed. He is also the author of many open source ebooks
in French on entrepreneurship (2006-2019), the CES of Las Vegas yearly report (2006-2020) and on artificial intelli-
gence (2016-2021).

Before all that, Olivier Ezratty started in 1985 at Sogitec, a subsidiary of the Dassault group, where he was successively
Software Engineer, then Head of the Research Department in the Communication Division. He initialized developments
under Windows 1.0 in the field of editorial computing as well as on SGML, the ancestor of HTML and XML. Joining
Microsoft France in 1990, he gained experience in many areas of the marketing mix: products, channels, markets and
communication. He launched the first version of Visual Basic in 1991 and Windows NT in 1993. In 1998, he became
Marketing and Communication Director of Microsoft France and in 2001, of the Developer Division, which he created
in France to launch the .NET platform and promote it to developers, higher education and research, as well as to
startups.

Olivier Ezratty is a software engineer from Centrale Paris (1985), which became CentraleSupelec in 2015.

This document is provided to you free of charge and is licensed under a ""Creative Commons" license.
in the variant "Attribution-Noncommercial-No Derivative Works 2.0". @

see http://creativecommons.org/licenses/by-nc-nd/2.0/ - web site ISSN 2680-0527

Credits

Cover illustration: personal creation associating a Bloch sphere describing a qubit and the symbol of peace (my creation, first published

in 2018) above a long list of over 400 scientists and entrepreneurs who are mentioned in the ebook.

This document contains over 1600 illustrations. I have managed to give credits to their creators as much as possible. Most sources are
credited in footnotes or in the text. Only scientists’ portraits are not credited since it’s quite hard to track it. I have added my own credit
in most of the illustrations I have created. In some cases, | have redrawn some third-party illustrations to create clean vector versions

or used existing third-party illustrations and added my own text comments. The originals are still credited in that case.

Understanding Quantum Technologies 2022 - ii


https://orcid.org/0000-0003-3944-2896
mailto:olivier@oezratty.net
http://www.oezratty.net/
http://creativecommons.org/licenses/by-nc-nd/2.0/
https://portal.issn.org/resource/ISSN/2680-0527
https://orcid.org/0000-0003-3944-2896

Table of contents

FOF@WOIA ... e e e s s e e e s e e e s e s vii
WY s 1
A complex domain in search of pedagogy ........ccovviiiiiiiiiiii 3
A NEW tECHNOIOZY WAVE ..ouviiiiiiiiiiie ettt sttt e e e sbb e s bb e e e bb e e sbeee s 4
REAAING GUIAC. ...ttt 4
First and second quantum revolutions appliCations ..........cccovvvieiiiieniiien e 6
Why quantum COMPULING? ........ociiiiiieiiiiiiii et e e ne e 8
History and SCIEMTISES .............oooiiiiiiiiiiiiii e e e s snrree e 18
PrOCUISOTS ...ttt e e b e e e e b e e e s e b e e e e s e e e e e 21
FOUNAETS ... 27
POS WAL ... 46
Quantum technologies PRYSICISTS ....oiuviiiiiiiiieiiie i 52
Quantum information science and algorithms Creators..........ccovvevviiieiiieiinie e 65
ReSEArch fOT AUIMIMIES ....c.uviiiiiiii ettt n e e 72
Quantum Physics 10T ..o 84
POSTULALES . ...t r e r e re e e 86
QUANTIZALION ...ttt ettt et et b e e s hb e et e e be e et e e shb e et e e eb e e e st e e saeeenbeeebeeenbeenneeanns 89
Wave-particle dUALILY .......c.ooiiiiieee e 95
Superposition and entanglement ............cccueiiiiiiieiiiie s 101
INAELEIMINATION ...ttt e e ssr e e b e e e e e neenneeanneennee s 105
I\ (S Y 0 (S5 00 1S3 4L PP PP PPPRP 105
INO-CLONINE ..ttt et h e e e et e e b e e nbe e e b e e abe e ann e e nneeannas 107
TUNNEL CEFECT. ...ttt b e bt e st e sbeesnbeesbee s 108
QUANTUIT TNATEET ...ttt e e bt s b e e s b e e s e e e s b e e e 109
EXIreme qQUANTUIN .....ooiiiiiiiii e 133
Gate-based quantum COMPULING............occooiiiiiiiiii i 142
IN @ NUESNEIL ..o 142
LNear al@EDIa......cc.oiiiiiiiii s 144
QUDIES ..ttt R R Rt E bt r e 162
BIOCh SPRETE ... 165
REZISTETS ..ttt 169
L€ 1 PP PP PP PPPPPPPR 171
INPULS AN OULPULS ..o 181
QUDIE THECYCIE ... 183
AV (S 08 (S5 00 1S3 4 PP PPPRPP 185
Quantum computing eNGINEEIING .............cccoiiiiiiiiiiii e 196
Ky PATAMELETS ... 197
Quantum coOMPULETS SEZMENTATION ......euvirrriiiieiieiie ettt 200
QUDIE EYPES ettt nree s 204
ATCRIECTUIE OVEIVIEW ...eviiiiiiiiieiieit ittt b e bbb r e 212
PrOCESSOT JAYOUL ...ttt 214
EITOT COTTEOLION ...ttt ettt e bttt sbe e et e e et e e e b e e nnneanbeennee s 216
QUANTUM MNEINIOTY ...ttt et e e st e et n e s e e n e et e nmeeanr e e ne e e neenneeeneennneas 244
Quantum technologIes ENEIZETICS.......ueiviiiiiiiiiiiii e 249
ECOMOIMICS ...ttt e et e e bb e e e bn e e br e b e e e 264
QUANTUM UNCETEAINTY ...ttt bbbt n s 265

Understanding Quantum Technologies 2022 - iii



Quantum computing hardware...............cccocoi i 273

QUANTUM ANNEALIINE .....vvieiiiieiiet ettt b e e s b e e bb e s br e e s beeesnbeeeanes 277
SuperconduCHNG QUDIES .......eeviiiiiiiiiiie s 292
Quantum dots SPINS QUDILS ..veiuvvieiiiieiiiie i siee e be e esbe e e srneeeanes 344
NV CEONLETS QUDILS ...ttt be e r e nne s 365
TOPOLOZICAL UDILS ...ttt ettt st st e e st e e bb e e nbeeeanes 376
Trapped 10NS QUDILS ...o.vviiiiiiiieii e 384
NEULTal QOIS QUDIES. ..eivviiiiiiiiiiiie st e b e e sbb e e e bb e e s be e e e breesbeee s 404
INIMR QUDIES 1.t b bbbt r e ne s 421
PROTONS QUDIES ..veiiiiie et nb b e e b e br e nnes 424
Quantum enabling technolo@ies .................ccooiiiiiii s 464
[0 5 70T o453 11 (oL PP P PP 464
QUDItS CONLIOL EIECIIOMICS. ... ittt ettt ettt sttt et esaeesnaeennee s 485
TREIMOMETETS. ...ttt e 522
- 11 1033 s B PP 522
LASETS .ttt 523
PROTOMICS ...ttt b bttt h e b e e b ettt e nhe e et e e b et et e nhe e enbeenbee s 529
Fabs and manufacturing toOlS ..........cocuiiiiiiiiiiiiie e 534
Other enabling technologies VENAOLS .........ciiiiiiiiiiei i 551
RAW MALETIALS .. 554
Quantum alGOTItRIMS ... 565
ALZOTTERMS CLASSES... et r e nnn e e neesnne s 569
Basic algorithms t00IDOX.......ccviiiiiiiiieii s 575
Higher level algOrithms..........cooiiiiiiiiic e 587
Hybrid alOTIthims .........eoiiiiiiiicie e 610
Quantum inspired alGOTItRMS ..........ooiiiiiiiiie e 614
COMPIEXILY tNEOTIES ..ottt r e b et ne s 615
QUANTUM SPEEAUPS ..ttt 626
Quantum software development toOls ..................ccoooiiiii s 632
Development t00] CLASSES ......ovviiviiiiiiiiiii s 632
Research-originated quantum development tOOIS ............ccoveiviiiiiiiiiiie e 645
Quantum vendors development t00IS.........cccveiiiiiiiiiiii 651
Cloud qUANtUM COMPULINE .....couveeiriereerireeiee e e e sre e s e e e e nneeanneenneens 663
Quantum SOftWare ENZINEETING .......ccveiriiiiiiiii e 666
Benchmarking ........occoiiiiiiii s 670
Quantum computing business applications ...............cc.ccooiiiiiiin s 687
MATKEt FOTECASES ....viviiiiiiiiiei e 687
HEAItNCATE. ... e 693
Energy and ChemiStIy .......cooouiiiiiiiiici s 700
Transportation and IOZISTICS .......eoiviiiiiiiiiee e 706
RETATL ..ttt b et e et e et e e e anneennee s 711
TelECOMMUINICATIONS . .....eeeeeeic ettt r e s e e r e ann e nnn e e neennne s 711
FINANCE ...tttk etk bt b ettt aR e e b e b et b e nne e areennee s 712
INSUTANCE ...t e e e e e e e e e e s e e e e e nnes 718
IMAATKETINE ..o b et b et 719
Content and MEAIA.........covviiiiiiee e 719
Defense and @ETOSPACE .......cviiieiiriiiiiie et 721
INEEIIIZENCE SETVICES ....veeiviiiiesieieiee sttt e e eneennne s 723
IAUSITY e 724
SCIBIICE vttt ettt et e e h bt e e Rt e e e b bt e e Rb e e e Rt e e e bb e e e b b e e bn e e e e e nnns 724

Understanding Quantum Technologies 2022 - iv



SOTtWATE ANd TOOLS VEINAOTS .....iieeeieeeeitee e e ettt e e e e e e et e ee et eeeseeeeeeeeesse e seseesseeesstnnaseeeeeeeennnns 726

SETVICE VENAOTS ...t s 750
Unconventional COMPULING.............ccooiiiiiiiiiiii s 754
SUPCTCOMPULITIEZ ...vveeiiieeiiie ettt sttt e st s bt e st e sb e e e sbb e e s sbbe e e bb e e e bb e e e be e e enbeeennbeas 755
Digital annealing COMPULINE .....ccvviviiiiiiiiiiiii et 761
Reversible and adiabatic calculation ...........ccoocviiiiiiie i 766
Superconducting COMPULINZ........oiveeiiiiiiieii i 770
Probabilistic COMPULINE. ......viiiiiieiiieeiiie et e b e e s be e e s be e e e 776
OPLICAl COMPULINE ...ttt b e et b e reen s 776
Chemical COMPULITIEZ ...vviiiiieiiiieiiit e siee sttt bbb e e st e e s bb e e sbe e e s bbeesnnreennes 782
Quantum telecommunications and cryptography..............ccccoiiiiiii s 784
PUbIIC KeY CryPtOZIaphY......viiiiiieiiit et 785
Quantum cryptoanalysis thICALS ..........cccviiiiiiiiiiiiii s 787
Quantum Random NUmbers GENEerators ............eceiiureeeiiiiiireeeiiieeeessieee e e s srre e e e ssineeee s snanneeesennes 796
Quantum Key DIStriDULION ......oivviiiiieiiiie e 805
Post-quantum Cryptography .........ooviiiiiiieiii e 823
Quantum homomorphic CryPLOZIAPNY ....c.veivveriiriiieiiie e 832
QUANTUIM TNEETCOMMECT .vvveiuvtieiiiie it et e st e st e et e e e s e e sbb e e s sab e e e sab e e s bb e e s beeeasbeeeansbeeanbeeeanes 833
Quantum Physical Unclonable FUNCHONS ........cccoviiiiiiiiiiiicicseeecesee e 844
Y3116 o) ¢ T TP PP PPR PR PPRPRPPS 845
QUANTUIM SEMSINME .....c.eoiiiiiiiii ittt e s e e e r e e e nreeareennee s 861
Quantum sensing use-cases aNd MATKET ..........cuviiiiiiiiiiiiii e 861
International System of MEaSUICMENL. ........c.uveiriiiiiieriieie et 863
QUANTUM SENSING tAXOMOIILY ....uveeteiesriestreeteesteeesseessseabeessseesbeessneasbeessseesseesnseesseeasneesneesnneessnens 864
Quantum gravimeters, gyroscopes and aCCEIETOMELETS ..........ervereerririeerieriiieeseere e 866
QUANTUIM CLOCKS .1ttt ittt e e s b e e s bb e e sbe e e sbe e e anbeeennes 872
QUANTUM MAZNETOIMELETS . .....eveiureeiriereestreeree s et e e esr e e nreeanr e e r e e anneenneeaneenneeas 877
QUANTUM thETTNOMELELS ...ttt ettt b e e s e e beesns e e nneeanneesneeas 881
QuAantum freqUENCIES SENSINE......ccuviireeririareesiriereesreere e et e s e e e e s e e e e s e e s e e aneenneeareenneens 882
QUANTUM TMAZINEZ .ttt b e b e bt et b e sreen e 884
QUANTUM PIESSUIE SEIISOTS ....vvereerireasreessreasreessreaseessreareessneasseessreasreeasneesseeasreenresasneesneesnneensnens 892
Quantum radars and HAArsS...........oouiiiiiii e 892
QuAantum ChEMICAL SENSOTS ......uviiiiiieiiiie ittt et e e see e e snereeenes 894
Quantum NEMS and MEMS ...t 895
Quantum technologies around the world....................cooiii 897
Quantum computing startups and SMES ..o 898
G1ObAl INVESIMENLS .......eiiiiiiiiiici e 905
INOTEh AMETICA ...t r e enne e 910
BUTOPE .o 922
RIUSSIA .ttt e b e be et anes 958
Africa, Near and Middle East.........c.oooiiiiiiiiiiiii et 960
ASIA-PACIIIC .. 963
Corporate adOPLion ............coooiiiiiiii 979
TeChNOlOZY SCIEEMING........eiieiiiieeiii et neennee s 980
INEEAS ANALYSIS ...ttt 981
TTAININE ..ottt e et n e et e r e e e e e R e e e e e r e e nnre s 981
EVaAlUATION. ... 982
Quantum technologies and SOCIELY...............c.ocoviiiiiiiiiiii e 983
HUman ambition .........coiiiiiiiiiiii s 983

Understanding Quantum Technologies 2022 - v



SCIEIICE TTCTIOM ettt et e eee ettt e e e e e e et e eee e e e e e e e e e ea et eeseeeaeeeessne e seeeeeeeensn s seseesseeennsnnnaeeeeesenennnns 984

QuANtUM fOUNAALIONS ... .eieeiiiiiee e it e s e e e s e e e s st e e e e e e snbe e e e e snseeeeeannneeeennnes 987
Responsible qUantum INNOVALION .........oiviiiiiieiiiiiiiie e 996
Religions and MYSTICISIT ....vuiiiuiieiiieeiiie ettt sttt e s ssb e e nbr e e s bneesnne e 1001
2010 STO<Te L Tor:15 (o) s WUUUUUUTTTRR TR 1002
o) Tor1o) (oY ] ISTa LD Lot 15 Lo ) s O 1003
JODS IMPACE ... 1008
Gender balance ... 1009
Quantum technologies MATKEtING..........cueiviiiiiiiiiiiiiee s 1012
Quantum faKe SCIEICES..............ooiiiiiiiiiie e e e e e r e e e e e e s s e nneees 1015
QUANTUM DIOLOZY ..ttt et et e b et e et e et e e neneenes 1015
L@ 101 0100000 10 08 T b (631 <0 R PRR 1025
QuUAantum MANAZEIMENL. ... .coiveiiriiiii ittt nree s 1033
Other EXAZ@ETATIONS. 1...vvieiiiiiesiii e st e siee e st e st et e e e sb e e e sbb e e e s bb e e e sbb e e e sbb e e s nbbeeasbeeeabeeeabeeeanseeens 1036
L O01Y 119 L1 (1) | DR TRRRRTTRI 1042
BibLIOGIraphy .......ocooiiiiii s 1044
DAY 0 L7 TP 1044
WEDSILES ANA CONEEIIE SOUICES .vvvrvniieeererersranssessessseessssnssseesseeessssstrseseseesssssrteestesesstnnrrreeeres 1047
PO AT ettt e et e e e et aeeeeeeree————eaeearer——————— 1048
BOOKS QN0 ED00KS. 11ttttttiiiiteiiieeeete ettt e ettt e s e e et eeese e st ee et eee s et traee ettt e a et rreeetee et rreeares 1048
(07010 (o1 PO 1052
g SIYS) 0121510 ) 4 1< T 1052
TTAINIINE ..ottt bbbt e b bt e b e e n e e e b e e nne s 1053
REPOTES ettt e e e e e s e e e e e e rre e e 1053
Y ST 1= D T 110 10 TR 1053
GLOSSATY ... 1054
| 01 L TR 1077
Table of fIGUIeS ..o 1091
ReVISIONS MISTOTY......couoiiiiiiii e 1114

Understanding Quantum Technologies 2022 - vi



Foreword

Quantum technologies hold the promise of major disruptions in computing, communications and
sensing. But scientific and technological challenges to their large-scale deployment are still important,
and it is quite difficult for public decision makers, users, investors, professionals, and the public at
large to anticipate when these will happen. This is of paramount importance for companies to stay
competitive, for governments to position their country in this technology race, or for students to make
decisions about their career. While some quantum devices are already in use with practical impact,
e.g. sophisticated microscopes taking benefit of the exquisite sensitivity of the spin of point defects
in diamonds, other technologies will take years if not decades to reach the markets.

But the situation is changing fast. When I co-founded the Quantonation investment fund in 2018,
most of the fund’s presentation was about the promises of quantum, and about the science. Today,
with 21 seed investments made in startups in Europe and North America, the situation has already
radically changed since, for the most mature, we are talking about products and customers, and, at
least, proofs of concepts. Consulting firms are busy assessing future markets, their size keeps increas-
ing and the horizon is getting closer with significant practical achievements not much further down
the road. I’'m often asked whether there is not too much “hype” in the field. I don’t think so, particu-
larly when I am comparing quantum technologies with other sectors. This is the beginning of market
recognition, for a sector which impact is slowly being assessed properly.

But to do that, make proper assessments and keep control of the quantum narrative, we need deep
experts who have a proper understanding of all the facets of the technology, from the fundamentals
of the science to its applications, including questions about their deployment, their funding, how to
teach them, and more. It is necessary to be able to mobilize academic experts to provide an opinion
on the science at the base of the innovation, on the ability to make robust products, but we must also
be able to imagine their use cases, and scientists alone are not equipped to do so. There is a need for
a multidisciplinary collaboration involving scientists, engineers and users capable of taking a for-
ward-looking posture. And here enters my friend Olivier Ezratty, the author of this most wonderful
book “Understanding Quantum Technologies”, who embodies multidisciplinarity. He has the unique
ability to listen, question, gather facts, and synthesize his learnings in a book that stands out as unique
in the whole world, as far as I know.

I first met Olivier when I started Quantonation back in 2018. From the start [ was impressed by his
extremely methodic approach that he had applied with success on an earlier publication on artificial
intelligence, and his very unique ambition. The book was first published in French, later in English,
and it grew with the field he was “decoding” to use the title of Olivier’s famous podcast with Fanny
Bouton on quantum technologies. The book has gone only better with time, with thorough updates
and new chapters about exciting topics e.g. “Quantum Matter” in this new edition. Olivier has also
been among the very first supporters of the not-for profit that I co-founded and chaired, Le Lab Quan-
tique. Le Lab Quantique is proud to promote “Understanding Quantum Technologies”, an instrument
that will benefit its ecosystem building mission.

I am convinced that this book will become a primer for professionals, from scientists to engineers,
technicians, investors, and also for teachers, students, and the public at large. We’re all extremely
lucky to see the second quantum revolution happening before our eyes, science and technology are
progressing at an amazing pace and it is essential to invent a new model of knowledge sharing, of
collaboration. Olivier Ezratty’s book is an indispensable instrument to read this revolution.

Christophe Jurczak, Partner at Quantonation, Paris and co-founder, Le Lab Quantique
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Why

This book is the 5™ edition of a book originally compiling a series of 18 articles that I published in
French between June and September 2018. After two enriched editions in French in 2019 and 2020,
I switched to English in the fourth, in September 2021 and here we are with an even larger sequel.

This book is a kaleidoscope for quantum technologies with a 360° perspective encompassing histor-
ical, scientific, technological, engineering, entrepreneurial, geopolitical, philosophical, and societal
dimensions. It is not a quantum for dummies, babies, or your mother-in-law book. It mainly targets
three audiences: information technologies (IT) specialists and engineers who want to understand what
quantum physics and technologies are all about and decipher its ambient buzz, all participants to the
quantum ecosystem from researchers to industry vendors and policy makers, and at last scientific
students who would like to investigate quantum technologies as an exploratory field. For them, this
book is also the largest review paper they could imagine with over 3,500 bibliographical references.

“Understanding Quantum Technologies” bears a lot of specificities compared to the existing quantum
literature. While being rather technical in many parts, it tries to explain things and translate the com-
plex quantum lingua in other tech’s lingua, particularly for IT and computer science professionals. It
looks at the history of science and ideas and pays tribute to key people, from the past and the present.
It investigates rarely covered aspects of quantum technologies and quantum engineering like various
enabling technologies (cryogenics, cryo-electronics, new materials design, semiconductors, cabling
and lasers), their thermodynamic and energetic dimension and what raw materials are used and where
they come from. I cover quantum matter and describe how quantum circuits are manufactured. I even
explain how research works in general and in the quantum realm and its codes.

It also extensively covers quantum sensing, telecommunications and cryptography. I also crafted a lot
of precisely documented custom illustrations. Another differentiation is in the tone, relaxed when
possible and calling out the bs and nonsense when necessary. It is abundant, particularly when media,
analysts and consultants are fueling the quantum hype. I’'m always puzzled by how they sometimes
cover vendor news without having a real clue about what they are writing about. It motivated me in
the first place back in 2015 to start investigating this field. It is always true as quantum technologies
are more commonplace but are still largely misunderstood by general audiences as well as by many
IT professionals. One striking example shows up when some folks explain that thanks to quantum
cryptography, quantum computers will help make cryptography more secure!

Large vendors and the quantum startups funding craze have elevated quantum technologies to the
rank of strategic sectors for developed countries. Most governments have launched their national
quantum plans, starting with Singapore, the UK, China, USA, Germany, Japan, Australia, France,
Russia, Israel, Taiwan, India and The Netherlands. The worldwide quantum technologies race is on.
Countries are embattled to acquire or preserve their technological sovereignty, like if it was the last
chance to achieve it, particularly for those countries who felt they lost the digital battle against the
USA and Asia (mostly China, South Korea and Taiwan). Also, like many deep techs, quantum tech-
nologies are dual-use ones, with both civilian and military use cases, increasing the strategic stakes.

While it has not yet reached the volume and funding of other sectors such as artificial intelligence or
the digital cloud, the quantum startups and small business ecosystem continues to expand worldwide.
In this book, I mention about 550 such companies in many different categories (hardware, software,
telecommunications, cryptography, sensing, enabling technologies, services). In most cases, hardware
are in the deep techs realm if not in hard tech territory, with many still at an applied research stage
with a rather low technology readiness level. Being still very uncertain, this market remains quite
open to opportunities for scientists and creative innovators, while in other markets like with semicon-
ductors and large consumer Internet players, the game looks like it is less open.
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Quantum technologies are also surrounded by a fair share of hype. A few scientists, their laboratory’s
communication department, startups and large vendors frequently exaggerate the impact of their work.
Many companies also integrate “quantum” into their positioning if not branding in many fancy ways.
Either in a totally artificial way, or based on using technologies from the first quantum revolution.

Transistors, lasers and image sensors are quantum, so most digital technologies can claim to be quan-
tum. As a consequence, we must learn to distinguish the old (first quantum revolution related) from
the new (second quantum revolution related). However, even stronger bs shows up elsewhere, with
false science-based quantum medicine and other charlatanism. I showcase it in a unique section ded-
icated to quantum hoaxes and scams, starting page 1015.

This book has another flavor. It is the result of an unprecedented human adventure at the heart of the
quantum ecosystem. I started the journey back in 2016. I had then decided to select the theme of
quantum computing for my usual techno-screening activities, ranging from preparing conferences
and training to writing educational ebooks for professionals. I was joined by my friend Fanny Bouton
to run a popularization conference on quantum computing in Nantes. She brought and still brings a
different perspective, including some science fiction derived inspirations. This led to the conference
Le quantique, c'est fantastique on June 14", 2018 (video) and to numerous subsequent presenta-
tions. On top of that, we launched two series of podcasts (in French) covering quantum tech news and
with interviews with researchers, entrepreneurs and also users. We also worked on gender balance
and contributed as early as possible to this sector feminization and attract new talents'. Fanny took
an interesting turn in 2020, starting to work on OVHcloud’s startup program. She plays a key role to
embark this European cloud vendor in the quantum adventure and now leads this effort. We both went
from a role of observer to a very different one.

In this journey that is still going on, we’ve had the opportunity to meet with top researchers and
entrepreneurs, first in France, and then internationally. It started with Alain Aspect (I0OGS), Philippe
Grangier (I0GS), Daniel Esteve (CEA), Patrice Bertet (CEA), Maud Vinet (CEA), Tristan
Meunier (CNRS Institut Néel), Eleni Diamanti (CNRS LIP6), Iordanis Kerenidis (CNRS IRIF),
Pascale Senellart (CNRS & UPS C2N and Quandela), Elham Kashefi (CNRS LIP6 and VeriQloud),
Alexia Aufféves (CNRS Institut Néel in Grenoble and now MajuLab in Singapore), Philippe Duluc
and Cyril Allouche (Atos), Xavier Waintal (CEA), Robert Whitney (CNRS LPMMC), Théau Pe-
ronnin (Alice&Bob), Georges-Olivier Reymond and Antoine Browaeys (Pasqal) and many others
afterwards. We also toured almost all quantum startups in France. And of course, Christophe
Jurczak from Quantonation and Le Lab Quantique, who kindly wrote this book foreword.

Our outreach then expanded internationally, particularly in Canada, the USA, the UK, Austria and
The Netherlands. I had the opportunity to discuss with Artur Ekert, Peter Knight, Tommaso
Calarco and many startup founders, from PsiQuantum, IQM, ParityQC, ProteinQure, Qiliman-
jaro, Qblox, Jay Gambetta from IBM and Rainer Blatt from AQT. It is not enough. I want more!

In short, during these years, we have been "embedded" in the scientific and entrepreneurial ecosystem.
We also applied one of Heisenberg's principles derivatives, namely that a measurement device may
influence the measured quantity. It was and remains a beautiful adventure with real people, passions,
convictions, ups and downs, and in the end, a nice result with French and European research and
entrepreneurship in quantum technologies that are more dynamic and better positioned than a few
years ago. And the adventure is just beginning!

! With a one-day training session with Roland Berger and Axelle Lemaire in April 2019, with high school students at Magic Makers in
September 2019, with young people and parents at the Startup4Teens event in February 2020, and a debate in early March 2020 with
Alexia Aufféves, Elham Kashefi and Pascale Senellart hosted by Fanny Bouton and organized at Talan, another event with a dominant
female audience of all ages in the Tech4All event organized by Ecole 42 and Digital Ladies in March 2020, each time in partnership
with the association Quelques Femmes du Numérique ! (Some Digital Women,).
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You may wonder why this book is free and what is its business model. I have published all my books
like this since 2006 and fared well so far (on entrepreneurship, artificial intelligence and other tech-
nology and science related topics).

I favor distribution breadth over revenue. It makes knowledge easily accessible to broad audiences,
particularly with students. Also, being distributed in digital format, books are easy to correct and
update. It is quite practical when you mention hundreds of people and organizations, and deal with
complicated scientific matters. Afterwards, I sell my time in a rather traditional way with speaking,
training and consulting missions. The business model is simple: the (very) long version is free and
the (too) short versions are charged. Since the people who don’t have time usually have money and
the other way around, it works quite well even if it may be counterintuitive in the first place.

A complex domain in search of pedagogy

After having swept through many areas of science and deep techs, I can definitively position quantum
physics and quantum computing at the complexity scale apex. Quantum physics is difficult to appre-
hend since relying on counter-intuitive phenomena like wave-particle duality and entanglement, and
on a mathematical formalism that is not obvious to most people, including IT specialists and devel-
opers, one of the key audiences for this book. It is still an open challenge to translate this scientific
field lingua into natura language for most people, even with a strong engineering background.

There’s the rehashed famous quote from Richard Feynman who pointed out that when you study
quantum physics, if you think you understood everything, you are making a fool of yourself. Alain
Aspect confirms this, always expressing doubts about his own understanding of the quantum entan-
glement phenomenon that he experimented with photons in his famous 1982 experiment.

Explaining quantum computing is thus a new and difficult art. When reading quantum physics books,
you discover a mathematical formalism and many terms like observables, degeneracy, gentle meas-
urement, Hermitian operators and the likes and wonder how they relate to the physical world. Some-
times, it takes quite a while before being able to make this connection! On the other hand, you hear
simplistic descriptions of quantum physics, noticeably on superposition and entanglement, and quan-
tum computing, some coming from quantum computing vendors themselves?.

Once you think you understand it after having created a mental view of how it works, your explana-
tions become quickly inaccessible for the profane. How do you avoid this side effect? Probably with
finding analogies and use more visual tools to explain things than too much mathematics. I try this in
many sections of this book, but, still, mathematics are useful in many parts. Also, to make sure it does
not lose its scientific soundness in the process, many parts of this book have been fact-checked and
proof-read by quantum scientists. I’d say, not enough. You’ll be the judge.

This book frequently responds to questions like what, why, where and how? Particularly with linking
theory, maths and the real world. Has Moore’s empirical law really stalled? What being “quantum”
means for a product or technology? Why are we using this convoluted mathematical formalism? Do
we really have objects sitting simultaneously at two different locations? Why parallel opposite vectors
in the Bloch sphere are mathematically orthogonal? Why and where density matrices are useful? What
are pure and mixed states describing in the physical world? Why superposition and entanglement are
the two sides of the same coin? Why do we need to cool many qubit types? How are cryostats work-
ing? What is the energy consumption of a quantum computer? How much data sits in quantum regis-
ters? How is data loaded in a quantum program? What data is generated by quantum algorithms and
how is it decoded? Are quantum computers made for big data applications? How can you compare
such and such quantum computer technology? Is Shor algorithm a serious threat for cybersecurity?
When will we have a “real” quantum computer? Have we really achieved quantum supremacy?

2 See the interesting point in What Makes Quantum Computing So Hard to Explain? by Scott Aaronson, June 2021.
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And on and on... What is the real speedup of quantum algorithms? Are the case studies from D-Wave
and the like real production grade applications? Will a quantum Internet replace the existing Internet?
Why do many physicists dislike D-Wave and say it is not quantum? Can quantum telecommunications
enable either faster than light communications or high-throughput data links? How are classical com-
puting technologies competing with quantum computers? Why are quantum random number genera-
tors not that random? Are the Chinese going to kill us (metaphorically) with their (not so) huge R&D
investments in quantum technologies? Can Europe take its fair share in this new market? Oh, and if
I’m in an organization... what should I do? Am I late in the game by doing nothing?

To properly address this broad laundry list of questions, this book is positioned above the average
media coverage of quantum computing, as well as analyst reports, and below classical scientific pub-
lications that are generally largely inaccessible to non-specialists, or to specialists from other domains.

A new technology wave

Quantum computing stays on top of the various applications of the second quantum revolution. Quan-
tum sensing is more exotic and fragmented, and quantum telecommunications and cryptography are
less fascinating. Why is quantum computing becoming an important topic? Firstly, because large IT
companies such as IBM, Google, Intel and Microsoft are making headlines with impressive an-
nouncements that we must, however, take with a grain of salt, with a lot of hindsight, and decipher
calmly. There’s also the obvious impact of Peter Shor’s factoring algorithm. It drives fuzzy fears on
the future of Internet security and for your own digital privacy.

Above all, it is linked to the broad impact that quantum technologies could have on many scientific
fields and digital markets. It may theoretically make it possible to solve problems belonging to classes
of complexity that even the largest giant supercomputers will never be able to tackle with. Then, the
hype builds exaggerated stories on how quantum computing will for sure fix climate change, predict
the weather, cure cancer, and other miracles.

The other reason for this sudden interest is that we are still at the beginning of the story. New leaders
will show up. A new ecosystem is being built. This in a field where there are still enormous scientific
and technology challenges to overcome. It is a land of opportunities for science, technology and in-
novation. To resume quantum physics, we are in a highly indeterministic world.

It 1s quite difficult to evaluate the feasibility of large-scale quantum computing. For most scientists,
we are still many decades away from it. Some believe it will never show up. Others are more opti-
mistic. The main enemy is quantum decoherence and qubits errors happening during computing, and
which are difficult to avoid and correct. The plan is to fix that with quantum error corrections and
logical qubits made of physical qubits. It then becomes, at least, a physical scalability issue with a
bunch of complex engineering issues related to cooling, cryo-electronics, cabling, classical compu-
ting, miniaturization, as well as fundamental thermodynamic and energetic dimensions.

It is a very interesting living case study of how mankind builds upon scientific progress and addresses
the most difficult challenges around. For this respect, it is on par with controlling nuclear fusion.

Reading guide

Here is a tentative to prioritize which parts of this book you could read according to your business
and scientific level.

Physicists can find a state-of-the-art tour covering all dimensions of quantum technologies beyond
the field they already master.

Computer scientists, engineers and students in various scientific fields are the core target audience
for this book, as it presents, popularizes and contextualizes the various scientific, mathematical and
engineering concepts used in quantum technologies.
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The required mathematical and computer basics level is at the bachelor’s degree level for most parts.
Afterwards, it can also depend on your age since many of these concepts were not in current programs
a couple decades ago unless you were already specialized in quantum physics. Non-technical and
decision-makers can still read the sections dealing with usages as well as with how countries are
faring and societal issues.

Book sections

physicists
Computer
scientists and
developers
Students in
sciences
technical
audiences
Business
audiences

Why

History and scientists

Quantum Physics 101

Gate-based Quantum Computing

Quantum Computing Engineering

Quantum Enabling Technologies

Quantum Computing Hardware

Quantum Algorithms

Quantum Software Development tools

Quantum Computing Business applications

Unconventional computing

Quantum Telecommunications and Cryptography

Quantum Sensing

Quantum Technologies around the world

Corporate Adoption

Quantum technologies in society

Quantum Fake Sciences

Figure 1: Understanding Quantum Technologies parts and audiences relevance. (cc) Olivier Ezratty 2021-2022.

Here’s another view of the table of contents showcasing the overall logic between the lower « phys-
ics » layers and the upper hardware, software and solutions layers.

geopolitics
and societal quantum technologies around the world + tum technologies and society
impact
physics and quantum computers quantum computing
engineering per qubit type business solutions
CUET ]
sensing quantum
. . quantum enabling quantum computing quantum software communications
engineering . : :
technologies engineering development tools and
I I cryptography
gate-based and .
computing

physics history + scientists + quantum physics

Figure 2: how the topics covered in Understanding Quantum Technologies are related with each other. (cc) Olivier Ezratty.
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At last, let’s mention one of the reasons why a curious mind may like quantum technologies: they
encourage you to explore many scientific disciplines, even human and social sciences, like a scientific
Pandora’s box.

% physics TC mathematics \ivn»' human sciences

electromagnetism linear algebra philosophy
guantum physics groups theory epistemology
guantum matter analysis sociology
thermodynamics complexity theories technology ethics
fluids mechanics economics of innovation
photonics computer science R&D policy making
information theory -
geopolitics
@ engineering algorithms design Santups ecosyStem
materials design programming
electronics engineering classical computing
cryogenics telecommunications

Figure 3: the many scientific domains to explore when being interested in quantum technologies. That’s why you’ll love
this book if you are a curious person. (cc) Olivier Ezratty, 2021-2022.

If you have some scientific background, you’ll play in familiar territory but if you’ve had your degree
a couple decades ago, this overview will provide you with some interesting intellectual upgrades. On
top of that, learning quantum science is probably more efficient than Sudoku or crosswords to train
your brain muscle as it ages!

First and second quantum revolutions applications

Quantum physics has been implemented since the post-war period in almost all products and technol-
ogies in electronics, computing and telecommunications.

This corresponds to the first quantum revolution. It includes transistors, invented in 1947, which
use the field effect and are the basis of all our existing digital world, photovoltaic cells which rely on
the pairs of electron holes created by incident photons, and lasers which also exploit the interaction
of light and matter and are used in a very large number of applications, particularly in telecommuni-
cations and optical storage (CD, DVD and the likes, which are now mostly outdated).

first quantum revolution second quantum revolution
manipulating manipulating
groups of quantum particles superposition and entanglement
photons, electrons and atoms interactions and/or individual particles
& w‘) '7:'\\ °
{/ \ - reesecron
(O,
WA /
transistors, lasers, GPS quantum computing
photovoltaic cells, atom clocks quantum telecommunications
medical imaging, digital photography and video quantum cryptography
LEDs, LCD TV quantum dots quantum sensing
1947-* 1982-*

Figure 4: first and second quantum revolution definition and related use cases. (cc) Olivier Ezratty, 2020-2022.
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Many medical imaging solutions rely on various quantum effects, including nuclear magnetic reso-
nance imaging (MRI). LEDs are also based on quantum effects. The GPS is relying on atomic clocks
synchronization. Quantum dots used in high-end LCD displays and Smart TVs also use variations of
the photoelectric effect. The list is long, and we will not detail all these use cases!

The second quantum revolution covers the technologies combining all or part of the ability to con-
trol individual quantum objects (atoms, electrons, photons), use quantum superposition and/or entan-
glement. We owe the names of the first and second quantum revolutions to Alain Aspect, Jonathan
Dowling and Gerard Milburn in 20032. The first and the two following ones created it simultaneously
and independently. In the United States, the paternity is attributed to the latter, while in France, it is
attributed to the former! Who knows why?

The scope of the second quantum revolution covers various recent applications of quantum physics
that integrate quantum computing, quantum telecommunications, quantum cryptography and quan-
tum sensing. Said simply, it’s about improving our digital world performance and security, and to
increase the precision of all sorts of sensors.

¢ Quantum computing is the broad domain of using quantum physics to find solutions to various
computing problems. It includes various computing paradigms like gate-based computing, quan-
tum annealing and quantum simulations. Hundred pages are covering this topic in this book.

¢ Quantum cryptography is a mean of communicating inviolable public cryptography keys thanks
to quantum physics phenomena and rules, like photon entanglement and the no-cloning theorem.
It relies either on fiber optic communications or on space links with satellites as China has tested
with its Micius satellite since 2017. Post-quantum cryptography is a different field which is
intended to replace current classical cryptographic solutions with new solutions that are supposed
to be resistant to attacks carried out by future quantum computers. It is not belonging to the second
quantum revolution per se but is rather a consequence of it.

¢ Quantum telecommunications enables distributed computing, connecting quantum computers
enabling qubit to qubit distant entanglement, and, potentially, quantum sensors, which can be
implemented to improve their accuracy. This field still in the making could become the base for
a very secure quantum Internet and quantum cloud infrastructures. We cannot exploit it to transmit
classic information faster than today*. However, it can be used to distribute quantum processing
on several quantum processors. It could provide a mean to “scale-out” quantum computers, when
it’s becoming difficult to “scale-in”. This requires a lot of engineering, particularly to convert
solid qubits into photon qubits and share entanglement resources.

3 See Speakable and unspeakable in quantum mechanics by John S. Bell, June 2004 edition (289 pages) which contains a preface by
Alain Aspect on the second quantum revolution, dated February 2003, pages 18 to 40. We find the expression in Quantum technology:
the second quantum revolution by Jonathan P. Dowling and Gerard J. Milburn, June 2003 (20 pages) as well as in Quantum Technology
Second Quantum Revolution by Jonathan Dowling, 2011 (60 pages). Dowling's writings make a very large inventory of various quan-
tum technologies embedded in this second quantum revolution. The Second Quantum Revolution: From Entanglement to Quantum
Computing and Other Super-Technologies by Lars Jaeger, 2018 (331 pages) is a broader overview of the different sides of the second
quantum revolution.

4 But..." Entangled states cannot be used to communicate from one point to another in space-time faster than light. Indeed, the states
of these two particles are only coordinated and do not allow to transmit any information: the result of the measurement relative to the
first particle is always random. This is valid in the case of entangled states as well as in the case of non-entangled states. The modifi-
cation of the state of the other particle, however instantaneous it may be, leads to a result that is just as random. Correlations between
the two measurements can only be detected once the results have been compared, which necessarily implies a classical exchange of
information, respectful of relativity. Quantum mechanics thus respects the principle of causality". Source: https:/fr.wikipe-
dia.org/wiki/Intrication_quantique.
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¢ Quantum sensing makes it possible to measure most physical dimensions with several orders of
magnitude better precision than existing classical sensing technologies, even existing atomic
clocks. It is a vast scientific field that is the subject of numerous research projects and industrial
solutions. It includes ultra-precise atomic clocks®, cold atom accelerometers and gyroscopes that
use atomic interferometry, SQUIDs (superconducting based) and NV center magnetometers.

Table 1. Quantum Metrology and Sensing Technologies

Microgravimeters measure gravity

Wlth ex'treme precision, enabhng Technology T;cef;r(;ti:r:zgiscaal Potential Market
discoveries of underground anoma-  “Weasurement
g
heS hke hOleS, water al'ld VariOLlS ma- Atomic clocks Commerc?al $50-$500 million
. . . . Meters for voltage, current, and Commercial —
terials. This domain also includes resistance
various advanced medical imaging S , ‘
. . .. Gravimeters and other atomic Commercial < $50 million
systems with higher precision and interferometers
nOH-deSthtiVe lmaglng al'ld meas- Quan.tum inertial motion units Medlum-t?rm $50-$500 mfllfon
6 . . Atomic magnetometers Commercial $50-$500 million
urement tOOlS . A dedlcated SeCthH Magnetoencephalography Commercial $50-$500 million
of this book is covering quantum Quantum electron microscopes Medium-term $50-$500 million
. . . Quantum-assisted nuclear spin Long-term < $50 million
sensing, starting page 565. The di- imaging
versity of quantum sensing solutions _Signal measurement Medium-term —

or prOSpeCt SOlutIOIlS 1S Staggel‘lng. Sources: European Commission (2017) United States Air Force Scientific Advisory Board 2015; interviews.
Figure 5: various quantum sensing use cases. Source: EU and US Air Force, 2015.

Why quantum computing?

The main goal for using quantum computing is to solve complex problems that are and will stay
inaccessible to classical computers. This happens when these problems solutions scale exponentially
in computing time on classical machines. Problems that scale polynomially on classical hardware are
not very interesting for quantum computing. The promise of quantum computing is to address this
need. But a big warning and legal disclaimer: it is still a promise! We are still far off from delivery.

n . .

m Moore's law impact is only
®  polynomial over time

| |

extremely

n
. 13,8 billion years . .
unreasonable time ’ Y classical computing

like the age of the : (now and soon)
Universe o solving intractable
g . / exponential
s o n bl .
a £ o | theoretical quantum problems in
g * | computing speedup reasonable time
(8]
L 4

reasonable human quantum

time depending on - —— —7 = = = = computing
v

the use case (some day)

>

problem size

Figure 6: simplified view of the quantum computing theoretical promise. Before delivering this promise, quantum computers may bring
other benefits like producing better and more accurate results and/or doing this with a smaller energy footprint. (cc) Olivier Ezratty, 2022.

5 See for example this NIST work on an atomic clock based on rubidium, the element most frequently used in atomic clocks. NIST
Team Demonstrates Heart Of Next-Generation Chip-Scale Atomic Clock, May 2019.

6 See Quantum camera snaps objects it cannot 'see', by Belle Dume, May 2018. This is a variant of Diffraction Free Light Source for

Ghost Imaging of Objects Viewed Through Obscuring Media by Ronald Meyers, 2010 (22 pages). Yanhua Shih (University of Mary-
land) US Army Research Laboratory, has been working on the subject since 2005. Quantum Imaging by Yanhua Shih, 2007 (25 pages).

Also, see Quantum Imaging - UMBC (47 slides).

Understanding Quantum Technologies 2022 - Why / Why quantum computing? - 8



https://bioengineer.org/nist-team-demonstrates-heart-of-next-generation-chip-scale-atomic-clock/
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://www.newscientist.com/article/dn13825-quantum-camera-snaps-objects-it-cannot-see/
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://apps.dtic.mil/dtic/tr/fulltext/u2/a593199.pdf
https://arxiv.org/abs/0707.0268
http://boydnlo.ca/rochesterarchive/www2.optics.rochester.edu/workgroups/boyd/archive/Quantum%20Imaging/Assets/presentations/2-UMBC.pdf

Quantum computing promise

Typical exponential problems are combinatorial optimization searches and chemical simulations.
Their size is usually expressed in a number of items like a number of steps for solving a travelling
salesperson problem. Exponential problems are said to be "intractable" because their computation
time evolves in crazy proportions with their size.

It starts with various optimization problems such as the above-mentioned traveling salesperson prob-
lem, with its contemporary equivalents applied to product delivery or autonomous vehicles routing.
Today, you optimize your route with Google Maps or Waze, based on traffic conditions. Traffic con-
ditions are variable and your actual journey time is not always what was planned nor optimal.

With fully autonomous fleets, it may theoretically be possible to optimize the individual path of each
and every vehicle based on their departure and destination locations. Conventional algorithms could
work with a limited number of vehicles, but beyond a few hundred vehicles and trips, traditional
computing capacities would be largely saturated. Quantum computing may then come to the rescue!

Secondly, we have physics and molecular simulations, themselves governed by quantum mechanics
equations. It usually boils down to finding the minimum energy configuration of a system, in order
to simulate the interaction of atoms in molecules, complex crystal structures or even how magnetism
works in various materials. This deals with both classical chemical engineering and biochemistry.
Rest assured, this will not go so as far as to simulate an entire living being or even a cell. It will
already be a fantastic feat when we are able to simulate some simple de-novo protein folding in a
better way than what AlphaFold 3 from DeepMind is doing today, the next step being protein inter-
actions simulations’.

A third area for quantum computing is the training and inferences of machine learning models and
neural networks. It is now within the reach of conventional computers equipped with GPGPUs (gen-
eral purpose GPUs) such as Nvidia's V100, A100 and H100 and their tensor processing specialized
units, optimizing matrices-based operations. Quantum advantage is less obvious in this field, partic-
ularly since machine learning must usually be trained with a lot of data. Nowadays, however, using
quantum computing for machine learning happens to potentially bring another benefit: creating better
solutions instead of creating it faster.

‘% energy and materials D | (e (S . .
* = i finance and insurance

batteries design $9,500 .
risk assessment

. = ; renewables optimization a tholi timizati

K materials design nEA portrofio op |m|.za lon

gy o3 = @~ . S AR fraud detection
S fertilizers production improvements e

healthcare , defense and intelligence
molecular simulation “a“( machine learning
drug discovery /"// optimizations
' cryptology
A transports and logistics
/.a\ travel optimization

o . / fleet management
N (- : . . .
electric vehicles recharging

Figure 7: typical quantum computing use cases where a quantum speedup brings clear benefits. These are still “promises” since the
capable hardware to implement many of these solutions with a quantum speedup remains to be created and it may take a while up
to several decades! (cc) Olivier Ezratty, 2020.

7 The competition from classical machine learning is still significant and growing. See Scientists are using Al to dream up revolutionary
new proteins by Ewen Callaway, Nature, September 2022.
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Finally, you can’t avoid integer factorization, which is of particular interest to the NSA and their peers
to break RSA-type public-key encryption security. We’ll dig
into this in details starting page 787.
“Building a quantum com-
puter is a race between hu-
mans and nature, not between

Other applications are investigated for different markets such
as finance, insurance and even marketing. Many businesses
have complex optimization problems to solve. Like with most
technology-driven disruptions, businesses will progressively
discover quantum computing use case as its market and related
skills grow.

countries”
Lu Chaoyang, China

December 2020.

In extreme cases, computing times on conventional computers
for exponential problems, even with the most powerful supercomputers of the moment, would exceed
the age of the Universe, i.e. 13.85 billion years.

Most of these promises are dependent on the ability to create large scale and fault-tolerant quantum
computers, which are years if not decades away. In the interim, we may end-up having quantum
systems able to deliver other benefits like producing better and more accurate results and/or doing
this with a smaller energy footprint, but not with a real exponential speedup.

Moore’s law limitations

Moore's empirical law application, or “More than Moore” as its successor is now labelled, would
have a marginal impact, dotted in the graph. First of all, it has been slowing down since 2006, and
even if it did not slow down, it would not bring the capacity to solve exponential problems. Compu-
tation times for exponential problems would remain exponential despite the supposed doubling of
machine power every 18 months to two years. The addition of a single qubit theoretically doubles
quantum computers power, both in terms of internal memory space and computing parallelism capac-
ity®.

In comparison, quantum computers could theoretically, one of these days, solve these same problems
within a reasonable time span on the scale of a human life, in hours, days, weeks or months. Reason-
ableness obviously depends on the nature of the problem to be solved.

The main benefit of quantum computation is to modify the time scales for solving a problem and turn
problems whose classical solution requires some exponential time into quantum solutions requiring
at most some polynomial time. It can become useful when the size of the problem is large, sometimes
with only about fifty items in a combinatorial optimization search! Quantum computation also makes
it possible to gain space, particularly memory, to perform these calculations.

However, the scientific and technological barriers to overcome to make this real are still immense.
Some of these use case promises may even be frequently oversold.

Meanwhile, quantum computing is not a “jack of all trades” solution. It is not a replacement tool but
more a complement to current High-Performance Computers (HPC). Many, if not most of today’s
classical computing problems and software are not at all relevant use cases for quantum computing.

From an economy historical perspective, the consequence is that quantum computing won’t probably
be a Schumpeterian innovation. It will not entirely replace classical legacy technologies. It will com-
plement it. It’s an incremental instead of being a replacement technology. You probably won’t have a
quantum desktop, laptop or smartphone to run your usual digital tasks although quantum technologies
can be embedded in these devices like quantum sensors and quantum random number generators.

8 One could though argue that adding a single functional qubit to a quantum computer appears to be exponentially difficult with the
number of qubits.
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Quantum computers will be hidden from users and sit in cloud data centers, like Nvidia GPGPUs
racks. This will be even amplified by the progress we can anticipate with wireless telecoms.

When quantum computers will scale after 2030, we’ll probably use 6G or 7G networks with even
better latency and bandwidth! Of course, it’s still hard to anticipate the usages brought by quantum
computers when they will scale.

Let’s still boil in the fact that, as we’ll see later, quantum computers are not excellent to handle big
data not for real-time computing. This makes it less relevant to use a local quantum processor, as it
makes sense today to have local neural networks capacities to handle your in-camera image recogni-
tion processing and voice recognition in smartphones. Less data means more relevance for distant
quantum computation done in the cloud.

Classical computing technology developments

How are we currently making progress with conventional computing? We rely on a few known tech-
niques, some of which have not yet been fully explored.

Multi-core architectures enable parallel processing but with limits formalized by Amdahl's law,
which describes the upper limits of parallel computing systems acceleration.

We have the ongoing sluggish increase of transistors density in processors coupled with so-called
Domain Specific Architectures using ad-hoc circuits like tensors (matrix multipliers) used to run
specialized algorithms like neural networks. One key technology development is to make sure
memory is as close as possible to processing units.

Neuromorphic processors mimic biological neurons features with integrated memory and pro-
cessing using memristors®. They can be implemented with spintronics electronics, that imitate how
brain cells work with their own memory™.
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Figure 8: Dennard’s scale which explains the dark silicon phenomenon where all CMOS chipsets components cannot be used
simultaneously. Compilation (cc) Olivier Ezratty.

% One famous work with neuromorphic processor is the Loihi project from Intel. See Intel's Neuromorphic Chip Gets A Major Upgrade
Loihi 2 packs 1 million neurons in a chip half the size of'its predecessor by Samuel K. Moore, IEEE Spectrum, October 2021.

10 See the review paper Quantum materials for energy-efficient neuromorphic computing: Opportunities and challenges by Axel Hoff-
mann, Julie Grollier et al, April 2022 (24 pages).
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The heat barrier limits our capacity to increase processor clock speed beyond 5 GHz. It can reach 6
GHz with liquid cooling®?.

This is due to the end, in 2006, of Robert Dennard's (1932, American) scale established in 1974.
According to this scale or rule, as the transistors density increased, the power consumed per unit area
of the chipsets was stable. This happened since the transistors voltage and current could decrease with
their density, while increasing the clock frequency. Starting with 65 nm integration, this rule was
broken. It comes from an unwanted leakage current between source and drain regions caused by de-
pletion areas interpenetration. That’s why, among other phenomena, your laptop computer is also
heating your legs when you use it in public transportation or in your coach'?.

The transistors current leaks started to grow and power consumption soared. This is what prevents
the growth of processors clock. At the beginning of the 2000s, Intel planned in its roadmaps to raise
their CPU clock frequency up to 20 GHz.

Intel then stopped play- 5 [from Patterson & Hennessy]

ing this game and instead 25 2005 Roadmap ﬂ

entered the multicore =L 9

realm. However, in June )

2021, Intel released a = I3

new microprocessor for & 10 2007 Roadmap

high-end laptops running '; Intel single core p—

at a 2.9 GHz base clock j e e T . —
but with a 5 GHz turbo " Antelmultieore—— o
mode for a single core,

the 4-core i7-1195G7, 2001 2003 2005 2007 2009 2011 2013 2015 2017 2019
etched il’l 10 nm and Figure 9: how CMOS chipsets clock was supposed to increase... and didn’t. Source: High Performance
Wlth a 28W TDP13.’ Computing - The Multicore Revolution by Andrea Marongiu (41 slides), 2019. Additions: Olivier Ezratty.

The semiconductor demand switched in 2007 towards low-power multi-functions chipsets for
smartphones. This opened a boulevard for Arm core-based processors and growth for corporations
like Qualcomm.

The available computing power per consumed kW increased steadily, doubling every 1.57 years be-
tween 1946 and 2009, according to Jonathan Koomey's empirical law enacted in 2010. However,
this doubling slowed down to 2.6 years after 2000, due to the end of Dennard's scale.

There are many techniques used to optimize classical computing footprint, particularly around
memory management, with making sure memory is as close as possible to computing, including in-
memory processing®. After 2006, transistors density still continued to increase.

However, the end of Dennard's scale led to the rarely mentioned dark silicon phenomenon. As the
chipsets get too hot, it becomes difficult to use it entirely. Various methods are then combined to
circumvent this inconvenience: on-demand cores or functions deactivations according to usage needs,
a shutdown of certain portions or cores, a voltage drop, or a selective clock frequency adjustment.

1 See on this subject Minimum Energy of Computing, Fundamental Considerations by Victor Zhirnov, Ralph Cavin and Luca Gam-
maitoni, 2014 (40 pages) which compares the energy efficiency of living things and electronics.

12 Another phenomenon is the tunnel effect happening at the thin grid oxide level, that is reduced with using high-dielectric constant
oxides (“high k dielectric”).

13 Thermal dissipation power.

14 See Energy Efficient Computing Systems: Architectures, Abstractions and Modeling to Techniques and Standards by Rajeev Murali-
dhar et al, July 2020 (35 pages) which makes a good inventory of the various ways to save energy with classical computing. And
Processing-in-memory: A workload-driven perspective by S. Ghose et al, IBM Research, 2019 (19 pages).
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This is what is used in the Arm core-based processors of smartphone chipsets, whose cores do not use
the same clock rates, in the so-called big. LITTLE architectures created in 2011, and replaced with the
more flexible DynamlIQ architecture in 2017 °.

some CMOS density technical challenges
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Figure 10: some of the key CMOS density technical challenges to overcome by the semiconductor industry. One source: Reversible Circuits:
Recent Accomplishments and Future Challenges for an Emerging Technology by Rolf Drechsler and Robert Wille, 2012 (8 pages).

To lower transistors density below 10 nm, etching systems using extreme ultraviolet are required,
coming from ASML. Etching resolution depends on the wavelength of the light used to project a
mask on a photoresist.
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Figure 11: current CMOS scaling solutions adopted by the semiconductor industry. (cc) Olivier Ezratty with uncredited image sources.

Lowering the transistors size requires increasing this frequency to decrease the wavelength, and thus
go from the current deep ultra-violet to extreme ultra-violet. It took more than 10 years to develop
these EUV lithography systems. It is in production since 2019 in TSMC and Samsung 5 nm nodes
fabs. One of key benefits of EUV etching is to reduce the usage of the costly multiple patterning
process to improve lithography resolution.

15 There are many other techniques to improve classical processors energy efficiency. See for example Energy Efficient Computing
Systems: Architectures, Abstractions and Modeling to Techniques and Standards by Rajeev Muralidhar et al, AWS and Melbourne
University, July 2020 (35 pages).
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ASLM’s latest EUV lithography generation is dubbed High-NA (for high numerical aperture). A bit
like in photography, High-NA optics will convey more light onto masks and silicon targets and will
be required for nodes under 3 nm. It requires both new UV optics but also new light sources. And the
EUYV machines are much bigger and costly. These machines will be deployed around 2024. The gen-
era‘ii()on after High-NA would be Hyper-NA but even ASML is doubting it will be economically via-
ble™.

For a while, scientists warned about undesirable quantum effects appearing below 5 nm nodes, with
a tunnel effect showing up in the thinner grid oxide. But it didn’t prevent going down to 5 nm and
then below dimensions. TSMC started producing 2 nm chipsets in 2022, combining EUV etching
with the traditional FinFET technology that has been in use for more than 10 years. They are expecting
to mass-product 2 nm chipsets by 2025, thanks to nanowires and nanosheets techniques®’. In July
2021, Intel even announced a new density scale using angstrom sized transistors, with 20A and 18A
by 2025 (meaning... about 2 nm, given 1 A = 0,1 nm).
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Figure 12: the various CMOS transistor technologies used as density increased.

In May 2021, IBM announced it had prototyped 2 nm nanosheet-based chipsets, manufactured by
Samsung, and also using EUV lithography®.

As far as integration is concerned, two other limits must be taken care of, such as Rolf Landauer's
(1927-1999, researcher at IBM in 1961) principle which defines the minimum energy required to
erase a bit of information. It is a very low theoretical barrier contested by some physicists. And it can
be circumvented as we will see with the technique of adiabatic and reversible computing that is cov-
ered page 766. Finally, there is a limit coming from the reticles size, these optical systems used in
lithography whose size is physically limited, especially optically. It’s explained in below illustration
in Figure 13, coming from ASML, the world leader in semiconductor lithography. This limit has been
reached with the largest recent processors.

The largest single-die processors of 2020 were the Nvidia A100 with its 54.4 billion transistors etched
in 7 nm, superseded closely in size by the Graphcore GC200 with its 59.4 billion transistors and
1,472 cores, launched in July 2020 and the Nvidia H100 launched in 2022 with 80 billion transistors,
consolidating two adjacent 4 nm chipsets in a single package.

Cerebras (USA) nevertheless launched in 2019 an amazingly large 21.5 cm x 21.5 cm square pro-
cessor, fitting in an entire 300 mm wafer, which circumvents the reticle size limit by being etched in
several runs, for its 84 main processing units connected by metal layers. The second version of this
chipset launched in 2021 contains 2,6 trillion transistors and 40 GB of cache SRAM memory and has
a memory bandwidth of 20 PB/s, allowing it to significantly accelerate neural networks training.

16 See Hyper-NA after high-NA? ASML CTO Van den Brink isn’t convinced, Bit Chips, September 2022.

17 See Beyond CMOS, Superconductors, Spintronics, and More than Moore Enablers by Jamil Kawa, Synopsys, March 2019 (43 slides),
a good presentation describing the various ways to improve the power of components including cold CMOS, semiconductors operating
at liquid nitrogen temperature levels (-70°C) and superconducting Josephson effect based transistors.

18 See IBM Introduces the World’s First 2-nm Node Chip by Dexter Johnson, IEEE Journal, May 2021.
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Figure 13: reticle used in photolithography and its related optics, explaining the size limitation of dies in semiconductor manufacturing.

This massive Cerebras chipset, shown in Figure 14, burns about 15 kW/h which are evacuated by a
specific water-cooling system. Manufacturing techniques generate defects and more than a couple
percent of the 850,000 processing units are defective and are short-circuited during software execu-
tion'®. In September 2022, Cerebras announced its own Wafer-Scale Cluster computer using up to
192 15U rack CS-2 systems. It is competing aggressively against Intel/Nvidia and AMD-based su-
percomputers that are currently dominating the HPC landscape.

Quantum computing may make it possible to overcome the various limitations of current CMOS
processors for certain tasks. However, it will not replace them at all for tasks currently performed by
today's computers and mobile devices.
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Figure 14: the impressive Cerebras wafer-scale chipset. Source: Cerebras.

19 With its D1 chipset presented in July 2021, Tesla chose another approach. Engraved in 7 nm, it has a computing capacity of 22.6
TFLOPS FP32, with 50 billion transistors and a 400W TDP. It contains 354 computing units with 1,25 MB SRAM per unit. They
assemble these D1 in 25-chipsets tiles, consuming 15 kW, exactly like a Cerebras chipset.
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Typically, video and audio compression and decompression are not relevant tasks for quantum com-
puting. They are usually carried out in specialized chipset processing units, known as DSPs (for dig-
ital signals processing). Similarly, applications handling very large volumes of data are not suitable
for quantum computing for a whole host of reasons that we will study, mainly because data loading
speed into qubits is quite low, whatever the qubit type.

As its use cases will be different, it is hard to anticipate the IT landscape that will emerge with pow-
erful quantum computers when they show up. Even with the advent of quantum computers, Ray Kur-
zweil's singularity predictions, which rely on the ad vitam extension of Moore's empirical law, will
need to be adjusted!

Unconventional computing

In a dedicated part starting page 754, we will evaluate some the other avenues considered to overcome
the current limitations of classical computing, which may provide some power or efficiency gains
positioned between classical and quantum computing. These belong to the broad category of “uncon-
ventional computing”.

This includes superconducting computing operating at low temperatures (investigated in the USA
and Japan), digital annealing computing (proposed by Fujitsu), reversible and/or adiabatic com-
puting that could reduce energy consumption and circumvents Dennard’s scale end, probabilistic
computing as well as different breeds of optical computing.

I also delve into some of the inner workings of supercomputers and specialized processors to better
understand their strengths and weaknesses. When comparing quantum computers to classical com-
puters, we are better off with knowing both sides of the equation, not just the loud new kid in town!

These are sort of backup solutions, should science fail to create scalable quantum computers. It will
also complement quantum computing used in the context of hybrid computing. Interestingly, some
unconventional computing avenues, such as superconducting electronics, are potential enabling tech-
nologies for scaling certain types of quantum computers.

However, at this point, none of these solutions seem positioned to solve intractable problems although
some of these are claiming they have this capacity, which is quite hard to fact-check at large scales.

digital annealing reversible computing light processors
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tech
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l1I/V optronics probabilistic computing superconducting logic

Figure 15: various unconventional computing approaches besides quantum computing. (cc) Olivier Ezratty with uncredited images.
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The history of technology is about exploring multiple branches. Some do not succeed. Some help
each other. Also, some can suddenly wake up after being frozen for decades. The game is open!

Why... key takeaways

= All existing digital technologies are already quantum and belong to the first quantum revolution including transis-
tors, lasers and the likes, leveraging our control of light-matter interactions with large ensembles of quantum objects
(electrons, atoms, photons). The second quantum revolution is about using a variable mix of superposition, entan-
glement and individual quantum objects. It usually contains quantum computing, quantum telecommunications,
quantum cryptography and quantum sensing.

* Quantum technologies are at the crossroads of many scientific domains encompassing physics, mathematics, com-
puting, social sciences and the likes. It creates new educational and pedagogy challenges that must be addressed in
innovative ways and customized according to various audiences. This book targets broad audiences with some
technical background, including computer science engineers.

= Quantum computing promise is to solve so-called intractable problems whose computing complexity grows expo-
nentially with their size. These can’t be solved with classical computing, whatever happens with Moore’s law. But
we’re not there yet since there are many challenges to scale quantum computers beyond what can be done today.
In the interim, some marginal improvements will come with noisy intermediate scale computers, including better
and more precise solutions in various domains.

= Other new technologies may compete with quantum computing, belonging to the broad “unconventional compu-
ting” category. Only a very few of these could also bring some exponential computing capacity. Most others bring
other benefits compared with classical computing like in the energy consumption domain. Some of these technol-
ogies like superconducting electronics and adiabatic/reversible computing could also be helpful as enablers of
quantum computing scalability.

= This book is unique in its shape and form. It covers quantum technologies with a 360° approach. It’s more scientific
than most publications, outside research review papers. It’s a good appetizer for those who want to investigate the
matter whatever the angle.
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History and scientists

After having set the stage, we’ll make an history detour to discover the origins of quantum physics.
As any scientific and technological endeavor, it’s above all a great human story. [ pay tribute here to
the many scientists who, step by step, made all this possible and are still working on it for those who
are still in this world.

Nanoscopic physics. Quantum physics deals with atomic and sub-atomic level particles and with the
interactions between electromagnetic waves and matter. It differs from classical Newtonian physics,
which predictably governs the dynamics of macrophysical objects, beyond a few microns and up to
the size of planets and stars. Classical physics is governed by Newton's laws for matter, by Maxwell's
laws for electromagnetic fields and associated forces and by statistical physics which describes con-
tinuous media such as gases and fluids and from which the principles of thermodynamics are derived.

When the speed of objects becomes close to the speed of light or when we reach large object’s mass,
the theory of relativity comes in, explaining the curvature of space-time and modelling the impact of
gravity. It helps describing extreme phenomena such as black holes or neutron stars. It allows us to
interpret the History of the Universe, but not entirely. But relativistic electrons are also hidden in our
body’s atoms and in many elements on earth as we’ll quickly discover with the weird field of relativ-
istic quantum chemistry.

Ef newtonian relativistic

physics physics

quantum quantum fields
physics theory

theories of everything
Figure 16: high-level classification of the branches of physics. (cc) Olivier Ezratty, 2020.

The fourth domain of physics in this quadrant is the quantum fields theory. It describes the physics of
high-speed elementary particles, such as those observed in particle accelerators like quarks and the
famous Higgs boson. Richard Feynman is one of the founders of quantum electrodynamics, a subset
of quantum field theory.

In a way, quantum physics was a mean to unify classical matter physics and electromagnetic waves
physics. It helps describe how matter was organized at the atomic and electrons levels and how these
interacted with quantized electromagnetic waves, aka photons, including visible light.

Unification still in the making. Physics is still not yet complete nor unified. Some observable phys-
ical phenomena still resist it. We do not know how to explain the origins of gravitation and we are
still looking for the dark matter and energy that would explain the cohesion of galaxies and the Uni-
verse current expansion. Scientists would like to explain everything, but some knowledge may never
be accessible such as the shape and form of the Universe before the Big Bang.
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The so-called theory of everything (ToE) or unification theory sought after by some physicists would
be a formalism unifying all the theories of physics and in particular relativity, gravity and quantum
physics. This very serious field of physics is still in the making®®. Numerous proposals emerge and
sorting it out is not easy?..

Connecting the dots. This part will help you memorize who’s who in the History of quantum physics
and quantum computing. It will also cover some important science basics such as the Maxwell and
Schrodinger equations that I'll try to explain in layman’s terms, at least for readers having basic sci-
ences knowledge. Explaining quantum computing inevitably starts with some quantum physics 101
explanations. Some of its basics, although sometimes quite abstract, must be understood. I still always
try to connect the dots between quantum physics and quantum computing from a practical basis. It’s
a vast puzzle. I’ll add its pieces one by one and even though the puzzle may not be fully completed,
you’ll get a picture enabling you to become fairly well educated on quantum computing.

Experiments and theories. Quantum physics took shape in 1900. Like almost all sciences, it is the
result of the incremental work of many scientists with interactions between experimentation, theories
and mathematical creativity. Sometimes, quantum physics is better explained with its underlying
mathematical models than with incomplete physical interpretations. Representation models such as
the broad field of linear algebra plays a key role to describe quantum states and their evolution in
space and time. Linear algebra is also an essential tool to understand how quantum computer qubits
are manipulated and measured. Even if we can trace the beginning of quantum physics to Max
Planck’s 1900 quanta discovery, it was based on earlier work from many other scientists who devised
about the particle or wave nature of light, on the discovery of electromagnetism and atoms. Quantum
physics is a human adventure that brought together immense talents who confronted each other and
evolved step by step their understanding of the nanoscopic world. New generations of scientists have
always questioned the state of the art built by their predecessors??. Physicists conducted numerous
experiments, build theories and then verified it experimentally, sometimes with several decades of
latency. They also had to pour philosophy into their work to interpret the deep significance of their
discoveries, and quantum physics was not an exception. Despite its constant enrichment, quantum
physics has shown an astonishing robustness to stand the test of time and with extreme precision.

Misrepresentations. Many quantum physics scientists are famous even for general audiences, even
though their work has been overly simplified. Schrodinger's famous cat and Heisenberg's indetermi-
nacy principle are commonplace... even when their underlying details are quite different from their
related clichés. Schrodinger's key work is his non-relativistic particles wave equation, not the 10 lines
he wrote in 1935 on his eponymous cat thought experiment that is usually grossly misinterpreted!

20 The American-Japanese physicist Michio Kaku estimates that some theory of everything will be finalized by 2100. See Michio Kaku
thinks we'll prove the theory of everything by 2100, April 2019. Michio is at the origin of string theory. He defines very well the
connection between the different branches of physics and this theory of everything in A theory of everything?. But for many reasons
too long to explain here, he happens to be very optimistic in his prediction!

2 This is the case of the Wolfram Physics Project launched in April 2020 by Stephen Wolfram, a prolific Anglo-American physicist,
mathematician and computer scientist. Building on his 2002 book "A new kind of science", the author's idea is to explain everything,
the world, physics, the universe, whatever, with cellular automata, graphs and fractals. The world would be discrete on a small scale,
including time. His Physics Project focuses on the unification of physics with the same set of tools. See the hundred pages presentation
of'the project, the white paper which contains a section on quantum physics. Physicists’ views on this theory are more than circumspect.
The paper does not develop a theory that would be verifiable with an experimental approach as was the case for quantum physics
(superposition, wave function, wave function collapse, atomic transition spectral lines, ...). Wolfram’s theory was critically analyzed in
2002 by Scott Aaronson in a 14-page review, particularly about his Bell's inequalities interpretation, and in A New Kind of Science by
Cosma Rohilla Shalizi of Carnegie Mellon University, who does not mince his words. The same “hammer/nail explains everything”
approach was created by a team of scientists who describe the Universe physics laws self-learning capabilities with a giant neural
network approach, in The Autodidactic Universe by Stephon Alexander, Jaron Lanier, Lee Smolin et al, 2021 (79 pages).

22 Max Planck’s cynically explained in 1950 the evolution of science with the death of old generation of scientists: "4 new scientific
truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die and
a new generation grows up that is familiar with it".
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Like life in general, science is a great relay race, with many players. Hundreds of other less-known
contributors have also grown the field and must be recognized. Sometimes, genius scientists were so
prolific than we forget their contributions. This is the case of John Von Neumann who is better-known
for his “Von Neumann model” that is the cornerstone of classical computing and for his contribution
to the development of EDVAC in 1949, the first stored program-based computer, rather than for his
huge contribution to quantum physics mathematical formalism with density matrices and quantum
measurement. It depends on the field you are working in, classical computing or quantum physics.

You won't find here inventors or entrepreneurs a /a Steve Jobs or Elon Musk, even though the found-
ers of startups like D-Wave, lonQ, Rigetti and PsiQuantum are among the entrepreneurial pioneers of
this burgeoning industry, all being high-level scientists with a PhD!

Hall of fame. The History of 20™ century quantum physics is embodied in the mythical Fifth Solvay
Conference in 1927, held at the Institute of Physiology in Brussels. It brought together the greatest
mathematicians and physicists of the time including almost all the historical founders of quantum
physics with Max Planck, Albert Einstein, Niels Bohr, Louis de Broglie, Erwin Schrédinger, Max
Born, Werner Heisenberg and Paul Dirac?®. All this happened as the foundations of 20" quantum
physics theories were fairly well laid out. 17 of'its 29 participants got a Nobel Prize, 6 of which before
the congress (names underlined in green) and the others afterwards (in blue). It was probably one of
the largest concentrations and density of scientific brains per square meter in the history of mankind!
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Figure 17: the famous Solvay 1927 conference photo with its 17 Nobel prizes (6 back then, and 11 after the conference). Photo
credit: Benjamin Couprie, Institut International de Physique de Solvay.

Solvay conferences on physics are held every 3 to 4 years since their creation in 1911 by the entre-
preneur and chemist Ernest Solvay. The 1927 congress’s topic was electrons and photons, which are
at the heart of quantum physics. Half of these conferences are dedicated to quantum physics, the other
on different branches of physics. The 28™ edition was held in May 2022 and gathered a contemporary
hall of fame of quantum scientists from quantum physics to quantum information science.

23 Only fathers and no mother! Marie Curie was present but was not specialized in quantum physics. She worked on radioactivity.
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The major contributions of early scientists in quantum physics are generally arranged in chronological
order, with some indication of who influenced whom.

Precursors

We begin with the classical physicists and mathematicians of the 18" and 19" centuries who laid the

scientific groundwork that allowed their 20™ century successors to formalize the foundations of quan-

tum physics®*.

Thomas William Niels Henrik Charles so James Clerck Ludwig Henri David Pieter Hendrik

slits Young Rowan Abelians much stuff Maxwell Boltzmann Poincaré Hilbert Zeeman Lorentz
Hamiltonian groups Hermite equations equation conjecture space effect transformations

Figure 18: precursor scientists who laid the ground particularly in the electromagnetic fields and mathematics domains.

It’s roughly organized in scientific contributions chronological order.

Thomas Young (1773-1829, English) was one of the great sciences and arts poly-
maths of his time, working in optics, medicine, linguistics, Egyptology and music. He
determined that light behaved like a wave, which he proved with the double-slit ex-
periment around 1806, illustrated in Figure 19, that now bears his name. When reduc-
ing the size of both slits, it generates interference fringes creating alternating light and
dark zones related to the wave nature of light. We had to wait till Albert Einstein’s
work in 1905 to determine that light was also made of particles.

His experiment used red filtered sunlight going through a first slit. Contemporary experiments use
coherent laser light sources. This experiment is one of the cornerstones leading much later to the
creation of the electromagnetism theory by James Maxwell.

The slit experiment was imple- double doo; 1
. . R open, aoor
mented with electrons in 1961, sles 2 closed
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the electron wave-particle dual-

first slit door

1
ity, devised first by Louis de I
.. electrons or =
Broglie in 1924. It was then also photons  ——> I _
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Thomas Young also worked on e'e:t“’”:;:fl open, door fringes
.. . atoms - close
the principles of refraction and come molecules - 2002
human trichromatic ViSiOIl as observed as parfiflgs observed as w-afvejs
. . . . dashed: what would be probabilistic probabilistic
Well as 1 ﬂuld mechamcs, m- observed if classical distribution due to distribution due to
probabilities added up classical diffraction wave interferences

cluding on the notion of capillar-

ity and surface tension. Figure 19: the double-slit experiment principle (cc) Olivier Ezratty, sources compilation.

As an Egyptologist, Thomas Young contributed to the study of the hieroglyphs of the famous Rosetta
Stone, which was later used by Jean-Francois Champollion to decipher the whole stone texts.
Champollion was then sponsored and helped by a certain Joseph Fourier. Yes, the mathematician!

24T do not always indicate the source of the diagrams used in this text. These are part of common scientific knowledge that are now in
the public domain.

Understanding Quantum Technologies 2022 - History and scientists / Precursors - 21



William Rowan Hamilton (1805-1865, Irish) was a mathematician and astronomer.
He invented around 1827 a set of new mathematical formulations of the laws of phys-
ics incorporating electromagnetism. In quantum mechanics, we often speak of Ham-
iltonians or Hamiltonian functions. These are mathematical operators used to evalu-
ate the total energy of a system of elementary particles including their kinetic and
potential energies. This energy is evaluated over time.

Schrodinger's 1926 wave equation describes the evolution of a system’s Hamiltonian over time.
Among other domains, this concept is used in analog quantum computing with quantum simulators
and quantum annealers, like with D-Wave’s systems. We’ll have the opportunity to cover this in detail
in this book, starting page 278.

Hamilton is also behind the creation of quaternions in 1843 which generalize complex numbers, with
using i, j and k as imaginary numbers with i> = j? = k? = ijk = —1. It can be used to compute three-
dimensions rotations and have some applications in quantum computing like for the representation of
two-qubit entanglement and of single qubit gates from the Pauli group, in topological quantum com-
puting. This is an exotic domain that we won’t cover in this book.

Niels Henrik Abel (1802-1829, Norwegian) is a prolific mathematician at the origin
of the so-called Abelian groups. His work focused on the semi-convergence of nu-
merical series, sequences and series of functions, the convergence criteria of gener-
alized integrals, the notion of elliptic functions and integrals (used in cryptography)
and the resolution of algebraic equations including his proof of the impossibility of
solving general quintic equations.

He died way too early at the age of 26 from tuberculosis while visiting Paris and meeting his fiancée!
Along with William Rowan Hamilton, Charles Hermite and Emmy Noether, he is one of the main
‘suppliers’ of the mathematical foundations used in quantum mechanics.

The adjectives "Abelian" and "non-Abelian" are associated with anyons, the quasiparticles that are
the basis of topological quantum computing.

Why do these concepts of quantum mechanics invented long after his death refer to this mathemati-
cian? Mainly because the distinction between Abelian and non-Abelian is linked to their commutative
mathematical representation. A system with A and B is Abelian when A*B = B*A or non-commutative
and non-Abelian when A*B is not equal to B*A. The most common non-commutative operations are
non-square matrices multiplications. The multiplication of a matrix (p x q) * (q x p) will give a matrix
(p x p) whereas in the other direction, (q x p) * (p x q) will generate a matrix (q x q), q and p being
here numbers of rows and/or columns.

Non-commutativity is frequently found in quantum physics and particularly with quantum measure-
ment. The order in which quantum objects properties are measured may influence the results because
the used measurement operators are non-commutative. In some cases, though, operators are commu-
tative, like with the Measurement-Based Quantum Computing (MBQC) technique that we will have
the opportunity to describe later when dealing with photon-based quantum systems.

Charles Hermite (1822-1901, French) was another prolific 19" century mathemati-
cian. He worked on numbers theory, quadratic forms, the theory of invariants, orthog-
onal polynomials, elliptic functions and algebra. His main works were concentrated
on the 1848-1860 period. We owe him the notion of Hermitian functions and matri-
ces, which are widely used in quantum physics and quantum computing. A Hermitian
matrix is composed of real numbers in the diagonal and can be complex in the rest,
and is equal to its transconjugate.
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Namely, their transpose matrix whose value of complex numbers has been inverted (i becomes -i and
vice-versa).

Quantum measurement op- 2 i =20t 12 -—i 2 )
erations in quantum phys- A=[-i 1 3 A=l 1 3 A= (4)

ics and computers are de- 2t 3 -1 =2 3 -1 Hermitian matrix
fined by Hermitian matri- transposed matrix matrix equalsits transconjugate
ces. Figure 20: how a Hermitian matrix is constructed.

Achille Marie Gaston Floquet (1847-1920, French) was a mathematician who developed mathe-
matical analysis in the theory of differential equations. His name is used in Floquet codes (quantum
error correction codes) and we also find him in the physics of quantum matter.

James Clerk Maxwell (1831-1879, Scottish) created in 1865 the theory of electro-
magnetic fields, combining an electric field and a magnetic field orthogonal to the
direction of wave propagation as in the diagram below, and moving at the speed of
light. This theory explains light-light interactions such as reflection, diffraction, re-
fraction and interferences. Maxwell's work built on and improved the formalism from
Faraday, Gauss, and Amp¢ére.

Maxwell's equations illustrate that when they
are constant, electric, and magnetic fields are
independent, and in variable regime (with a

wavelength 1), it becomes interdependent (E

and §), one generating the other and vice-
versa, hence the notion of electromagnetic
waves and fields.

Figure 21: electromagnetic wave electric and magnetic fields
components.

In Maxwell's equations, the electromagnetic field is represented by an electromagnetic tensor, a 4x4
matrix whose diagonal is zero and whose half of the components describe the electric field and the
other half the magnetic field. These four dimensions correspond to space (3) and time (1).

In fact, there are four main Maxwell equations?:

electric field

The Maxwell-Gauss equation describes
how an electric field is generated by elec-
tric charges. At each point in space, the
electric field is directed from positive to
negative charges in directions depending
on the charges space position.

The Maxwell-flux equation states that a
magnetic field is always generated by a di-
pole with positive and negative charges
that are connected and inseparable. Math-
ematically, this translates into the fact that
the divergence of the magnetic field is
zero and that there is no magnetic mono-
pole.

. ¢ charges
ivergent, distribution
measures field - p ‘/
variation le (E) vacuum dielectric
orientation €p

permittivity

Figure 22: Maxwell-Gauss equation describing the electric field created
by electric charges.

-
le(B) = magnetic field
— —

surface integral —» B-dS=0
closed surface —» )] \

surface vector X derivative

Figure 23: Maxwell-flux equation.

2 See these well done and visual explanations of Maxwell's equations: A plain explanation of Maxwell's equations.
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Namely, that there is no magnetic field line that escapes to infinity as we have with an electric

field.

e The Maxwell-Faraday equation describes
how the variation of a magnetic field creates
an electric field. This is the principle used in
electric alternators. The rotational operator
using a nabla sign V corresponds to a differ-
ential vector operation. It is equal to the first
derivative of the magnetic field over time.

e The Maxwell-Ampere equation states that
magnetic fields are generated by electric cur-
rents or by the variation of an electric field.
This interdependence between magnetic
fields and varying electric fields explains the
circulation of self-sustaining electromagnetic
waves. On the left of the equation is the rota-
tional magnetic field.

As with Schrodinger's equation, Maxwell's equa-
tions have several variations, which may be con-
fusing. Maxwell first published twenty equations
with twenty unknown variables in 1865. In 1873,
he reduced them to eight equations. In 1884, Oli-
ver Heaviside (1850-1925, English) and Willard
Gibbs (1839-1903, American) downsized the
whole stuff to the four partial differential vector
equations mentioned above. These four vector
equations are reduced to two tensor equations for
electromagnetic waves propagated in vacuum.

The non-interaction with other elements explains
the independence in this equation between elec-
tric and magnetic fields.

Maxwell predicted that electromagnetic waves
were travelling at the speed of light.

Electromagnetic waves were only experimentally
discovered after Maxwell's death, by Heinrich
Hertz (1857-1894) between 1886 and 1888.
Hertz also discovered the photoelectric effect in
1887. Maxwell's description of electromagnetic
waves had a phenomenal impact in electromag-
netic telecommunications and optronics. It also
served as a foundation for the first quantum phys-
ics laws developed by Max Planck in 1900 which
led progressively to the quantization of the elec-
tromagnetic waves.

electric field  magnetic field

l i
A )
rotational —» V X E v

Jt

Figure 24: Maxwell-Faraday equation connecting the magnetic and
electric fields.
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Figure 25: Maxwell-Ampere equation connecting magnetic field to
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GOD SAID:

AND THERE WAS LIGHT.

Maxwell is also at the origin of the Maxwell-Boltzmann statistical law of gas distribution. It models
the particle velocity distribution of a perfect gas. It does not take into account the interactions between
particles and is not applicable to extreme conditions, such as very low temperatures.

Understanding Quantum Technologies 2022 - History and scientists / Precursors - 24



In particular, it is replaced by the Bose-Einstein condensate statistic for bosons (integer spin particles
such as helium 4, which can be gathered in the same quantum state and energy level) and by the
Fermi-Dirac statistic for fermions (particles with half-integer spins such as electrons or helium-3,
which cannot cohabit in the same quantum and energy state).

Maxwell is the designer in 1867 of the so-called Maxwell's demon thought experiment which would
make possible the reversibility of thermodynamic exchange processes and invalidate the second law
of thermodynamics.

It rests on two boxes containing two different gases where a gas at two different temperatures is
separated by a hole and a closure controlled by a "demon". When the door is opened, the gases mix.

Once mixed (see Figure 27), the demon

. A B A B
would control which molecules could go
from one box to another, taking ad-  J o ® ° ®le °
vantage of the natural klnet.1c energy of p | YPAN . ° A
the gases. This would allow in theory and s *
after a certain time to return to the previ- ° L ¢ o
ous equilibrium in a non-equilibrium sit-
uation (on the I'ight in Figure 27) Figure 27: Maxwell’s demon principle. Source: Wikipedia.

It took several decades to find the fault, notably via Léo Szilard in 1929 and Léon Brillouin in 1948.
Initially, the explanation was that the demon needs to consume some energy to obtain information
about the state of the gas molecules to sort them out. Therefore, energy is consumed to modify the
stable equilibrium obtained to mix the gases.

The "up to date" explanation is somewhat different. The energy cost comes from resetting the demon's

memory, which ultimately consists of a single bit of information?.

All this had repercussions on the notion of the energy value of information and led, much later, to the
creation of the field of information thermodynamics, i.e., the study of the energetic and entropic foot-
prints of information, particularly in quantum computing.

This field was then investigated by Rolf Landauer, known for his study of irreversible information
management circuits heat generation, and by Charles Bennett and Gilles Brassard, the co-inventors
of the QKD based BB84 protocol, which we will discuss later, and then by Paul Benioff, who was at
the origin of the idea of gate-based quantum computing.

We finally owe Maxwell the creation of color photography in 1855, that was implemented in 1861,
based on the three primary colors of human vision.

Maxwell’s electromagnetic field equations has very well survived the test of time. It’s still the basis
of classical optics and quantum optics. Even when studying quantized light, researchers and students
still rely on Maxwell’s equations and their subsequent derivations created since then.

% Here is the detailed explanation by Alexia Aufféves (CNRS Institut Néel / MajuLab): we can understand the operation of resetting a
bit of memory by considering an ultimate Carnot engine, consisting of a single particle that can be located to the left or right of a certain
thermostated volume. Left = 0, Right = 1 There are two possible operations. The first one is compression. The particle is initially to the
left or to the right of the volume that contains it (we don't know) and we compress the said volume so that at the end it is necessarily
on the left. It is an initialization operation where the bit is reset to state 0. As with any compression, you have to pay, here in this
ultimate case, the work to be expended is kT log 2. This is Landauer's famous work, which sets an energy bound to all logically
irreversible operations. The second operation is relaxation. In the beginning, we know whether the particle is on the left or on the right.
We position a wall, a pulley with a mass at the end and let the trigger operate while extracting an elementary work equivalent to kT log
2. This is a Szilard machine. These two manipulations were performed experimentally in 2011 at ENS Lyon. It shows the energy
footprint of information and are the ultimate solution to Maxwell's demon paradox. See Information and thermodynamics: Experimental
verification of Landauer’s erasure principle by Antoine Bérut, Artyom Petrosyan and Sergio Ciliberto, Université de Lyon and ENS
Lyon, 2015 (26 pages).
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Ludwig Boltzmann (1844-1906, Austrian) was a physicist, the father of statistical
physics, defender of the existence of atoms, facing a strong opposition from scientists
until the beginning of the 20th century, and creator of equations describing fluid and
gas dynamics in 1872. He is also at the origin of the probabilistic interpretation of the
second law of thermodynamics, which establishes the irreversibility of physical phe-
nomena, particularly during thermal exchanges.

Irreversibility is associated with the creation of entropy. Boltzmann tried his hand at philosophy while
defending the existence of atoms. Depressed, he died by committing suicide.

R

Henri Poincaré (1854-1912, French) was a mathematician and physicist, precursor
of the theory of relativity and gravitational waves. We owe him a probabilistic func-
tion that bears his name, and which is the optical equivalent of the Bloch representa-
tion that we will see later, which mathematically describes the state of qubits. He is
also the author in 1904 of the mathematical conjecture that bears his name and that
was demonstrated in 2003 by the Russian mathematician Grigori Perlman. It is rela-
tive to hypersphere bounding the unit ball in a 4-dimensional space.

He was a first cousin of Raymond Poincaré (1860-1934), president of France during the First World
War, a lesser-known figure than Georges Clémenceau who was then Prime Minister and drove the
war efforts against Germany and with allies from the UK and the USA.

David Hilbert (1862-1943, German) is yet another prolific mathematician who, at
the end of the 19™ century, was the creator of the mathematical foundations widely
used in quantum physics, in particular his so-called Hilbert spaces using vectors to
measure lengths, angles and define orthogonality. They are used to represent the state
of quantum objects and qubits with vectors and complex numbers with an inner prod-
uct, distances and an orthonormal basis (see Figure 28). Still, his work had nothing
to do with quantum physics, which was not yet formulated at the time.

His work was used by

Paul Dirac in 1930 and
John Von Neumann in inner product
Hil

1932 to lay the allows the sBa:::: . ::er: + distance function
gI'Olll’ldWOI'kS of quan- computation of P P + orthonormal basis
tum physics mathe- vector length

. . and distance
matical foundations between vectors

notation and the Von
Neumann  quantum

measurement formal- Figure 28: a Hilbert space is a vector space with an inner product. It enables the measurement of vector
1Sm. distances, angles and lengths. Source: compilation Olivier Ezratty, 2022.

Pieter Zeeman (1865-1943, Dutch) was a physicist, Nobel Prize in Physics in 1902
with Hendrik Lorentz, for the discovery of the effect that bears his name between
1896 and 1897. The Zeeman effect occurs when excited atoms are exposed to a mag-
netic field. This affects their emission or absorption spectrum, that displays many
discrete spectral lines. The effect is observed with spectroscopy, which breaks down
light rays of different wavelengths with a prism.

In his experiment, spectral lines are broken down into an odd number of lines (normal Zeeman effect,
as shown in Figure 29 for cadmium atoms) or an even number of lines (abnormal Zeeman effect).
The decomposition depends on the intensity of the magnetic field passing through the analyzed atoms.
There is also a nuclear Zeeman effect explained by the spin of atom nucleus.
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It is matched by a polarization of the generated light
m=—1 whose nature and intensity depends on the orientation
of the magnetic field relative to the light beam as
shown here. The Zeeman effect can be explained by
Pauli's exclusion principle, elaborated in 1925, and by
the transitions in the energy level of the electrons in the
same atom layer and having different orbital angular
v momentum (normal) and spin (abnormal). In astron-
sip, Y oo omy, the Zeeman effect measurement is used to evalu-
aure 29: nommal Zeeman's ffect eneray tmns:i;; ate thq intense magnetic fields in stars as well‘ as with@n
Source: Lecture Note on Zeeman effect in Na, Cd, and Hg the Mllky Way The nuclear Zeeman effect is used in
by Masatsugu Sei Suzuki and ltsuko S. Suzuki, 2011. magnetic resonance spectroscopy in MRI scanners.

643.8 nm AmE-Hl  Anl= Am=1

Hendrik Antoon Lorentz (1853-1928, Dutch) was a physicist who worked on the
nature of light and the constitution of matter and made the link between light and
Maxwell's electromagnetism equations. We owe him the Lorentz transformations that
explain the results of Michelson-Morley's experiments between 1881 and 1887 which
showed that the speed of light is stable, whatever the reference frame. With Henri
Poincaré and George Francis FitzGerald (1851-1901, Irish), he was a key contributor
to the theory of relativity formalized later by Albert Einstein between 1905 and 1915.

Let’s also add Joseph Larmor (1857-1942, Irish/British) who, among other various contributions,
was one of the first to associate electric charges with electron particles in 1894. We also own him the
notion of Larmor precession, the rotation of the magnetic moment of an object when it is exposed to
an external magnetic field, discovered with protons in 1919 and later extended to electrons.

Founders

The foundations of quantum physics started with Max Planck’s black-body explanation with energy
quanta and, then took shape over three and a half decades, roughly until 1935. It involved the succes-
sive contributions from Einstein, Bohr, De Broglie, Schrodinger, Born, Heisenberg and Dirac to men-
tion only the best-known contributors who were all theoreticians and not experimentalists. In the
timeline from Figure 30, the gold coins represent a Nobel prize.

= : - 1935
P 1924 @ 1929 Einstein,
I ’ Louis de B.roghe ) Podolski, Rosen
Ly — wave-particule duality EPR paradox
1900 &) 1918 1913 &) 1922
Max Planck Niels Bohr 1926 &) 1933 1935
black body radiation hydrogen atom Erwin Schrédinger » Erwin Schrédinger
energy quanta model wave function entanglement, cat
Planck constant ih Wa(f't) = HP (1)
1900 1905 1910 1915 1920 1925 1930 1935 1940
1927 &% 1932
3 1922 &) 1944 &
S 1905 S’ 1921 Stern:_G’erIach Werner Heisenberg 1937
g Albert Einstein experiment indetermination Etore
% photoelectric effect atoms angular 1926 @ 1954 ;Vlajo.rana
S oton electron ermion
d 3 o momentum Max Born
2 . - quantum probablities
2 1924 & 1945 1925
- Wolfgang Pauli < » Uhlenbeck-Goudsmit
exclusion principe electron spin

Figure 30: quantum physics foundational years timeline. (cc) Olivier Ezratty, 2021-2022.
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Things were relatively quiet during World War 1II as lots of scientists were focused on creating the
atomic bomb in the USA under the umbrella of the then very secret Manhattan project while Europe
was not the best place in the world for travel and international scientific collaborations. German sci-
entists who initially led quantum physics became isolated or emigrated to the USA or the UK because
they were Jews, like Albert Einstein or Max Born.

3
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Max Albert Einstein Niels Bohr Emmy Arthus Jacques Salomon  Satyendranath Louis wave- Wolfgang Pauli
Planck photoelectric atom Noether Compton Hadamard Bose-Einstein particle duality exclusion
constant effect model theorem effect matrices condensat de Broglie principle
Erwin Max Born Werner Paul Dirac Linus Pauling James John von Boris EPR Nathan EPR
Schrodinger probability Heisenberg equation computational neutrons Neumann Podolsky Rosen
equation & cat density indetermination chemistry Chadwick density matrices
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Figure 31: the key founders of quantum physics in the first part of the 20" century. (cc) Olivier Ezratty, 2020.

Here is a broader tour of the great physicists and mathematicians who laid the foundations of quantum
physics. They are all Europeans who, some of whom emigrated from Europe to the United States
before World War II.

Max Planck (1858-1947, German) was a physicist, initially specialized in thermo-
dynamics. In 1900, he developed the first basis of quantum physics, hypothesizing
that energy exchanges between light and matter are made by discrete quanta. This
radiation is not continuous but varies by thresholds, in steps of a certain amount of
energy, hence the term "quantum" and "quantum physics" or “quantum mechanics”.
His theory allowed him to roughly explain for the first time the enigmatic radiation
of black bodies, that absorbs all incident magnetic radiation.

2hc? 1

Examples of black bodies are a closed cavity S

like an oven, a heated metal that becomes
red, orange, then white depending on the
temperature, or a star like our own Sun. The s|

B(\,T) = Planck law

Rayleigh-Jeans law
“ultraviolet catastrophe”

spectrum of electromagnetic waves emitted
by a black body depends only on its temper-
ature and not at all on its material. The
higher the temperature is, the more the elec-
tromagnetic spectrum emitted by the black
body slides towards higher frequencies on
the left, therefore towards purple and ultra-
violet. The theory solved the ultraviolet ca-
tastrophe.
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Figure 32: black-body spectrum and the ultra-violet catastrophe.
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This so-called ultraviolet catastrophe, an expression Paul Ehrenfest (1880-1933, Austrian) created
later in 1911, happened with the Rayleigh-Jeans law also proposed in 1900, which was trying to
predict the shape of the light spectrum with the black body temperature. It was diverging to infinite
values as the temperature was growing. Planck’s law solved the problem and avoided the ultraviolet
catastrophe. He found his spectrum equation empirically and only then, a related explanation based
on harmonic oscillators and energy quanta exchanged between the radiation and the black body “wall”.
For this work, Max Planck was awarded the Nobel Prize in Physics in 1918.

We also owe him the constant which bears his name (h) and which is used in his blackbody radiation
equation. The Planck constant (6.626x10* Js) was then used in the equation according to which
atomic state energy shifts equals to the radiation frequency multiplied by Planck's constant. The con-
stant appears in most quantum physics equations (De Broglie, Schrodinger, Dirac, etc.).

When an electron changes its orbit in a hydrogen atom, it emits or absorbs an electromagnetic wave
whose energy is equal to Planck's constant multiplied by the emitted light frequency. More generally,
a system can evolve only with multiples of Planck’s constant. Despite the numerous experimental
validations carried out a few years later, Max Planck expressed until his death a lot of doubts about
the very principles of quantum physics!

Planck is also at the origin of several infinitesimal constants as shown in Figure 33: Planck time,
which is tp=10"*4s and Planck distance which is Ip=1.616255*10°m. Planck's time is the time it would
take for a photon to travel the Planck distance.

shortest time measurement that is A
Planck hG ‘BP possible due to the indeterminacy AX
. tp = —5 = — principle
time C 104 s
shortest distance measurement possible
Planck due to the indeterminacy principle
. ‘gp = |—= 1072° times the diameter of a proton
distance c3
1.6x10% m
Planck
maximal mass of an elementary particle length
10?° the mass of smallest elementary
Planck . flC particle like muon
mass mp = mass of a Planck particle with a <>
G dimension of Planck distance = black hole / Planck \ E
energy

2.176 434 x 108 kg Plack mass
h : Planck reduced constant

G : gravitational constant => ultimate processing speed limit: one gate per Planck time per Planck

c: speed of light mass, so 10%8 ops/sec for one gram, processing speed of a black hole!

Figure 33: Planck time, distance and mass constants (cc) Olivier Ezratty, 2021.

These are the dimensions of the infinitely small below which any observation would be impossible.
The length of Planck lp is so small that a photon used to observe it would have such a high frequency
and energy that it would generate a black hole around it and would therefore become unobservable!

At last, Planck mass is the maximum mass of an elementary particle. A particle with this mass and
the size of Planck’s distance would be a black hole. These are quite extreme physics. In today's clas-
sical cosmology, Planck's wall corresponds in the history of the expansion of the Universe to the
moment when 105 after the big bang, its size would have been 107°m, which is respectively the
Planck time and Planck distance. Needless to say that the experimental conditions of the big bang are
difficult to reproduce. It doesn’t prevent some physicists to try to simulate it digitally?’.

27 See A new algorithm that simulates the intergalactic medium of the Universe in seconds is developed by the Instituto de Astrofisica
de Canarias, May 2022.

Understanding Quantum Technologies 2022 - History and scientists / Founders - 29


https://iac.es/en/outreach/news/new-algorithm-simulates-intergalactic-medium-universe-seconds-developed

Albert Einstein (1879-1955, German then American) got his Nobel Prize in 1921 for
his interpretation of the photoelectric effect in 1905, which became one of the foun-
dations of quantum mechanics after Planck and before De Broglie, Heisenberg and
Schrédinger. Einstein determined that Planck's quanta are elementary grains of en-
ergy E = hv (Planck constant times frequency) with a momentum of p = hv/c %.
These were named “photons” in 1926 by Gilbert Lewis (1875-1946, American).
Symbolically, 1905 is also the year of Jules Verne’s death.

Symmetrically to what Louis De Broglie would later do with electrons, he hypothesized that a photon
behaves both as a wave and as a particle.

This was coming out of just one out of his four 1905 “annus mirabilis” papers sent between March
and June to Annalen der Physik, the others being on special relativity, Brownian motion and mass-
energy equivalence, published when he was just 26. This was on top of his own 24 pages PhD thesis
on a theoretical method to calculate molecular sizes using fluid mechanics and hydrodynamics.

With the photoelectric paper, he reconciled the corpuscular theories of René Descartes (1596-1650,
French, in 1633) and Isaac Newton (1642-1726, English, in 1704) with the wave-based theories of
Christiaan Huygens (1629-1695, Dutch, in 1678) to describe light.

This was followed by the works from Augustin-Jean Fresnel (1788-1827, French), Léon Foucault
(1819-1868, French, who measured first the speed of light), Hippolyte Fizeau (1819-1896, French,
who co-discovered the Doppler effect) and of course James Clerk Maxwell.

The photoelectric effect corresponds to the Ephoton = hvu v = 6226105 ms
capacity of a photon to dislodge an electron 700 nm e

. . 1.77 eV 550 nm Vinax = 2.96x10° m/s
from a generally inner orbit of an atom and 2.25 eV
to create some electric current?®. . ?2 o

L4 ’ '.

It is exploited in the cells of silicon-based ! ’
photovoltaic solar panels. It also explains e
phOtOSynthCSIS ln plantsﬂ Wthh ls the meta_ Potassium — 2.0 eV needed to eject electron
bolic starting point of glucose production. Figure 34: the photoelectric effect.

In addition to Max Planck's work on black body radiation, Einstein's interpretation was based on the
earlier work of Heinrich Hertz (1857-1894, German) who discovered in 1887 that light can extract
an electron out of metal, and Philipp Lenard (1862-1947, German) who, in 1902, studied the photo-
electric effect and determined that it is only triggered at a certain frequency for the projected light.
The latter was awarded the Nobel Prize in Physics in 1905. Becoming a fervent Nazi and opposed to
Einstein by scientific rivalry and then by explicit anti-Semitism, he mostly disappeared from quantum
physics hall of fame.

Einstein's photoelectric effect equations were then verified by the experiments of Robert Andrews
Millikan (1868-1953, American) between 1909 and 1914. It enabled him to measure the electric
charge of a single electron, which earned him the Nobel Prize in Physics in 1923.

28 In On a Heuristic Viewpoint Concerning the Production and Transformation of Light, 1905.

2 The electron layers of the atoms are numbered from 1 to N, their quantum number. One also starts the numbering by K (first layer
close to the nucleus with a maximum of 2 electrons) then L (8 electrons maximum), M (with a maximum of 18 electrons but in practice
8), etc. The photoelectric effect mainly concerns the layers K and L. The ejected electron is then replaced by an electron of external
orbit, which generates a new photon, in X-rays or in fluorescence, according to the energy of the incident photon. This then emits an
X-ray photon due to the energy differential between electronic layers or an electron called "Auger" from the name of Pierre Auger. This
phenomenon was discovered around 1923 by the latter and by Lise Meitner. Another variant of the photoelectric effect is the Compton
effect, when the high energy of an incident photon in gamma rays will release an electron from the valence layer and generate another
photon. Finally, when the energy of the incident photon is even higher, the interaction takes place at the nucleus of the target atom and
generates an electron and a positron.
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Of course, Einstein is also at the origin of the special and general theories of relativity. He didn’t
obtain a Nobel Prize for his work on relativity despite its considerable impact on science.

This is due, among other things, to his theories being based on earlier work from Hendrick Anton
Lorentz and Henri Poincaré as well as the contribution of his former professor Hermann Minkow-
ski (1864-1909, German) who created the four-dimensional space-time notion in 1908.

On top of many other contributions in quantum physics, Einstein predicted the photons stimulated
emission effect in 1917, that would later lead to the creation of lasers. He also predicted in 1925 a
particular behavior of matter, the Bose-Einstein condensate, which occurs when gases are cooled to
very low temperatures. Atoms are then in a minimum energy quantum state showing particular phys-
ical properties.

This is the case of superfluid helium, discovered in 1938, which is superfluid at very low temperatures,
1.e., it can move without dissipating energy. Bose is the name of Satyendra Nath Bose (1894-1974,
India) with whom Einstein had worked during the 1920s and to whom we owe the "bosons", which
verify the characteristics of Bose-Einstein's condensates.

Bosons include elementary particles without mass such as photons and gluons but also certain atoms
such as deuterium or Helium 4 as well as certain quasi-particles such as the superconducting electron
pairs that are Cooper's pairs. We will see a little later that it is a question of the spin sum of these
particles that determines the fact that they are bosons as opposed to fermions.

Albert Einstein also contributed to the philosophical-scientific debates on quantum physics realism,
confronting Niels Bohr. He focused on the fact that quantum physics did not seem to completely
describe the physical world with its probabilistic bias. Einstein wanted to find a realistic interpretation
of quantum physics. He could not be satisfied with a probabilistic description of the state of electrons
and other quantum objects. He could not find sufficient the interpretation of quantum physics accord-
ing to which the observer and the measurement "make" the real world. He thought that the real world
exists independently of measurements and observers.

The debate between Albert Einstein and Niels Bohr revolved around various thought experiments on
determinism discussed during the 1927 Solvay Congress.

MAY 15, 1935 PHYSICAL REVIEW VOLUME 47

Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?

A. EINsTEIN, B. PopoLsky AND N. RosEN, Iustitute for Advanced Study, Princeton, New Jersey
(Received March 25, 1935)

In a complete theory there is an element corresponding
to each element of reality. A sufficient condition for the
reality of a physical quantity is the possibility of predicting
it with certainty, without disturbing the system. In
quantum mechanics in the case of two physical quantities
described by non-commuting operators, the knowledge of
one precludes the knowledge of the other. Then either (1)
the description of reality given by the wave function in

quantum mechanics is not complete or (2) these two
quantities cannot have simultaneous reality. Consideration
of the problem of making predictions concerning a system
on the basis of measurements made on another system that
had previously interacted with it leads to the result that if
(1) is false then (2) is also false. One is thus led to conclude
that the description of reality as given by a wave function
is not complete.

Figure 35: the famous EPR paper from Albert Einstein, Boris Podolsky and Nathan Rosen published in 1935.

It culminated later, in 1935, with the famous EPR paradox paper, named after its authors Albert

Einstein, Boris Podolsky and Nathan Rosen. The paper raised the question of the incompleteness of

quantum mechanics at the time®C.

30 See Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?, by Albert, Einstein, Boris Podolsky and
Nathan Rosen 1935 (4 pages).
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It sought to explain the non-locality of the correlated quantum state measurement results of entangled
particles which was a consequence of Schrodinger's wave function. It was not yet physically observed
as of 19353!. For the EPR paper authors, the quantum theory based on Schrddinger's wave function
was either incomplete or two quanta could not be instantaneously synchronized at a distance at meas-
urement time. Their measurement outcome being random and correlated, entangled quantum objects
had to convey with them a sort of “information switch” indicating where the random measurement
should land. A physical theory is complete if each component of reality has a counterpart in the theory
that makes it possible to predict its behavior, such as some tuning happening at the source when
entangled quanta are created, and transmitted to each one with some hidden variables that would
determine the outcome of their measurement. This underlies the notion of determinism, a principle
that is absent in Schrodinger's wave function which is entirely probabilistic in nature.

Einstein thought that quantum physics was
an incomplete theory that didn’t describe ahz N gm ﬁ urk almgg

reality precisely enough. Einstein wasthen % & % et LA
often credited with the idea that there were et v Yo urow WY G w7 mea
hidden variables. It seems, however, that

he never mentioned them in his writings EINSTEIN A’ITAGKS
despite what John Bell later said. The EPR QUANTUM THEORY

paper ends with indicating that it should be
possible to build a complete theory of

Scientist and Two Colleagues
Find It Is Not ‘Complete’

quantum mechanics®? . Hidden variables ‘Even Though ‘Correct.’

are a consequence rather than a hypothesis

. Figure 36: New York Times coverage of the EPR paper.
in the EPR paradox paper.

The explanation of entanglement by "hidden variables" comes rather from Louis de Broglie with his
pilot wave hypothesis elaborated in 1927, an idea later pursued by David Bohm in the 1950s%. With
his "inequalities", John Stewart Bell demonstrated in 1964 that the existence of such hidden local
variables was incompatible with the principles of quantum mechanics. Alain Aspect's 1982 experi-
ment on photon entanglement confirmed this hypothesis. In the end, Einstein could not finish his
work on his theory of general relativity which was, for him, as incomplete as quantum mechanics. In
particular, he wanted to reconcile quantum mechanics and gravity.

Be careful with the simplistic views that Einstein was “against” quantum mechanics, had it all wrong
or did not believe in it**. He first questioned the principle of indeterminacy in 1927 and 1930, then
estimated that the theory was incomplete to explain entanglement, with the EPR paradox paper pub-
lished in 1935, and finally, he opposed the lack of realism of quantum theory. This incompleteness is
still being discussed more than 80 years later. The origins of entanglement are still not physically
explained under certain conditions, particularly with long distance. It is only observed physically and
described mathematically®. This remains an open debate as scientists continue to ponder the different
possible interpretations of quantum physics. This is part of the field of quantum foundations and
quantum physics philosophy that we cover later in this book, page 987.

3! Einstein's landmark was classical and relativistic physics that acted locally. Gravity is local and is transmitted at the speed of light.
All physical theories before quantum physics were local or EPR-local. Remote actions all involve a delay, usually coupled with atten-
uation with distance as it’s the case for gravity.

32 The 1935 New York Times article was published thanks to a "leak” provoked by Boris Podolsky, the youngest of the EPR 3 gang.

33 See Albert Einstein, David Bohm and Louis de Broglie on the hidden variables of quantum mechanics by Michel Paty, 2007 (29
pages) which sets the record straight on Albert Einstein's position on the subject of hidden variables. The author, born in 1938, is a
physicist and a philosopher of science.

34 This story is well told in Einstein and the Quantum - The Quest of the Valiant Swabian by A. Douglas Stone, 2013 (349 pages).

35 See the abundant Einstein Bohr debates and Interpretations of quantum mechanics pages on Wikipedia, from which the table on the
next page is taken.
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Niels Bohr (1885-1962, Danish) was a physicist, Nobel Prize in Physics in 1922,
who created in 1913, aged 28, a descriptive model of the hydrogen atom with its
nucleus made of a proton and an electron rotating around the nucleus on precise orbits
corresponding to levels of kinetic energy, multiple of h/2x, h being Planck's constant
and n =1, 2, 3 and so on. This model explained hydrogen spectral lines observed in
the experiments of Johann Balmer (1825-1898) in 1885, Theodore Lyman (1874-
1954) in 1906 and Friedrich Paschen (1865-1947) in 1908.

It also explained why electrons didn’t crash on atom nucleus! Niels Bohr followed the work of Ernest
Rutherford (1871-1937) who discovered in 1911 the structure of atoms with their positively charged
nucleus, thanks to its protons, and their electrons revolving around the nucleus. The latter, with whom
Niels Bohr was doing his post-doc in 1911, relied himself on Hantaro Nagaoka (1865-1950, Japan)
who predicted in 1903 the structure of atoms with a positively charged nucleus and negatively charged
electrons revolving around it, called the "Saturnian model".

Electrons had been discovered by Joseph John Thomson (1856-1940, English) in 1897 by analyzing
the rays emitted by a cathode in a cathode ray tube (CRT), deflected by an electric field as well as by

a magnetic field, and detected by a layer of phosphorus. He was awarded the Nobel Prize in Physics
in 1906.
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Figure 37: the Bohr atomic model. Source: Wikipedia and other open sources.

Ernest Rutherford had also imagined the existence of neutrons, which was not verified experimentally
until 1932 by James Chadwick (1891-1974, English). Marie Curie (1867-1934, Polish and French)
had discovered polonium and radium in 1898 and some effects of radioactivity but not the existence
of neutrons.

According to Niels Bohr, electrons emit or absorb a photon when they change orbit. Subsequently,
Louis de Broglie's work on wave-particle duality interpreted that the orbits of the electrons were an
integer multiple of their associated wavelength.

Together with Werner Heisenberg, Pascual Jordan and Max Born, Niels Bohr is at the origin of the
so-called Copenhagen interpretation of quantum physics which is based on three key principles® :

e The description of a wave-particle is realized by its wave function, and no other "hidden" local
information or variable can be used to describe its state. We must accept the wave function prob-
abilistic used to describe a quantum state.

3 See also Richard Webb’s Seven ways to skin Schrédinger's cat, 2016 which describes the different schools of thought in quantum
physics. See also other interpretations of quantum physics in Ethan Siegel's The Biggest Myth In Quantum Physics Starts With A Bang
in Forbes, 2018.
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e When a quantum state measurement is performed, its composite wave function of several states
is reduced to the wave function of one of the possible states of the quantum with a probability
define by Born’s rule (we’ll see that later). This is the collapse of the wave function.

e  When two properties are linked by an uncertainty relationship, the two properties cannot be meas-
ured with a greater precision than that allowed by the uncertainty relationship (Heisenberg prin-
ciple of indeterminacy). Moreover, when we measure the position of a particle, we affect its mo-
tion, and vice versa. It comes from the bare fact that speed and position do not have any meaning
before measurement in quantum physics. Variables linked through an indetermination link are
conjugate with regards to actions which can change only by quantum leaps.

This is the main interpretation of quantum mechanics. There are many other interpretations available,
listed below in the table from Figure 38. We will have the opportunity to detail the interpretation of
Copenhagen towards the end of the book in the part dedicated to the philosophy of quantum physics,
page 987.

Extant
universal ¢
wavefunction?

§ . o Ontologically real _ Unique Hidden Collapsing Observer Local Counterfactually
P ® Year . Author(s) * Deterministic? * .

wavefunction? history? ~ variables? ~ wavefunctions? role? dynamics? definite?

Agnostic Ne Yes Agnostic No No No No No

1927 No No' Yes No Yes? Causal Yes No No
1927- c A N
1o Yos Yas® Yas! Yas Phenomenological No No Yes Yes
952
Quantum logic 1936 Agnostic Agnostic Yes® No No Interpretational®  Agnostic No No
Time-
e 1955 Sat Yes No Yes Yes No No Nols] No Yes
symmetric theories
Many-worlds interpretation 1857 Yes Yes Mo No Mo No Yes li-posed Yes
. 1961 ; =
Cor ess causes collapse 1905 John von Neumann, Eugene Wigner, Henry Stapp No Yes Yes No Yes Causal No No Yes
fic interpratation 1966 No Na Yes Yes'™ No No No Yes' No
Many-minds interpretation 1970 H. Dieter Zeh Yes Yes Na No No Interpretational” Yes lil-posed Yes
Consistent histories 1984 Robert B. Griffiths No No No No No No Yes No Yes
Transactional interpretation 1986 No Yes Yes No Yes? No No'? Yes No
1986-
Objective collapse thearies 1080 No e e No Yes No No No No
Relational inferpretation 1994 Carlo Rovelii Nol®! No Agnostic? No Yes'? Intrinsic’’ Yesl57l No No
QBism 2010 Christopher Fuchs, Ruediger Schack Na No'™® Agnostic” No Yes'? Intrinsic'® Yes No No

Figure 38: the various interpretation of quantum physics. Source: Wikipedia.

Note that Niels Bohrt's son, Aage Niels Bohr (1922-2009, Danish), was awarded the Nobel Prize in
Physics in 1975 for his work on the structure of atom nucleus®’!

Emmy Noether (1882-1935, German) is the creator of the theorem that bears her
name in 1915 at the University of Gottingen in Germany and which says that if a
system has a continuous symmetry property, then there are corresponding quantities
whose values are conserved in time3®. At the origin of the field of abstract algebra, it
is a foundation to Lagrangian mechanics, precursor of Hamilton's formalism. At that
4 time, she could not teach at the University because this role was forbidden to women.
Her theorem was only published in 1918 and she could not officially teach until 1919.

She did not receive a salary from the University until 1923. Her theo-

rem links conservation principles and symmetries. It is one of the foun- i 6L §q. |=0

dations of particle physics. Her work helped Albert Einstein to refine dt - % “

the foundations of the theory of general relativity he developed in dt

1915%. She died relatively young, at 53. Figure 39: Emmyt{\loether’s main
equation.

37 See Quantum Model of the Atom by Helen Klus, 2017.

38 See In her short life, mathematician Emmy Noether changed the face of physics Noether linked two important concepts in physics:
conservation laws and symmetries by Emily Conover, 2018. She created a second important and more general theorem that is the basis
of gauge fields theories in quantum fields theory.

39 See Women in Science: How Emmy Noether rescued relativity, by Robert Lea, February 2019.
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Arthur Holly Compton (1892-1962, American) was a physicist who got the 1927
Nobel Prize in physics for the discovery in 1922/1923 of the effect which demon-
strates that photons can have momentum and behave as particles. His experiment
makes a photon interact with a free electron around an atom, validating the photoe-
lectric effect theories of Planck and Einstein. The Compton effect is a variant of this
effect, applied to X and gamma rays which are high energy photons.

recoil

Compton scattering deals with the reception of .

) Compton scattering electron /
an X or gamma photon which has an energy o)
higher than that of the ejected electron. The X » target L
ray photon is slowed down and deflected with a ';‘;:fti': electron o
lower energy and becomes a scattered photon. ,/'\(I)

- -G

This is also called an elastic shock. The effect is
used in X-ray radios. X-rays are emitted during
electronic transitions between the atomic layers
K, L and M (the first around the nucleus of the
atom). The emission angles of the ejected elec-
tron and the re-emitted photon depend on the
energy level Of the incident phOtOl’l. Figure 40: Compton scattering phenomenon.

Otto Stern (1888-1969, German-American) and Walther Gerlach (1889-1979, Ger-
man) respectively conceived in 1921 and together realized in 1922 in Frankfurt the
famous Stern-Gerlach experiment which discovered the intrinsic angular momentum
quantization in a magnetic field using a beam of electrically neutral silver atoms as
shown in Figure 41 °. In the experiment, this momentum came from the 47% electron
spin from heated silver atoms.

It did show that these atoms

. . y
have a quantized angular dipole I<
that deflects the beam in a given %
direction upward or downward.  oven producing

scattered
photon with
lower energy

h
Af —/11' =Al= m—oc(l - COSQ)

It later became known as parti- bfam of silver Spin down S = —37i
. . atoms

cle spins. The experiment also ,

did show that spin measurement

along a glven.dlrect‘lon was in- ron-uniform

compatible with being done in magnetic field

gnother dlI'GC‘thIl, COI‘I’GSpOl’ld- Figure 41: the Stern-Gerlach experiment where an atomic stream of

mg to the notion of observables silver is deviated in two discrete directions by a magnetic field.

complementarity.

Jacques Salomon Hadamard (1865-1963, French) was a mathematician who gave
his name to the Hadamard gate used in quantum computers and quantum algorithms.
He had worked on complex numbers, differential geometry and partial differential
equations, particularly during the 1920s. He also became interested in the creative
process of mathematicians with studying the creative process of hundreds of col-
leagues.

40 [llustration coming from: Chapter 6, Particle Spin and the Stern-Gerlach Experiment. See Stern and Gerlach, how a bad cigar helped
reorient atomic physics by Bretislav Friedrich and Dudley Herschbach, Physics Today, December 2003 (7 pages). The X, Y and Z
components of the electron spin measured in the Stern-Gerlach experiment are complementary variables. Measuring one of the three
variables prevents from doing so with the two others.
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We owe him in particular the Hadamard transforms, square
matrix operations with 2" complex or integer values on each =gl o
side. The quantum gate named after Hadamard is used in
quantum computation to create a superposition of the states
|0) and |1) with a transform of Hadamard of type H1 as de-
scribed in Figure 42.

O OO

=

This superposition enables computing parallelism in quantum
computing, in addition to the principle of entanglement which
links the qubits together conditionally and is the real source
of quantum exponential acceleration. Superposition is only Figure 42: Hadamard matrices of various
responsible for a potential polynomial acceleration. dimensions.
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Louis de Broglie (1892-1987, French) was a mathematician and physicist who, in
1923 and 1924, extended the particle-waves duality, then only applied to photons, to
massive particles, mainly electrons, and also atoms, protons and neutrons*!.
According to this principle, elementary particles behave like particles (with a
position, a trajectory and possibly a mass) and like waves (potentially delocalized and
scattering in all directions and generating interference) depending on the
circumstances.

This is the case of electrons which have
a mass and can interfere with each other.
Louis de Broglie turned this duality into _ _ h @&— Planck constant
an equation: Ap=h, where A is a Porticlemomentum ——@ D=5 o e length
wavelength, p is a quantity of motion

and h is Planck's constant.

particle energy ——® E = hu @— wave frequency

Figure 43: De Broglie wave-particle equation with electrons.

This earned him the Nobel Prize in Physics in 1929. He is the main French contributor to quantum
physics during the inter-war period. The wave-particle duality of electrons was confirmed in 1927.
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Figure 44: electron wave-particle diffraction experiment. Source: Wave Properties of Matter and Quantum Mechanics | (48 slides).

It was done as shown above in Figure 44 with a nickel crystal based diffraction experiment by Clinton
Davisson (1881-1958) and Lester Germer (1896-1971) from the Bell Labs in the USA, who shared
a Nobel Prize in Physics in 1937.

41 Louis de Broglie's brother, Maurice de Broglie (1875-1960), was also a physicist. He had studied X-rays and spectrography. Both
brothers were members of the Academy of Sciences in France.
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George Paget Thomson (1892-1975) from the University of Aberdeen in Scotland did a similar ex-
periment also in 1927. However, the Young double-slit experiment done with electrons was realized
much later, in 1961, by Claus Jonsson (1939, German).

The confirmation of the wave-particle duality was then verified for neutrons much later in 1988 by
Roland Gihler and Anton Zeilinger*? and for atoms in 1991 by Olivier Carnal and Jiirgen Mlynek,
using double-slit diffraction and by Mark Kasevich and Steven Chu, who created the first cold atom
interferometer using a light-beam splitter based on Raman transitions. It became the basis of atom
interferometry used in quantum absolute gravimeters, using an equivalent of a Mach-Zehnder inter-
ferometer replacing light with so-called matter-wave made of atoms*. It is even verifiable with mol-
ecules of several atoms.

Wolfgang Pauli (1900-1958, Austrian/American) is at the origin of the principle of
exclusion which bears his name elaborated in 1925 and according to which two elec-
trons cannot have the same quantum state in an atom. He had an early role in the
discovery of electron spin between 1925 and 1927, as well as the neutrino in 1930,
the existence of which was only experimentally proven in 1956, and on works on
quantum electrodynamics. He was awarded the Nobel Prize in Physics in 1945. The
history of his discoveries is more complex than it seems.

He first discovered in 1924 the atom nucleus spin, used to explain the hyperfine structure of atomic
spectra, i.e., the existence of very close spectral lines observed during their excitation. It cannot be
explained by the quanta and energy levels of the electron layers in the atoms. He then introduced in
1925 a new degree of freedom for electrons that he did not qualify at first.

It adds to the first three parameters describing the state of an electron in an atom, aka quantum num-
bers. The first is the energy level of the electron in the atom (the layer where it is located), the second
is the azimuthal quantum number (which defines the electron sub-layer) and the third is the magnetic
quantum number (which makes it possible to distinguish the orbitals of the electron in the atom)**.
This fourth degree of freedom was identified by George Uhlenbeck (1900-1988, Netherlands/USA)
and Samuel Goudsmit (1902-1978, Netherlands/USA) as an electron spin® .

In 1925, Wolfgang Pauli also formulated the exclusion principle according to which electrons in the
same system (an atom) cannot be simultaneously in the same quantum state, a principle that was later
extended to all fermions, i.e. half-integer spin particles (electrons have a spin '2 but fermion atoms
can have 3/2, 5/2, 7/2 and even 9/2 spins, like “°K).

The quantum state of an electron is defined with the four quantum numbers, or degrees of freedom,
that we have just mentioned. An electron spin 1s described as a direction of magnetic polarization or
as an angular rotation of the electron in one direction or the other, but it is only an image and not a
physical representation*®. Electron spins are used in silicon qubits that we cover later, starting page
292.

42 See Single- and double-slit diffraction of neutrons by Anton Zeilinger et al, Review of Modern Physics, 1988 (7 pages).

43 In this setup, the Mach-Zehnder beamsplitter is replaced by a series of three lasers pulses creating a superposition of two atomic
energy states driving a diffraction effect, then a mirror effect and at last for a recombination of split wavepackets.

4 The second and third electron quantum numbers were introduced by Arnold Sommerfeld (1868-1951, German). Among others,
Wolfgang Pauli and Werner Heisenberg were his PhD students. The alpha constant or fine structure constant is also called the Som-
merfeld constant per his work from 1916! See Electron spin and its history by Eugene D. Commins, May 2012 (28 pages).

4 Georges Uhlenbeck and Samuel Goudsmit were students of Paul Ehrenfest (1880-1933, Austria/Netherlands). His laboratory had
welcomed some illustrious future physicists such as Enrico Fermi, Robert Oppenheimer, Werner Heisenberg and Paul Dirac. Ehrenfest
was a specialist in statistical physics. In particular, he contributed to the understanding of phase changes in matter.

46 See How Electrons Spin by Charles T. Sebens, California Institute of Technology, July 2019 (27 pages) which provides a good
background on electron spin’s physical interpretations, particularly with regards to electron’s size. Pauli did demonstrate in 1924 that
if the electron spin corresponded to an angular momentum, the electron’s rotation would exceed the speed of light.
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137 is a number that played a weird role in Pauli’s life. It turns out that 1/137 is a value that roughly
corresponds to the fine-structure constant, a ratio that is found in many places in quantum physics
and compares data of the same dimension*’. It is for example the ratio between the velocity of an
electron in the lower layer of a hydrogen atom and the speed of light or the probability of emission
of the absorption of a photon for an electron (complete list). “137” is a sort of “42” of quantum physics.
Wolfgang Pauli died after some pancreatic cancer surgery, while his hospital room number was 137!

Erwin Schrodinger (1887-1961, Austrian) is a physicist who was awarded the Nobel
Prize in 1933 for the creation of his famous wave function in 1926, aka Schrodinger
equation, which describes the evolution in time and space of the quantum state of a
massive quantum particle and the probabilities of finding the quantum at a given place
and time. Schrodinger's equation is a variant of the Newtonian mechanics equations
that define the total energy of an object as the sum of its kinetic energy and its poten-
tial energy. We describe this equation in detail in a dedicated section page 97.

Erwin Schrodinger also created his famous alive and dead cat in a box thought experiment*®. In the
scenario, an opaque box contains a vial of poison, the opening of which is caused by the disintegration
of a radioactive radium atom generating alpha particles (“alpha decay”), made of two protons and
two neutrons, that are detected by a Geiger counter. Since radium has a 50/50 chance of disintegrating
at its mid-life, the cat has a 50/50 chance of being alive and dead, at deadline. When opened, it is
either alive or dead. As long as the door is not opened, the cat is said to be superposed in the alive
and dead states and entangled with the radium atom state. This story has been repeated ad-nauseam
since 1935. But his thought experiment was created to show the absurdity of the measurement postu-
late, the wave function collapse and Born’s rule. Unfortunately, the contrary has been memorized.

The caveat is that a cat can’t be super-
posed in two states because it is a macro-
scopic object of a size well beyond the
quantum/classical limit. It’s either alive or
dead, never both. These are exclusive
states. On top of that, the radium atom dis-
integration as well as the cat’s death are
both irreversible processes. They can’t be
implemented as linear superpositions of
waves. When the cat is dead, he’s not in a
superposition. He’s just plain dead.

Figure 45: the infamous Schrodinger’s cat thought experiment.

We can consider that the cat’s death is provoked by a not yet read measurement when the box is closed,
corresponding to a non-selective measurement as described page 190. The cat state uncertainty is a
classical one, not a quantum one. The cat is in a maximally “mixed state” where the uncertainty of its
death is classical, not in a “pure state” where it would be quantum (we define these notions starting
page 150). If you used a webcam inside the box and made sure it didn’t influence the radium half-life
period, you could track the cat state all along, from alive to dead or alive to alive, which are the only
two possible paths and observe the absence of superposition.

47 The fine-structure constant was measured with a precision of 2.0x1071? in 2020 using cold atoms interferometry. See Determination
of the fine-structure constant with an accuracy of 81 parts per trillion by Léo Morel, 2020 (36 pages).

8 The Cat Thought Experiment was published in a series of three papers in 1935, shortly after the publication of the EPR paradox
paper by Einstein, Podolsky and Rosen. See The Present Status of Quantum Mechanics by Erwin Schrédinger, 1935 (26 pages). The
history of the cat occupies only nine lines in this long document which deals with superposition, measurement and entanglement. That’s
even where Schrodinger coined the term entanglement in the first chapter “The Lifting of Entanglement. The Result Depends on the
Will of the Experimenter”. Schrodinger translated himself the German word Verschrankung into entanglement. The cat that appears
only three times in all and for all is therefore anecdotal but that is what everyone has remembered. Which is quite normal: the rest is
much less easy to apprehend!
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This thought experiment was intended to highlight two things. First, that superposition and entangle-
ment only applied to the infinitely small and not to macroscopic objects. History retained the principle
of superposition and not this difference between the microscopic and macroscopic worlds. Second,
that there was and still is an uncertain limit between the quantum and classical worlds. Schrodinger’s
thought experiment also dealt with the entanglement between the radium atom and the cat. Could this
entanglement work with a macro-object*®? The paper containing this thought experiment was about
entanglement and that was forgotten. Also, this paper’s publication was the one generating the publi-
cation of the EPR paradox piece by Einstein et al. We should remember that Schrodinger's wave
function and the notion of states superposition only make sense at a microscopic scale. Let’s leave
that poor cat alone in his dreams!

Max Born (1892-1970, German) is a physicist and mathematician who developed
the mathematical representation of quantum in a matrix form. We owe him in 1926
the statistical explanation of the probability of finding an electron in a given energy
state from its wave function, elaborated by Schrédinger the same year. This principle
is applied to qubits, where the sum of the square of the probabilities of the two states
of the qubit is equal to 1, given the probabilities are complex numbers.

In 1925, he created the non-commutativity relation of two conjugate quantities, one being the Fourier
transform of the other (the commutator [X,P]=XP-PX=ihl, where X is a position and P a momentum
and I, the identity). It led to the indeterminacy principle creation. He also created the first version of
the adiabatic theorem with Vladimir Fock in 1928. He got the Nobel prize in physics in 1954. Fun
fact, the British singer Olivia Newton-John is his grand-daughter*®.

-~

Werner Heisenberg (1901-1976, German) is a physicist, Nobel Prize in Physics in
1932, to whom we owe in 1927 the creation of the famous principle of uncertainty,
or rather indeterminacy, according to which one cannot accurately measure both the
position and the velocity of an elementary particle, or, more generally, two arbitrary
unrelated quantities. He is at the origin, with Max Born and Pascual Jordan in 1925,
of the quantum matrix formalism describing physical quantities.

The indeterminacy principle is a consequence of this formalism. It was Ax A h
described mathematically in a simplified manner in 1927 by Earle Xap 75
Hesse Kennard (1885-1968, American) in the famous equation in Fi- Figure 46: Heisenberg-Kennard
gure 46, where the product of the standard deviation of position and inequality, as formulated by Earle

Hesse Kennard.

velocity is greater than half the Dirac (or reduced Planck) constant.

This principle can be used to improve the accuracy of a measurement of any quantity by lowering the
accuracy of another quantity characterizing a quantum® . These quantities can be for example an
energy level, a position, a wavelength, or a speed.

One consequence of Heisenberg's principle is that all particles in the Universe are in permanent mo-
tion. If they were stable, we would know their position (fixed) and their velocity (zero), violating the
indeterminacy principle.

4% You can apply this thought experiment to the baking of the half-cooked chocolate. As long as you don't take it out of the oven after
the mandatory baking of 9 minutes, but with an oven with an unknown power, you don't know if it is well done or not, and run it
through the middle before you take it out. It is in a state of superposition between undercooked, well done and overcooked. On the
other hand, if it is overcooked, it will be difficult to go back, like Schrodinger's half-dead cat in case he died. Overcooking as well as
the death of the cat are irreversible. It is therefore not a true superposition of quantum states. But here, I have no clue about how the
oven and the half-baked chocolate are entangled. It’s about statistical physics and thermodynamics, not quantum physics. Even through
the oven is a black body! Cheers!

%0 See Olivia Newton-John's grandfather Max Born was friend of Albert Einstein by Matthew Alice, 1995.

51 This measurement technique is used in "quantum squeezing" which is integrated in the latest version of LIGO for the measurement
of gravitational waves: NIST Team Supersizes 'Quantum Squeezing' to Measure Ultra Small Motion, 2019.

Understanding Quantum Technologies 2022 - History and scientists / Founders - 39


https://www.sandiegoreader.com/news/1995/sep/28/straight-olivia-newton-john-and-albert-einstein/
https://www.nist.gov/news-events/news/2019/06/nist-team-supersizes-quantum-squeezing-measure-ultrasmall-motion

Another consequence is that a perfect vacuum could not exist because the value and evolution of the
magnetic and gravitational fields that pass through it would be stable, violating once again Heisen-
berg's indeterminacy. This explains the astonishing vacuum quantum fluctuations we discover a little
further starting in page 134. The no-cloning theorem of a qubit state also derives from the principle
of indeterminacy.

For some, this indeterminacy principle is a simplified interpretation of the corpuscular nature of mat-
ter. It leads to the question of the position and velocity of an electron, when it has no precise position.
According to the Copenhagen interpretation of quantum mechanics, we shouldn’t try to determine
where the electron is located. Try to apply the concepts of classical mechanics to electrons is vain.

In practice, quantum particles are not classical physical

particles and therefore their velocity and position cannot

be measured. They can only be described by their (Schro-

dinger) wave function and position probabilities. More reflected
generally, in the infinitely small, the measurement device photon
influences the measured quantity. One example illustrates new electron
this phenomenon at the macroscopic level: if you illumi- pj:'oil'ls T
nate an insect with sunlight and a magnifying glass to bet-

ter observe it, you may burn it! The same happens with a

photon that is used to detect an electron, in the Heisenberg

microscope thought experiment, as shown in Figure 47. It~ Figure 47: Heisenberg microscope thought experiment.
will change the speed and position of the electron. source:

observing
microscope

incident photon

original electron

expected path path

Finally, like many of the colleagues of his time, Werner Heisenberg was interested in the links be-
tween science, quantum mechanics and philosophy, and as early as 1919. He was assistant to Niels
Bohr between 1924 and 1927, before leaving for the University of Leipzig. He also had Max Born as
a professor!

During World War II, he was asked with other German scientists to work on the Reich’s atomic bomb
project. Later revelations did show that he was not very active on this project and did not believe it
was an achievable goal.

Paul Dirac (1902-1984, English) is a mathematician and physicist among the found-
ers of 20th century quantum physics. He is credited with the 1928 electron spin equa-
tion, which is one of the foundations of relativistic quantum physics (below). His
equation is a kind of variant of Schrodinger's equation for free relativistic particles,
fermions (electrons, protons, neutrons, quarks, neutrinos) which are half-integer spin
particles. Relativistic particles are those moving at a speed close to the speed of light,
which contains electrons if lower shells of heavy atoms.

In Dirac's equation, the wave function of the

electron y includes four components of complex 9 3 iy OY(z,t)
numbers that integrate time and space. Dirac's pme” + CZ anpn | Y(@,t) = ik ot
equation enabled him to predict the existence of n=1

a particle that was later be called the pOSitI‘OIl, an Figure 48: Dirac’s relativistic wave-function equation.
opposite of the electron with a positive charge®?.

52 Positrons were discovered experimentally by Carl Anderson in 1932. He was awarded the Nobel Prize in Physics in 1936.
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Dirac formalized the quantization of the free electromagnetic field in 1927. He also introduced in
1939 the bra-ket notation, known as Dirac's notation, which simplified the notation and manipulation
of quantum states and operators in linear algebra (example: (¢ |y)). The Dirac constant also named
reduced Planck constant is the Planck constant / divided by 2, also called "h-bar" for its italicized
strikethrough h symbol: /. This Dirac constant is used in the Schrédinger wave function.

Paul Dirac was awarded the Nobel Prize in Physics in 1933, at the age of 31. The Nobel Prizes of the
early 20th century were frequently awarded to young scientists, which seems to be out of fashion
since then! The youngest Nobel Prize in Physics was awarded to Lawrence Bragg, who won it at the
age of 25 in 1915 for his discovery of X-ray refraction at the age of 22°. In which case do we have
to deal with relativistic particles, in particular with electrons? It is generally considered that an elec-
tron becomes relativistic when the total of its mass and kinetic energy is at least twice the rest mass.
This ratio corresponds to the Lorentz factor. It represents a speed of at least 86% of the speed of light.
But relativistic phenomena may occur before that speed is reached. In Newtonian equivalent, the
speed of an electron around the nucleus of a hydrogen atom is about ¢/137. With electrons from heavy
atoms inner shells, this velocity can exceed c/2.

This is the case for electrons of the first 10 A N

layer of the gold atom, which move at Lorentz factor = 5

85% of the speed of light. This affects  electron relativistic

the position of relativistic electrons in mass (M) S

the low orbits of heavy atoms such as vs restmass (m,) 7 relativistic
lanthanides, which belong to the rare 6 electron

earths. The Bohr radius that defines the 5

average orbital of an electron de- y = 1 4

creases inversely proportional to the V1I-(@*/c) 3

apparent mass of the electron. Because m, 2

the electron's apparent mass increases, el = m 1 |
this Bohr radius is smaller for relativ- ¢ A V
istic electrons. This modifies the struc- g ., ameoh?  © c/2 86%
ture of the electron orbitals of heavy at-  5g4iys %© mge? electron speed

oms and the transition energy levels (c = speed of light)
between orbitals that absorb or emit Figure 49: relativistic electrons and Lorentz factor.
photons.

This explains the color of gold and silver, due to relativistic modification of orbits of electron layers
between which transitions occur due to the absorption of photons. Blue is absorbed in the case of gold,
explaining its yellow color. Without the relativistic effect, gold would be white. This has a lot of
implications in the chemistry of these materials and with their crystal organization®*. This quantum
relativistic effect also explains why mercury is liquid at room temperature®. All this gives rise to a
field of chemistry called relativistic quantum chemistry®®.

53 Paul Dirac was distinguished by his shyness and parsimonious oral expression in meetings or during meals. So much so that his
Cambridge colleagues had defined the "dirac" unit as the most concise way to express himself in a meeting, namely, at the rate of a
single word per hour. His behavior was equivalent at the Solvay Congresses he attended, notably that of 1927. However, he must have
broken a record in his speech accepting his Nobel Prize at the end of 1933. It is still six pages long! Half, however, of the 12 pages of
the speech of Erwin Schrodinger, also winner of the Nobel Prize in Physics that year. Another anecdote: Dirac was married to one of
the sisters of Eugene Wigner, Nobel prize in physics in 1963 and famous for his function and also his “friend” paradox.

54 See more examples in Relativistic Effects in Chemistry More CommonThan You Thought by Pekka Pyykko, 2012 (24 pages).

%5 See Why is mercury liquid?Or, why do relativistic effects not get into chemistry textbooks? by Lars J. Norrby, 2018 (4 pages).

5 See Relativistic quantum chemistry by Trond Saue, 2019 (110 slides) and An introduction to Relativistic Quantum Chemistry by
Lucas Visscher (107 slides). The mathematical formalism of relativistic quantum chemistry is well documented in the voluminous
Introduction to Relativistic Quantum Chemistry by Kenneth Dyall and Knut Faegri, 2007 (545 pages).
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It also explains why the size of atoms is not proportional to their number of protons and electrons®’ .

Particles also become relativistic in particle accelerators such as the CERN LHC near Geneva (the
largest in the world), the ESRF in Grenoble (European Synchrotron Radiation Facility, specialized in
the generation of "hard", very high-frequency X-rays) or the SOLEIL light synchrotron located in
Saint-Aubin near Saclay just next to the CEA, also in France, or its equivalent from PSI in Switzerland.

The SOLEIL synchrotron uses electrons accelerated to a relativistic speed and inverters that generate
beams of light 10,000 times denser than sunlight®® . Equivalent instruments exist such as the Ad-
vanced Photon Source at the Argonne National Laboratory from the US Department of Energy near
Chicago.

Free Electron Lasers (FEL) exploit rel-
ativistic electron sources. These are lasers
generating coherent light (spatially and
temporally, the emitted photons have the
same frequency, phase and in that case,
also polarization) and exploit relativistic

§lectroq sources from synchrotrons. The s e o
interaction between these electrons and a  Permanent Magnetic Material
strong alternating magnetic field makes it NoFes
possible to generate coherent light in elec-
tromagnetic frequency ranges from infra-
red to X-rays, through visible light and ul-
traviolet. The FEL are used to explore all
sorts of matter, particularly in biomedical
research like with X-rays crystallography.

Electrons

\

“~_ Synchrotron
Radiation
X-ray beam

Finally, relativistic particles can be found

in astrophysics and, for example, in cos- h&
mic ray sources as well as in relativistic Figure 50: free-electron laser. Source: X-ray diffraction: the basics by Alan
plasma jets produced at the center of gal- Goldman (31 slices).

axies and quasars®°.

Vladimir Fock (1898-1974, Russian) was a theoretician physicist who worked on
quantum physics, the theory of gravitation and theoretical optics. We own him the
Fock space, representation and state, used in quantum photonics to represent the state
of bosons many-body systems having the same quantum state. He co-created the
Klein-Gordon equation in 1926, the relativist version of Schrédinger’s equation for
zero spin massive particles, the adiabatic theorem with Max Born in 1928 and the
Hartree—Fock quantum simulation method in 1930. He also worked on quantum elec-
trodynamics and quantum foundations.

57 See this periodic table of elements with an indication of the sizes of the atoms.

%8 See the conference Electrons relativists as light sources by Marie-Emmanuelle Couprie, Synchrotron Soleil, 2011 (1h25). Electrons
circulate in the synchrotron at a speed close to that of light. SOLEIL powers more than 25 analytical instruments covering the spectrum
from infrared to X-rays, with numerous applications in precision microscopy, including a microscopy using very well collimated and
polarized white light. These instruments can be used to analyze the three-dimensional structure of organic molecules such as complex
proteins, such as the glycoproteins that surround viruses. This even allows one to study how these proteins combine with those of the
attacked cells, or ribosomes, which are used to produce the proteins in the cells, are also analyzed.

59 Dirac's equation is linked to the Klein-Gordon equation (1926) which applies to bosons such as elementary gluon particles and
pions, particles having integer or zero spin. Relativistic quantum mechanics is a broad field of physics, used in particular in elementary
particles physics. I have not yet found any use cases of this branch of physics in current quantum technologies. See the main foundations
of relativistic quantum mechanics in Relativistic Quantum Mechanics by David J. Miller, University of Glasgow, 2008 (116 slides).

Understanding Quantum Technologies 2022 - History and scientists / Founders - 42


http://canfield.physics.iastate.edu/course/Canfield_phys_590_2018_1.pdf
https://sciencenotes.org/wp-content/uploads/2014/11/PeriodicTable_AtomicRadius.pdf
http://culturesciencesphysique.ens-lyon.fr/video-html5/pcp2011/couprie/electrons-relativistes-comme-sources-de-lumiere
http://web.archive.org/web/20201219112349/http:/www.physics.gla.ac.uk/~dmiller/lectures/RQM_2008.pdf

Pascual Jordan (1902-1980, German) was a physicist who collaborated with Max
Born and Werner Heisenberg and contributed to laying the mathematical foundations
of quantum mechanics, especially in matrix computation. Like Philipp Lenard, he
was somewhat forgotten because of his membership in the Nazi Party during the
1930s, although he was rehabilitated after the Second World War thanks to the help
of Wolfgang Pauli. He became interested in the philosophical notion of free will.

Linus Pauling (1901-1994, American) was a biochemist known to have co-founded
the scientific fields of quantum chemistry and molecular biology. He had the oppor-
tunity to meet in Europe the founders of quantum physics like Erwin Schrédinger and
Niels Bohr in 1926-1927. He described chemical bonds over a period between 1928
and 1932 and in particular the hybridization of orbitals which explains the geometry
of molecules. He published "The Nature of the Chemical Bond" in 1939.

He was awarded the Nobel Prize in Chemistry in 1954 and the Nobel Peace Prize in 1962 for his
political activism in favor of nuclear disarmament. He is considered to be at the origin of computa-
tional chemistry, which makes it possible to numerically simulate the structure of molecules and
which we discuss in the section on quantum applications in health on page 693.

James Chadwick (1891-1974) is an English physicist who was responsible for the
discovery of neutrons in 1932, which earned him the Nobel Prize in Physics in 1935.
This discovery was late compared to quantum physics and the discovery of electrons.
Nuclear physics has indeed progressed in parallel with quantum physics, which was
mainly concerned with the interactions between electrons and photons. Before the
discovery of neutrons, scientists thought that the nucleus of atoms contained protons
and electrons.

John Von Neumann (1903-1957, Hungarian, then American) was a polymath and an
extremely prolific mathematician. He participated in the creation of the mathematical
foundations of quantum mechanics, notably in the "Mathematical Foundations of
Quantum Mechanics" published in 1932. He transposed the main principles of quan-
tum mechanics into models and equations of linear algebra. He devised the key math-
ematical principles behind quantum measurement models.

This deals, for example, with the representation of quantum states as a position in a Hilbert space, the
observables which are projections into Hilbert spaces and the indeterminacy principle which can be
explained by the non-commutativity of measurement operators. These principles are also named
Birkhoff-von Neumann quantum logic, in connection with their seminal paper published in 1936,

Von Neumann also affirmed that the introduction of hidden variables to incorporate determinism was
a lost cause because it would contradict other (verified) predictions of quantum physics. Three years
before Einstein/Podolsky/Rosen's EPR paper!

We owe him the creation of the notion of entropy (by Von Neumann), in 1932, which is associated
with the notions of operators and density matrices that he created in 1927 and which describe the state
of a multi-partite quantum system. He participated in the Manhattan Project in the USA.

60 See The Logic of Quantum Mechanics by Garrett Birkhoff and John Von Neumann, 1936 (22 pages).
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Figure 51: the Von Neuman Princeton architecture which still defines classical computing.

ouT

-

luantum Mechanics

He modelled explosions and lenses for compressing plutonium in A-bombs. He is also responsible
for the basic concepts in game theory and classical computers that are still in use. Thus, almost all
computers use a Von Neumann architecture with memory, registers, control unit, computing unit,
inputs and outputs. What a contribution!

Boris Podolsky (1896-1966, Russian then American) wrote the EPR paradox paper
with Albert Einstein and Nathan Rosen in 1935 on quantum entanglement and ques-
tions of non-locality of the properties of entangled quanta. He was a specialist in
electrodynamics which deals with the analysis of electric and electromagnetic fields.
He emigrated to the USA and, according to Russian archives, was a post-war KGB
spy and informer of the USSR on the American atomic program between 1942-1943.
His code name was... " Quantum".

Nathan Rosen (1909-1995, American then Israeli) is the third EPR paradox author
when working as an assistant to Albert Einstein in Princeton. After moving to Israel
in 1953, he created the Institute of Physics at Technion University in Haifa. He was
mainly working on astrophysics and relativity theory. He devised the concept of
wormbholes, a theoretical link between different points in space and time. He also
thought neutrons were built out of a proton coupled to an electron.

Ettore Majorana (1906-circa 1938, Italian) imagined the existence of a fermion in
1937 based on Dirac's equations, an elementary particle that would be its own anti-
particle. The Majorana fermion naming is also abusively applied in condensed matter
physics to quasi-particles having similar properties. Their existence was discovered
in 2012 and verified in 2016 and then in 2018, even if it is still disputed by many
physicists and two related 2018 papers had to be retracted in 2021.

These Majorana quasi-particles (or “Majorana Zero Modes”) could make it possible to design uni-
versal quantum computers called topological computers that can handle very efficient error correction
codes requiring a small number of physical qubits. This is the exploration path chosen by Microsoft
after the work of Michael Freedman and Alexei Kitaev in the late 1990s. Ettore Majorana is said to
have committed suicide after a depression, because he could hardly stand the pressure of his genius!
But his disappearance remains enigmatic because his body has never been found!
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Alonzo Church (1903-1995, American) was a mathematician who was a key con-
tributor to the foundations of theoretical computer science and on the notion of com-
putability. Among other things, he created the lambda calculus in 1936, a universal
abstract programming language which inspired the creation of LISP. He also created
the so-called Church-Turing thesis. For this last one, any automatic calculation can
be carried out with a Turing machine. Church and Turing also proved an equivalence
between being A-computable and Turing computable.

Many variations of the Church-Turing thesis were elaborated after them to extend the broad field of
complexity theories. For example, the extended Church-Turing thesis states that the computation time
of a problem is equivalent at worst to a polynomial depending on the size of the problem. It is not
demonstrable.

What about the others, known, unknown or less famous from the 1927 Solvay Congress? Two partic-
ipants deserve to be mentioned who had some connections with quantum physics.

Léon Brillouin (1889-1969, Franco-American) who is less known in France because
of his expatriation to the USA during World War II contributed to advances in quan-
tum physics between the two World Wars. In particular, he brought quantum mechan-
ics closer to crystallography. He especially discovered the phenomena of diffraction
of waves traversing crystals, called Brillouin scattering.

And then, finally, Hendrik Anthony Kramers (1894-1952, Dutch) who assisted Niels Bohr in the
creation of quantum theory. Many of the participants were not quantum physics scientists. They were
invited because the Belgium organizers tried to have a stable proportion of Belgians, French, Germans
and English participants. Were there, for example, Emile Henriot and Marie Curie who were fo-
cused on radioactivity, Paul Langevin (with whom Marie Curie had had an affair in 1910, after the
accidental death of her husband Pierre Curie in 1906), as well as a good number of chemists.

What was striking during this prolific period were the way the social network of physicists worked,
without smartphones and the Internet. They had many encounters, cross-University tenures, meetings,
letter exchanges and conferences. It was slow according to today’s references, but the results were
still astounding.

At last, here’s a simple
chart reminding us
how young the found-
ers of quantum phys-
ics were when they

Albert Einstein Niels Bohr Johnvon Louis de Broglie Erwin Max

published their Semi_ photoelectric atom N_eumann wave-particle duality Schn‘idinggr Planck

1 K in the key effect model density matrices wave equation quanta
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entific research didn’t
work the same way.
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quently awarded No- :;e"_i
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principle
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. Figure 52: how old were quantum scientists when they were awarded the Nobel prize in physics:
least 50 if not 70. (cc) Olivier Ezratty, 2021.
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Post-war

As mentioned before, quantum physics developments seemed to slow down between 1935 and 1960.
Physicists were then busy with nuclear physics. The Manhattan project mobilized an amazingly large
number of physicists like John Von Neumann and Enrico Fermi (1901-1954, Italian American, Nobel
prize in physics in 1938) whose contributions were centered in nuclear physics and statistical physics,
leading to the Fermi-Dirac ideal gas statistics.

Quantum physics still led, after World War II, to an incredible wealth of technologies that revolution-
ized the world. We can mention three important branches resulting from the applications of the first
quantum revolution: transistors, invented in 1947 by William Shockley, John Bardeen and Walter
Brattain from the Bell Labs®!, masers and lasers invented between 1953 and 1960 by Gordon Gould,
Theodore Maiman, Nikolay Basov, Alexander Prokhorov, Charles Hard Townes and Arthur Leonard
Schawlow, only a few of whom received the Nobel Prize associated with these discoveries, photo-
voltaic cells that convert light into electricity, and the GPS. Transistors and lasers are the basis of
much of today's digital technology. All our digital devices are already quantum! The field of quantum
optics started in the early 1960s with the laser invention and Roy J. Glauber’s work, with his seminal
work in 1963 on light classification where he formalized the coherent states generated by lasers, aka
Glauber states.

The post-war period was also dominated in quantum physics by advances made on superconductivity
with the BCS theory in 1957 and the Josephson junction in 1962, and by the theoretical work of John
Stewart Bell in 1964.

1964 1980
John Stewart Bell ’ Yuri Manin
‘ r Bell inequalities and test quantum computing
' 1957
John Bardeen i, 1970 1981
1946 &) 1952 Leon Cooper &) Dieter Zeh Richard Feynman
Felix Bloch John Robert Schrieffer &, quantum decoherence quantum simulator
sphere superconductivity
|
1945 1955 1960 1965 1970 1975 1980 1985 1990
1947 @ 1956 L 1962 f_, 1973 1980 J 1982
e Brian Josephson Tommaso Toffoli William Wooters
William Shockley Josephson effect Toffoli gate » Wojciech Zurek
John Bardeen' no cloning theorem
Walter Brattain 1953-1960
transistors Gordon Gould 1973 1982
Theodore Maiman John Clauser &) 2022 Alain Aspect (£ 2022
Nikolay Basov (£ 196? etal - Jean Dalibard

Alexander Prokhorov 3, 1964
Charles Hard Townes (£ 1964
Arthur Leonard Schawlow £ 1981
maser and laser

CHSH inequalities Gérard Roger
Philippe Grangier
entanglement

Figure 53: timeline of key events in quantum physics after World-War II. (cc) Olivier Ezratty, 2022.

61 Transistors are based on many quantum phenomena, particularly the electronic structure of atoms in semiconductors crystals that
was discovered during the 1930s and creates forbidden energy levels named band gaps (found by Sir Alan Herries Wilson, UK, in
1931), the impact of defects in crystals leading to doping and the tunneling effect due to the wave-particle duality of electrons. It also
uses the field effect, which modulates the electrical conductivity of a material by the application of an external electric field. It was
invented by Julius Edgar Lilienfeld (1882-1963, Austro-Hungarian and American) who got a related patent granted in 1926 using
copper-sulfide semiconductor materials. It corresponds to what we today call a “Field Effect Transistor” (FET). The first transistor
invented in 1947 was made of germanium, not silicon. See The Transistor, an Emerging Invention: Bell Labs as a Systems Integrator
Rather Than a ‘House of Magic’ by Florian Metzler, October 2020 (57 pages) which shows the flow of discoveries that led to the
creation of the first transistor by the Bell labs in 1947. This first computers using transistors was the TRADIC Phase One computer
that was built in 1954.
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We then have the verification of entanglement by Alain Aspect's experiment in 1982. 1980 and 1981
are other key dates which mark the symbolic beginnings of quantum computing, imagined by Yuri
Manin (gate-based quantum computing) and Richard Feynman (quantum simulation).

The term second quantum revolution covers advances from the 1990s and later, when the quantum
properties of individual particles could be controlled at the level of photons (polarization, ...), elec-
trons (spin) and atoms or ions, as well as superposition and entanglement. This led to the emergence
of quantum cryptography and quantum telecommunications, in addition to the premises of quantum
computing. The original definition of this second quantum revolution is however not as precise as
that 52,

Felix Bloch (1905-1983, Swiss then American) is a physicist who created the geo-
metrical representation of a qubit state in a sphere, Bloch's sphere was elaborated in
1946 in a paper on nuclear magnetism, his main specialty. Like other physicists of his
time, he contributed to the Manhattan Project, although quite shortly. He was awarded
the Nobel Prize in Physics in 1952 for his work on nuclear magnetic resonance and
magnons conceptualization. He was also the first director of the international particle
physics laboratory CERN in 1954.

Chien-Shiung Wu (1912-1997, Chinese then American) was a scientist who contrib-
uted to the development of nuclear physics and to the Manhattan Project, with her
gaseous diffusion process used for separating uranium 238 from uranium 235. She
also contributed to the development of quantum physics by conducting the first ex-
periment related to the synchronization of photon pairs and entanglement in 1949,
before Alain Aspect's experiment in 19823,

This experiment was different and was based on the measurement of the angular correlation of gamma
ray photons (with very high-frequency and high-energy) generated by the encounter of electrons and
positrons.

Hugh Everett (1930-1982, American) is a physicist who created the formulation of
relative states and a global wave function of the Universe integrating observations,
observers and tools for observing quantum phenomena. He met Niels Bohr with other
physicists in Copenhagen in 1959 to present his theory. He was politely listened to,
but his interlocutors said that he understood nothing about quantum physics.

Everett was also a contributor to the connections between the theory of relativity and
quantum physics, especially around quantum gravitation. He is credited with the hy-
pothesis of multiple or multiverse worlds, or many-worlds interpretation, explaining
quantum entanglement and non-locality. It is in fact coming from Bryce DeWitt
(1922-2004, American) who interpreted his work in 1970. DeWitt also worked on the
formulation of quantum gravity theories.

62 The second quantum revolution expression was created simultaneously and independently in 2003 by Alain Aspect and by Jonathan
Dowling and Gerard Milburn. The latter is also known to be one of the three protagonists of the KLM model of photon-based quantum
computing, created in 2001 jointly with Emanuel Knill and Raymond Laflamme.

63 See The Angular Correlation of Scattered Annihilation Radiation, Wu and Shaknov, 1949.
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John Wheeler (1911-2008, American) supervised Hugh Everett's thesis. He was a
specialist in quantum gravitation. He worked in the field of nuclear physics, notably
in the Manhattan project, on the first American H-bombs and on very high-density
nuclear matter found in neutron stars. He popularized the term black hole in 1967. He
imagined a delayed-choice experiment to decide when a quantum object decides to
travel as a wave or as a particle.

He collaborated with Niels Bohr and among his PhD students were Richard Feynman and Wojciech
Zurek!

‘ Roy J. Glauber (1925-2018, USA) was a theoretical physicist, teaching at Harvard
¥ and at the University of Arizona. He got the Nobel Prize in Physics in 2005 for his
foundational work on the quantum theory of optical coherence. He is considered to a
father of non-classical light description and of the quantum optics field, with his work
in 1963, describing the various types of light (coherent, not coherent, ...). He also
worked in the field of high-energy particle physics, which we don’t cover in this book
since out of scope of the “second quantum revolution”.

Philip W. Anderson (1923-2020, USA) was a theoretical physicist who contributed
to the theories of localization (aka “Anderson localization” according to which ex-
tended states can be localized by the presence of disorder in a system), antiferromag-
netism and quantum spin liquid, symmetry breaking leading to the creation of the
Standard Model, superconductivity (at high-temperature, pseudospin approach to the
BCS theory, Anderson's theorem on impurity scattering in superconductors).

He created the “condensed matter physics” naming. He got the Nobel prize in physics in 1977 for his
work on the electronic structure of magnetic and disordered systems. He worked at the Bell Labs and
was also a teacher at Cambridge University, UK.

M John Stewart Bell (1928-1990, Irish) relaunched research in quantum mechanics in
the 1960s on the notion of entanglement. We owe him the Bell inequalities that high-
light the paradoxes raised by quantum entanglement. Bell's 1964 theorem indicates
that no theory of local hidden variables - imagined by Einstein in 1935 - can reproduce
the phenomena of quantum mechanics ®. He was rather pro-Einsteinian in his ap-

proach and favorable to a realistic interpretation of quantum physics .

His Bell inequalities define the means to verify or invalidate the hypothesis of the existence of hidden
variables explaining quantum entanglement. Bell's inequalities were violated by the experiments of
Alain Aspect in 1982, demonstrating the inexistence of these local hidden variables.

Prior to this experiment, Bell's inequalities had been formulated for pairs of entangled photons by
John Clauser (1942, American, 2022 Nobel prize in physics), Michael Horne (1943-2019, Ameri-
can), Abner Shimony (1928-2015, American) and Richard Holt in 1969 with their so-called CHSH
inequalities with some experimental settings proposals®®.

64 See this explanation of Bell's theorem in a paper by Tim Maudlin on the occasion of the 50th anniversary of the theorem: What Bell
Did, 2014 (28 pages). And Bell's original document: On the Einstein-Podolsky-Rosen paradox, John S. Bell, 1964 (6 pages). In 1964,
Bell worked at the University of Wisconsin.

65 See What Bell Did by Tim Maudlin, 2014 (28 pages) which describes the EPR paradox and Bell's contribution.

% See Proposed experiment to test local hidden-variable theories, 1969 (5 pages).
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John Bell's work was completed in 2003 by Anthony Leggett (1938, Anglo-American, Nobel Prize
in Physics in 2003 for his work on superfluid helium) with his inequalities applicable to hypothetical
non-local hidden variables®’. Anthony Leggett was also an initial key contributor to what led to the
creation of superconducting qubits.

Anton Zeilinger (1945, Austrian) managed to experimentally violate these inequalities in 2007. Ac-
cording to Alain Aspect, however, this did not call into question the non-local hidden variable model
proposed by David Bohm.

Claude Cohen-Tannoudji (1933, French) is a former student of Ecole Normale Su-
périeure (ENS Paris) where he followed the teachings of mathematicians Henri Cartan
and Laurent Schwartz and physicist Alfred Kastler. He was awarded the Nobel Prize
in Physics in 1997 at the same time as Steven Chu, who was later Secretary of Energy
during Barack Obama's first term. This Department (DoE, Department of Energy) is
one of the federal agencies most invested in quantum technologies, notably because
they operate the largest supercomputers in the country.

Claude Cohen-Tannoudji owes his Nobel Prize to his work on atoms laser cooling which made it
possible to reach extremely low temperatures, below the milli-Kelvin®®. Alain Aspect once worked in
his team. Alain Aspect says that he discovered quantum physics with reading the reference book on
quantum physics by Claude Cohen-Tannoudji, Bernard Diu and Franck Laloé published in 1973, It
totals over 2300 pages. So, this book is quite small in comparison. And also, more accessible!

Serge Haroche (1944, French), Nobel Prize in Physics in 2012, is a founder of Cavity
Electrodynamics (CQED) which describes the interaction between photons and atoms
in cavities. He used it to create cold atom based qubits. Jean-Michel Raimond’® and
Michel Brune were among his key collaborators. Serge Haroche was the first to
measure the phenomenon of quantum decoherence (loss of superposition) in an ex-
periment in 1996. This experiment was conducted at the ENS with rubidium atoms.
Serge Haroche is also a member of Atos Scientific Council.

CQED was later applied in the field of superconducting qubits with Circuit Electrodynamics (cQED),
where atoms are replaced by an artificial atom made with a Josephson junction and the cavity by a
planar microwave resonator. Serge Haroche is one of the most circumspect scientists on the future of
quantum computing, at least for universal gate computing. He believes more in the advent of quantum

simulation!.

Other scientists brought key contributions in atoms science. Daniel Kleppner (1932, American) was
the first to create a Bose-Einstein condensate with Rubidium atoms in 1995, and then in 1998 with
hydrogen. Herbert Walther (1935-2006, German) did pioneering work in cavity quantum electro-
dynamics and also with trapped ions. He created the Max Planck Institute of Quantum Optics in 1981.
Gerhard Rempe (1956, German) developed cavity quantum electrodynamics with the control of
neutral atoms using microwaves, in connection with Jeff Kimble (1949, American, Caltech).

67 See Nonlocal Hidden-Variable Theories and Quantum Mechanics: An Incompatibility Theorem by Anthony Leggett, 2003 (25 pages).

68 See his Nobel lecture.

8 This book is published in three tomes that were last revised in 2019. The first one is Quantum Mechanics, Volume 1: Basic Concepts
Tools, and Applications. The second deals with Angular Momentum, Spin, and Approximation Methods and the third one with Fermi-
ons, Bosons, Photons, Correlations, and Entanglement. These are classical quantum physics student textbooks.

70 See his interesting conference Quantum Computing or how to use the strangeness of the microscopic world, Jean-Michel Raimond,
2015 (1h36mn). See also his presentation material (56 slides).

1 See Quantum Computing: Dream or Nightmare? by Serge Haroche and Jean-Michel Raimond, Physics Today, 1996 (2 pages) who
expressed their skepticism about quantum computing. Serge Haroche continues to convey this skepticism.
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Alain Aspect (1947, French, 2022 Nobel prize in physics) observed violations of
Bell's inequalities with a series of experiments conducted between 1980 and 1982 at
the Institut d’Optique (Orsay University in the southern suburb of Paris with Jean
Dalibard, Philippe Grangier and Gérard Roger. Taking the principles of quantum
physics for granted, it validated the non-locality of quantum properties and “spooky
action at a distance”’?. One other option is you need to reject these principles and use
a local variable model to explain the phenomenon. But it is not the only one”

The experiment avoided any potential synchronization between the polarizers, using a 50 MHz ran-
dom optical switch on both sides, feeding two orthogonal polarizers and photon detectors. From 1988
to 2015, other experiments were conducted elsewhere and implemented loophole-free Bell tests, first
closing individual loopholes and then, in 2015, closing them altogether. It confirmed then that there
were no local variables explaining entanglement and validated the non-locality condition: long dis-
tance between analyzers to avoid any interactions made possible by special relativity.
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Figure 54: Alain Aspect et al 1982 Bell inequality test experiment setup.

It avoided detection loopholes with high-efficiency photon detectors on top of escaping ‘memory
loopholes’, which was already obtained by Alain Aspect et al in their seminal 1982 experiment’®.
After his work on photon entanglement, Alain Aspect shifted gear on cold atoms control with lasers,
starting with helium.

72 Alain Aspect’s experiments were using calcium atoms as source of photons, using some laser excitement and an atomic cascade
generating pairs of entangled photons in the visible spectrum at 551 nm and 423 nm. There were actually several experiments: in 1981
with Philippe Grangier and Gérard Roger with one way polarizers, 1982 also with Grangier and Roger with two-channels polarizers
and also 1982, with Jean Dalibard and Gérard Roger, using variable polarizers based on acousto-optical 10 ns switches. These could
act faster than light propagation between the polarizers (40 ns) and even than the photons time of flight between the source and each
switch (20 ns). See Experimental Test of Bell's Inequalities Using Time-Varying Analyzers by Alain Aspect, Gérard Roger and Jean
Dalibard, PRL, December 1982 (4 pages).

3 You have superdeterminism-based theories promoted by Carl H. Brans, Sabine Hossenfelder and Tim Palmer that are based on the
hypothesis of superdeterministic hidden variables theory and could still violate Bell’s inequalities, but also the CSM ontology which
pertains that the Psi function is lacking information on the measurement context, like described in Why v is incomplete indeed: a
simple illustration by Philippe Grangier, October 2022 (2 pages).

4 See Experimental loophole-free violation of a Bell inequality using entangled electron spins separated by 1.3 km by B. Hensen et al,
ICFO and ICREA in Spain and Oxford, UK, August 2015 (8 pages) and also A strong loophole-free test of local realism by Lynden K.
Shalm et al, September 2016 (9 pages).
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This led to the creation of a promising field of quantum computing in France, using cold atoms,
embodied by the startup Pasqal, whose scientific director is Antoine Browaeys, a former PhD student
of Alain Aspect who also worked with Philippe Grangier.

Along with other scientists, Alain Aspect is also a member of Atos Scientific Council and in the sci-
entific board of Quandela. He teaches quantum physics, notably in MOOC:s created for Ecole Poly-
technique and distributed by Coursera.

g

Philippe Grangier (1957, French) was a PhD student of Alain Aspect with whom he
worked on the 1982 experiment with Gérard Roger and Jean Dalibard. He is one of
the world's leading specialists in quantum cryptography, especially on CV-QKD. He
was involved in the creation of the associated startup, Sequrnet, in 2008 and closed in
2017, probably created a little too early in relation to the needs of the market. He is
also invested in cold atoms control with lasers at OGS (Institut d’Optique).

At last, he cocreated the CSM ontology of quantum foundations with Alexia Aufféves and Nayla
Farouki, starting in 2013 and with a series of 7 foundational papers published between 2015 and 2019.
CSM ontology is quickly covered in the Quantum Foundations section.

Jean Dalibard (1958, French) is a research physicist at the ENS and teacher at the
Polytechnique and the Collége de France. He is a specialist in quantum optics and
interactions between photons and matter’. He participated with Philippe Grangier in
the set-up of Alain Aspect's experiment in 1982 when he was a contingent scientist at
the Institut d'Optique. He created the magneto-optical trap (MOT) system in 1987 that
is used to cool neutral atoms using a mix of variable magnetic fields and lasers.

Dieter Zeh (1932-2018, German) is the discoverer of the quantum decoherence phe-
nomenon in 1970. It marks the progressive end of the phenomenon of superposition
of quantum states, when particles are disturbed by their environment and their ampli-
tude and phase is modified. The notion of decoherence is key in the design of quantum
computers. The objective is to delay it as much as possible resulting from the interac-
tion between quanta and their environment’®.

Wojciech Zurek (1951, Polish) is a quantum decoherence physicist who contributed
to the foundations of quantum physics applied to quantum computers. We owe him
the no-cloning theorem, which states that it is impossible to clone a qubit identically
without the resulting qubits then being entangled. He is also at the origin of the con-
cept of quantum Darwinism which would explain the link between the quantum world
and the macrophysical world.

Maciej Lewenstein (1955, Polish) is a theoretical physicist, specialized in quantum
optics of dielectric media and cavity quantum electrodynamics, teaching at ICFO in
Spain. He worked with many leading worldwide scientists including Roy J. Glauber
(Nobel in Physics in 2005) at Harvard, Thomas W. Mossberg, Andrzej Nowak, Bibb
Latané, Anne L’Huillier (CEA, France), Peter Zoller and Eric Allin Cornell (Nobel in
Physics in 2001 for his work on Bose-Einstein condensates in 1995), in the USA,
France, Spain, Poland and Germany.

75 See in particular his lesson on cold atoms at the Collége de France which describes well how atoms are cooled at very low tempera-

tures with lasers.

76 Dieter Zeh is notably the author of On the Interpretation of Measurement in Quantum Theory in 1970 (8 pages).
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His contributions span an incredible number of fields like the physics of ultra-cold gases, quantum
information, quantum optical systems, quantum communications, quantum cryptography, quantum
computers, mathematical foundations of quantum physics, tensor networks and entanglement theory,
laser-matter interactions atto-second physics, quantum optics (cQED), atoms cooling and trapping,
non-classical states of light and matter and quantum physics foundations.

Anton Zeilinger (1945, Austrian, 2022 Nobel prize in physics) is a physicist who
advanced the field of quantum teleportation in the 2000s. He also proved in 1991 the
wave-particle duality of neutrons. He was also the first to experiment a qubit tele-
_ — portation in 2009. He is a specialist in quantum entanglement, having proved that it is

possible to entangle more than two quantum objects or qubits. He created theoretical
i and experimental foundations for quantum cryptography.

With two colleagues, he also developed the GHZ (Greenberger-Horne-Zeilinger) entangled state,
which enables yet another demonstration of the inexistence of hidden variables which would explain
quantum entanglement of at least three particles and with a finite number of measurements. The con-
cept was created in 1989 and was validated experimentally in 1999. Anton Zeilinger also supervised
the thesis of Jian-Wei Pan, who became later the quantum research czar in China with the develop-
ment of many advances, particularly in quantum communications and photonics.

3

e

Frank Wilczek (1951, American) is a professor of physics at MIT and the chief sci-
entist at the Wilczek Quantum Center in Shanghai. He was awarded in 2004 the Nobel
Prize for Physics shared with David Gross and H. David Politzer, for his work on the
theory of strong interaction and quantum chromodynamics. He is known for his work
on quasi-particles and anyons in 1982 and he also predicted the existence of time
crystals in 2012.

Quantum technologies physicists

This story now provides an overview of key contributors to the physics of quantum computing. They
are often specialized in condensed matter, such as for superconducting qubits, and in photonics.
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Figure 55: quantum computing key events timeline from 1990 to 2020. (cc) Olivier Ezratty, 2020.

I highlight many European and French physicists, particularly those I have had the opportunity to
meet for the last three years in my journey in the quantum ecosystem. This inventory is both objective
and subjective.
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Objective because it includes a broad and worldwide hall of fame in the field. Subjective because I
have added a good dose of physicists I know. It creates a measurement bias which is easy to under-
stand in social science as well as in quantum physics.

Richard Feynman (1918-1988, American) is one of the fathers of quantum electro-
dynamics, which earned him the Nobel Prize in Physics in 1965. He is at the origin of
the quantum explanation of helium superfluidity at very low temperature in a series
of papers published between 1953 and 1958. He theorized in 1981 the possibility of
creating quantum simulators, capable of simulating quantum phenomena, which
would be useful to design new materials and molecules in various fields like chemistry
and biotechs’’ . He was also known for his great presentation skills.

Wolfgang Paul (1913-1993, Germany), not to be confused with Wolfgang Pauli, is a
physicist who conceptualized trapped ions in the 1950s. He got the Nobel Prize in
Physics in 1989. We owe him the traps that bear his name and are used to control
trapped ions. He shared his Nobel prize with Hans Georg Dehmelt (1922-2017, Ger-
many) who codeveloped these traps with him. The physicists Juan Ignacio Cirac
(1965, Spanish) and Peter Zoller (1952, Austria) theorized, designed and tested the
first trapped ion qubits in 1996, based on the work of Wolfgang Paul.

Brian Josephson (1940, English) is a physicist from the University of Cambridge.
He was awarded the Nobel Prize in Physics in 1973 at the age of 33, for his predic-
tion in 1962 of the effect that bears his name when he was only 22 years old and a
PhD student at the University of Cambridge. The Josephson effect describes the pas-
sage of current in a superconducting circuit through a thin insulating barrier a few
nanometers thick, using tunneling effect, and the associated threshold effects.

Below a certain voltage, the current starts to oscillate. It is generated by electrons with opposite spins
organized in Cooper pairs named after Leon Cooper who discovered it in 1952. These pairs behave
as bosons.
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Figure 56: Josephson effect and Cooper pairs of opposite spin electrons.

7 See Simulating Physics with Computers submitted in May 1981 to the International Journal of Theoretical Physics and published in
June1982 and Quantum Mechanical Computers also by Richard Feynman, published in 1985 (10 pages). He describes how a quantum
computer could perform mathematical operations similar to those of traditional computers. He concludes by saying that it should be
possible to create computers where a bit would fit into a single atom!

78 Brian Josephson shared the 1973 Nobel Prize in Physics with two scientists who had worked before him in the same field: Leo Esaki
(1925, Japan, still alive in early 2020) for his discovery of the tunnel effect in semiconductors in 1958 and Ivar Giaever (1929, Norway,
also still alive) who found that this effect could occur in superconducting materials in 1960.
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Paul Benioff (1930-2022, American) proposed in 1979/1980 the concept of a reversi-
ble and non-dissipative quantum Turing machine using 2D lattices of spins '%, based
on earlier work from Rolf Landauer on the thermodynamics of computing and
Charles Bennett on reversible computing ’°. It was a semi-classical machine concept
that didn’t yet exploit entanglement and interferences. His work was extended by the
“universal quantum computer” concept from David Deutsch in 1985.

Yuri Manin (1937-2023, Russian and German) is a mathematician who proposed the
idea of creating gate-based quantum computers, in his 1980 book "Computable and
Uncomputable", then in the USSR.

Then, Richard Feynman devised in 1981 the idea of a quantum simulator. Feynman
and Benioff were participants of the famous "Physics & Computation" conference in
1981 that was co-organized by IBM and the MIT at the MIT Endicott House®.
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Of quantum Slmulatlon . Physics with Computers by Pinchas Birnbaum and Eran Tromer (28 slides).

Tommaso Toffoli (1943, Italian then American) is an engineer known for the crea-
tion, at the beginning of the 1980s, of the quantum gate bearing his name, a condi-
tional gate with three inputs that is widely used in quantum programming. After work-
ing at MIT, he became a Boston University professor, where he has served since 1995.
Like Stephen Wolfram, his interests include cellular automata and artificial life.

Edward Fredkin (1934, American) is a professor at Carnegie Mellon University. He
is the author of the two-way conditional swap quantum gate (SWAP). He is also the
designer of the concept of reversible classical computer with Tommaso Toffoli at
MIT. He is also a prolific inventor far beyond quantum computing and is the origina-
tor of vehicle identification transponders and automotive geonavigation.

9 See The computer as a physical system: A microscopic quantum mechanical Hamiltonian model of computers as represented b
Turing machines by Paul Benioff, Journal of Statistical Physics, June 1979, published in May 1980 (30 pages). Paul Benioff was then
in a visiting stay at the Centre de Recherche Théorique from CNRS in Marseille, France while being affiliated with the DoE Argonne
National Laboratory in the USA. The paper was followed by Quantum Mechanical Hamiltonian Models of Turing Machines by Paul
Benioff, October 1981 and June 1982, also in the Journal of Statistical Physics (32 pages). This theoretical system was based on using
a two-dimensional lattice of spin Y2 systems (today, it would be electron spins based qubits). Back in the 1980s, the very notion of
qubits was not yet in the radar. It appeared much later, in 1995. In Benioff’s model, a quantum gate was a Hamiltonian transformation
of individual spins that was driven by the Turing quantum machine.

80 See How a 1981 conference kickstarted today’s quantum computing era by Harry McCracken, FastCompany, May 2021.

81 See Simulating Physics with Computers by Richard Feynman, 1981 (103 pages).
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He is also a promoter of the notion of "digital philosophy" which reduces the world and its functioning
to a giant quantum program, a theory he shares with Seth Lloyd, an idea that has been revived by
Elon Musk who believes that the Universe is a gigantic program and that we live in a simulation. Is
the "automatic" respect of elementary physical laws a "program"? A thorny philosophical and seman-
tic question!

AN >

Rainer Blatt (1952, Austrian and German) from the University of Innsbruck is an
.~ experimental physicist specialized, among other things, in trapped ions qubits. He
A& )= was the first to entangle the quantum states of two trapped ions in 2004 and then with
. eight ions in 2006. He co-founded Alpine Quantum Technologies (AQT), whose am-
bition is to create and commercialize a trapped ions based quantum computer. He also
works at TUM in Munich, Germany and is the coordinator of the Munich Quantum
Valley since 2021.

David Wineland (1944, American) is a Boulder-based NIST physicist known for his
advances in trapped ions and their laser-based cooling in 1978. He also created in
1995 the first single quantum gate operating on a single atom. He was awarded the
Nobel Prize in Physics in 2012 jointly with Serge Haroche for his advances in atoms
and ions laser cooling, a technique he first experimented in 1978, followed by the
first quantum gate applied to a trapped ion in 1995 and the entanglement between
four trapped ions in 2000.

Christopher Monroe (1965, American) is an American physicist known for his work
on trapped ions and for co-founding IonQ in 2015, one of the two best funded quan-
tum startups worldwide with PsiQuantum. He worked on trapped ions with David
Wineland at the NIST Maryland laboratory. He demonstrated the ability to entrap
ions, create ions-based quantum memory and create analog quantum simulators. He
also ran a laboratory at the University of Michigan in the early 2000s.

Edward Farhi (1952, American) is a theoretical physicist who has worked in many
fields, including high-energy particle physics, particularly at the CERN LHC in Ge-
neva and then at MIT. He worked with Leonard Susskind on unified theories with
electro-weak dynamical symmetry breaking. He and Larry Abbott proposed a model
in which quarks, leptons, and massive gauge bosons are composite. He is the creator
of adiabatic quantum algorithms and quantum walks. He also introduced with Peter
Shor the concept of quantum money in 2010.

John Preskill (1953, American) is a professor at Caltech. Among many other contri-
butions, he is the creator of quantum supremacy notion in 2011 and of NISQ in 2018,
the Noisy Intermediate-Scale Quantum, qualifying current and future noisy quantum
computers. He is a regular speaker at conferences where he reviews the state of the
art of quantum computing®. He’s now involved with Amazon and their cat-qubits
superconducting project revealed in December 2020.

Daniel Esteve (1954, French) is a physicist in charge of the CEA's Quantronics la-
boratory in Saclay, France, launched in 1984 with Michel Devoret and Cristian Ur-
bina, and part of the IRAMIS laboratory. He contributed to the development of trans-
mon superconducting qubits. He created a first operational qubit in 1997, the quantro-
nium, followed by another controllable prototype in 2002, with Vincent Bouchiat. He
continues to work on improving the quality of superconducting qubits.

82 See his presentation that provides an overview of the state of the art of quantum computing Quantum Computing for Business, John
Preskill, December 2017 (41 slides).
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Michel Devoret (1953, French) is a telecom engineer turned physicist, co-founder of
the Quantronics laboratory with Daniel Esteve at the CEA in Saclay between 1985
and 1995, which is one of the world pioneers of superconducting qubits. He is a pro-
fessor at Yale University since 2002. He was a co-founder of the American startup
QCI with his Yale colleague Rob Schoelkopf (1964, USA), which he left in
2019/2020. He preferred to be entirely dedicated to research.

He worked several times with John Martinis, when John was a PhD student in UCSB, then when he
was a post-doc at CEA in Saclay in the early 2000s, and at last at the University of Santa Barbara
(UCSB), where they wrote together a review paper in 2004 on superconducting qubits®.

Steven Girvin (1950, USA) is a professor of physics at Yale University, specialized
in condensed matter physics, and Director of the Co-design center for Quantum Ad-
vantage, at Brookhaven University since 2020. He is a key contributor to works on
circuit quantum electrodynamics (cQED) and superconducting qubits. At Yale, he
works with Robert Schoelkopf and Michel Devoret on the various engineering prob-
lems associated with superconducting qubits.

Rob Schoelkopf (1964, USA) a physicist and director of the Yale Quantum Institute.
Along with Steve Girvin and Michel Devoret, he made key advances in superconduct-
‘ ing qubits. He particularly worked on single-electron devices, being the inventor of

‘ the Radio-Frequency Single-Electron Transistor. He also created the field of circuit
(

2\ AT quantum electrodynamics (cQED) with Andreas Wallraff and Alexandre Blais who
% A were respectively Yale post-doc and PhD student around 2002-2004.

In 2007, with Steven Girvin, he engineered a superconducting communication bus to store and trans-
fer information between distant qubits on a chip. In 2009, their team, also including Alexandre Blais
and Jay Gambetta, demonstrated the quantum processor running some quantum computation, with
two qubits®.

Jay Gambetta (1979, USA) is the scientist leading as a VP since 2019 IBM’s research
team working on superconducting qubits quantum computers after running the IBM
team that created and launched IBM Quantum Experience, Qiskit and the IBM Quan-
tum System One in 2019. He joined IBM in 2011. After a thesis in quantum founda-
tions and non-Markovian open quantum systems done in Australia in 2004, he focused
on developing superconducting qubits, first in a post-doc tenure at Yale University
and then at the Institute for Quantum Computing in Waterloo. He also worked on
quantum validation techniques, quantum codes and applications.

Alexandre Blais (Canada) is a Professor in the Department of Physics and Director
of the Université de Sherbrooke’s Institut Quantique. He is one of the key contributors
to the development of circuit quantum electrodynamics (cQED) that enable the crea-
tion of superconducting qubits. He is also a cofounder of Nord Quantique, a Quebec
startup developing bosonic code qubits. Like Jay Gambetta, he did a post-doc at Yale,
the US epicenter of the early developments of superconducting qubits.

83 In Implementing Qubits with Superconducting Integrated Circuits by Michel Devoret and John Martinis, 2004 (41 pages).

8 See Demonstration of Two-Qubit Algorithms with a Superconducting Quantum Processor by L. DiCarlo, Rob Schoelkopf et al, 2009
(9 pages).

Understanding Quantum Technologies 2022 - History and scientists / Quantum technologies physicists - 56


https://web.physics.ucsb.edu/~martinisgroup/papers/Devoret2004.pdf
https://arxiv.org/pdf/0903.2030.pdf

Irfan Siddiqi (1976, American-Pakistani) is one key contributor to advancements in
superconducting qubits. He did his PhD and post-doc at Yale, working initially in alu-
minum hot-electron bolometers for microwave astronomy and then, high frequency
measurement techniques for superconducting qubits. He developed the Josephson Bi-
furcation Amplifier that uses the non-dissipative and nonlinear nature of the Joseph-
son junction to create high gain and minimal back action readout of qubits.

This led to the creation of superconducting parametric amplifiers and Josephson traveling wave par-
ametric amplifiers. He then moved at Berkeley University and the DoE Lawrence Berkeley National
Laboratory. He works on quantum electrodynamics, quantum error correction, multi-partite entangle-
ment generation and single photon detection. He runs there the Advanced Quantum Testbed, an inte-
grated research platform on superconducting qubits and enabling technologies.

Artur Ekert (1961, Polish and English) is a quantum physicist known to be one of
the founders of quantum cryptography. He had met Alain Aspect in 1992 to talk to
him about this inspiration after discovering the latter's experiments. This is a fine ex-
ample of step-by-step inventions, one researcher inspiring another! He was the direc-
tor of the Singapore Center for Quantum Technology from 2007 to 2020. He is also a
teacher at Oxford University and a member of Atos’s Scientific Council.

Nicolas Gisin (1952, Switzerland) is a physicist specialized in quantum communica-
tion. He demonstrated quantum non-locality with an experiment in 1997 over a 10 km
distance, extending the performance achieved in the laboratory by Alain Aspect in
1982. He co-founded IDQ in 2001, a Swiss startup initially specialized in quantum
random number generators using photons passing through a dichroic mirror. It was
acquired by SK Telecom in 2018.

David DiVincenzo (1959, American) was a researcher at IBM and the creator of the
criteria that define the minimum requirements for a quantum computer with universal
gates. He is now a researcher and professor at the University of Aachen in Germany.
He is a member of the Atos Scientific Council, along with Alain Aspect, Serge
Haroche, Artur Ekert and Daniel Esteve, among others.

Daniel Loss (1958, Swiss) proposed in 1998 with David DiVincenzo to use electron
spins in quantum dots to create a quantum computer. He currently is the Co-Director
and founding member of National Center on Spin Qubits (NCCR SPIN) that gathers
the University of Basel, EPFL and IBM Zurich, an initiative from the Swiss Nanoscale
Center SNI. He is the Director of the Center for Quantum Computing at the University
of Basel. After a PhD in theoretical physics at the University of Zurich in 1985 he was
a post-doc in the group of Anthony J. Leggett in the USA and at IBM Research. After
a stint in Vancouver, he went back to Switzerland.

He works on condensed matter physics and spin-dependent and phase-coherent phenomena in semi-
conducting nanostructures and molecular magnets with applications in quantum computing.

Bruce Kane (c. 1958, American) is a researcher at the Joint Quantum Institute from
the University of Maryland (a JV with NIST). While he was doing research at UNSW,
he presented in 1998 the “donors spin” model, a spin-based qubit concept based on
using individual phosphorous atoms in pure silicon lattice structures. This is the prin-
ciple on which Michelle Simmons works at both UNSW and her startup SQC.
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The jury’s still out to demonstrate that this technology can scale among the various spin qubits pro-
posals.

Menno Veldhorst (1984, Dutch) is a group leader at QuTech. He got his PhD in 2012
on superconducting and topological hybrids at the University of Twente. He then
worked on silicon quantum dots at UNSW where he demonstrated in 2015 the first
two qubit operations in silicon. At QuTech, he works on silicon and silicon/germa-
nium (SiGe) qubits to build scalable quantum computers. His team is currently pio-
neering work on SiGe/Ge qubits with qubits manipulation in arrays up to 16 quantum
dots. He proposed a crossbar array architecture to create logical qubits.

Lieven Vandersypen (1972, Belgian) started as a mechanical engineer and a PhD at
Stanford, then went to IBM in Almaden, California, where he became interested in
MEMS. He demonstrated the use of Shor's algorithm for factoring the number 15 with
NMR qubits, and then became a researcher at TU Delft University in the Netherlands
and in its QuTech spin-off, which he currently runs. He is a pioneer of electron spin
qubits. In this capacity, he works notably with Intel, and is testing their FinFET-based
qubit chipsets at QuTech with Intel, which invested $50M in QuTech in 2015.

Leo Kouwenhoven (1963, Dutch) is a quantum physicist who got his PhD at TU Delft
in 1992 and became a professor there in 1999. He led experimental results on the
potential "signatures" of Majorana fermion quasiparticles in 2012 and later on their
“definitive” existence in 2018. The related Nature paper had to be retracted in 2021
due to experimental data mismanagement and reporting. From 2016 till 2022, he was
a researcher at Microsoft Research. He left Microsoft in 2022 and has returned to his
home based at QuTech and the Kavli Institute of Nanoscience from TU Delft.

Christophe Salomon (1953, French) is a physicist specialized in photonics and cold
atoms, research director at the LKB (Normale Sup in Paris). He is particularly inter-
ested in quantum gases superfluidity (Bose-Einstein condensates) and in time meas-
urement with cesium atomic clocks. He did a thesis in laser spectroscopy and then did
a post-doc at the joint JILA laboratory between NIST and the University of Colorado.
He is also a member of the Academy of Sciences since 2017.

John Martinis (1958, American), is a physicist from UCSB who famously worked at
Google between 2014 and 2020 where he led the hardware team in charge of super-
conducting qubits up to creating the Sycamore processor and its related “quantum
supremacy experiment”, published in Nature in October 2019. After his thesis at
Berkeley on superconducting qubits, he did a post-doc in Daniel Esteve's Quantronics
laboratory at the CEA in Saclay.

In September 2020, he started to work with Michelle Simmons at SQC in Australia. He also created
Quantala in 2020, a quantum computing company selling [P and protecting his own patents.

Mikhail Lukin (USA) is a Russian born quantum physics professor at Harvard. He’s
a prolific scientist with a skyrocketing h-index of 163, working on quantum optics,
quantum control of atomic and nanoscale solid-state systems, quantum sensing, nano-
=) photonics and quantum information science. He’s behind many feats in cold atoms

- ‘L physics as well as in the NV centers field, being the inventor of NV centers based

&\-9/ magnetometry.

He cofounded QuEra (USA) that develops a cold atoms gate-based quantum computer, reaching 256
qubits as of 2021. He is also a cofounder and scientific advisor of QDTI (USA).
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Andreas Wallraff (German) is a Professor for Solid State Physics at ETH Zurich after
having obtained degrees in physics from the London Imperial College and RWTH
Aachen in Germany and worked at the Jiilich Research Center also in Germany, Yale
University in the USA and the LKB in France. He is specialized in the coherent inter-
action of single photons with quantum electronic circuits and quantum effects as well
as on hybrid quantum systems combining microwave control, superconducting cir-
cuits and semiconductor quantum dots.

Jiirgen Mlynek (1951, German) is a physicist specialized in optronics and interfer-
ometry. He was the coordinator of the strategic advisory board behind the launch of
the European Flagship project on quantum in 2018. We owe him, as mentioned in
connection with Louis De Broglie, the experiment validating the wave-particle duality
of atoms carried out using helium in 1990 with Olivier Carnal at the University of
Konstanz.

Jian-Wei Pan (1970, China) is the leading quantum physics scientist in China. He is
a professor and Executive VP at USTC (University of Science and Technology of
China) and a member of CAS (China Academy of Science). He did his PhD in Vienna
under the supervision of Anton Zeilinger. He and his team are famous for premiere
experiments on photons quantum entanglement in 2004, quantum key distribution
over a satellite (2017), with boson sampling (2019) and superconducting qubits
(2021).

Marie-Anne Bouchiat (1934, French) is a specialist in rubidium atoms physics and
their control by optical pumping. This is the basis for the creation of quantum com-
puters based on cold atoms. Her daughter Héléne Bouchiat (1958, French) is also a
physicist, specialized in condensed matter at the LPS laboratory of the University
Paris-Saclay and member of the Académie des Sciences since 2010, like her mother
who has been there since 1988.

Elisabeth Giacobino (1946, French) is a specialist in laser physics, nonlinear optics,
quantum optics and superfluidity, particularly in relation to the control of cold atoms.
She worked at the CNRS in the ENS LKB (Laboratoire Kastler-Brossel). She is a
member of the scientific selection committee of the European Quantum Flagship and
also for the ANR (Agence Nationale de la Recherche).

Jacqueline Bloch (1967, French) is a research director at CNRS (PI) in the Centre de
Nanosciences et de Nanotechnologies (C2N) lab from CNRS and Université Paris-
Saclay, working on polaritons, quasi-particles coupling light and semiconductor mat-
ter, mainly built in gallium arsenide (GaAs). These have potential applications in the
creation of quantum simulators based on polariton arrays as well as for quantum me-
trology.

Jean-Michel Gérard (1962, French) is a physicist from the CEA IRIG laboratory in
Grenoble and director of the joint PHELIQS laboratory (PHotonics, ELectronics and
Quantum Engineering) from UGA (University of Grenoble) and CEA. He works in
particular on the creation of single photon sources based on quantum dots as well as
single photon detectors based on superconducting nanowires and OPO laser diodes.
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Pascale Senellart (1972, French) is a physicist, CNRS research director at the C2N
laboratory. She designed and invented a process for manufacturing sources of unique
and indistinguishable photons used in quantum telecommunications and computing.
These are GaAsAl semiconductor quantum dot trapped in a multi-layered 3D struc-
ture, powered by a laser and directly feeding an optical fiber. She co-founded the
startup Quandela in 2017 with Valérian Giesz (CEO) and Niccolo Somaschi (CTO
and Chairman) who were a PhD student and a post-doc in her team.

Quandela is selling these photon sources and is creating photon qubit-based quantum computers. She
is their scientific advisor. Pascale Senellart also launched the Quantum hub of the University Paris-
Saclay in November 2019, which brings together public and private research laboratories as well as
higher education institutions. She was awarded the CNRS Silver Medal in 2014.

Maud Vinet (1975, French) started as physics engineer and was granted a PhD in
physics from Grenoble University. She then spent 20 years working in silicon tech-
nologies development and transfer for the semiconducting industry. She led the silicon
qubit project at CEA-Leti in Grenoble. Since 2016, CEA-Leti was focused on silicon
spin qubits leveraging the strong relationships between fundamental science and tech-
nology in Grenoble ecosystem. In November 2022, Maud Vinet launched Siquance
along with Tristan Meunier (CNRS) and Frangois Perruchot (CEA-Leti).

The silicon qubit ecosystem in Grenoble involves several laboratories in addition to CEA-Leti: IRIG
(also from CEA), CNRS’s Institut Néel, LPMMC, and various entities of UGA (Université Grenoble
Alpes). Maud is also driving QLSI, the European Quantum Flagship research project on silicon spins
qubits, awarded in March 2020, after obtaining with Tristan Meunier (1977, French, at CNRS Insti-
tut Néel) and Silvano de Franceschi (1970, Italian, at CEA IRIG) an ERC funding of €14M in 2018
for the QuCube silicon qubit project. Before her journey in quantum computing, she had previously
contributed to the industrialization of the FD-SOI technology with CEA and STMicroelectronics®,
Globalfoundries and IBM.

Alexia Auffeves (1976, French) is a CNRS research director and the director of Sin-

gapore’s CNRS MajuLab international laboratory since January 2022 after having

conducted her research for over 15 years in Grenoble at CNRS Institut Néel. She is

. d) specialized in quantum thermodynamics and collaborates with various teams in

s France (C2N, ENS Lyon) and around the world (Center for Quantum Technologies in

'\ '\ ¥/ Singapore, Chapman University and Saint-Louis University in the USA, Oxford and
e Exeter Universities in the UK, Madrid University in Spain, etc.).

Alexia Auffeves started as an experimentalist, doing he PhD thesis at the ENS LKB in Paris, with
Serge Haroche. She then became a theoretician although with quite abroad perspective. She devel-
oped the CSM ontology of quantum mechanics (Contexts, Systems and Modalities) with Philippe
Grangier and the philosopher Nayla Farouki that we cover later in this book, when discussing quan-
tum foundations, page 987%¢. She launched and coordinated QuEnG (Quantum Engineering Greno-
ble), the Grenoble quantum ecosystem, which became the QuantAlps federation in January 2022. Her
recent work focuses on the energetic aspects of quantum technologies, both from fundamental and
full-stack perspectives, which explains why she cofounded the Quantum Energy Initiative in August
2022 with Robert Whitney (a physicist from CNRS LPMMC in Grenoble), Janine Spettstoesser
(Chalmers University, Sweden) and Olivier Ezratty. Yes, that’s me, the writer of this book.

8 FD-SOI = Fully-Depleted Silicon on Insulator. The technology uses on the one hand a layer of silicon oxide insulator and on the
other hand, channels of undoped silicon between the drain and the source, limiting leakage between the latter two.

8 See Contexts, Systems and Modalities: a new ontology for quantum mechanics by Alexia Aufféves and Philippe Grangier, 2015 (9
pages). See also the associated Wikipedia page. This work has been articulated on a total of seven papers released between 2015 and
2019.
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Antoine Browaeys (c. 1970, French) is a CNRS research director leading the quan-
tum optics-atom team in the Charles Fabry Laboratory at Institut d’Optique special-
ized in the control of cold atoms. He is also a cofounder and the scientific director of
Pasqal, a startup designing a cold atoms computer that will be first used as a quantum
simulator, and then, as a universal gates quantum computer. He was awarded the
CNRS silver medal in 2021.

Héléne Perrin (c. 1975, French) is CNRS research director working at the La-
boratoire de Physique des Lasers (LPL) from Université Sorbonne Paris Nord, work-
ing on Bose-Einstein condensates and cold atoms control. Together with Pascal Si-
mon, she drives the Quantum Simulation SIM project, a cold atom-based quantum
simulator. She also gives lessons on quantum computing. She did her PhD thesis with
Christophe Salomon at the ENS LKB in Claude Cohen-Tannoudji’s group. At CEA-
Saclay, she also worked on fractional quantum Hall effect. Since 2022, she is the di-
rector of QuanTIP, the Paris region quantum ecosystem network.

Eleni Diamanti (1977, Franco-Greek) is a leading specialist and experimenter in the
development of photonic resources for quantum cryptography, also working on quan-
tum communication complexity. She’s a CNRS research Director and faculty at LIP6
laboratory from Paris-Sorbonne University. She is the vice-director of the Paris Centre
for Quantum Computing since April 2020. She is also involved in many European

7 A projects around quantum key distribution, like the Quantum Internet Alliance and
BN © OpenQKD. She is a recipient of a European Research Council Starting Grant.

At last, she’s a cofounder and a scientific advisor with Julien Laurat for the startup WeLinQ, created
in 2022 with Tom Darras as CEO, which creates cold atom based quantum memories for quantum
computer interconnects and quantum repeaters.

Jason Alicea (American) is a Professor of Theoretical Physics at Caltech University’s
IQIM (Institute for Quantum Information and Matter). He is specialized in condensed
matter physics and topological phase of matter which could lead on creating non-
Abelian anyons and Majorana fermions, a qubit type mainly explored by Microsoft.

Michelle Simmons (1967, British-Australian) is a physicist from the University of
New Wales in Australia (UNSW), working on silicon spin qubits. She is the director
of CQC2T (Centre of Excellence for Quantum Computation and Communication
Technology) from UNSW. She is also the co-founder of SQC (Silicon Quantum Com-
puting), the leading quantum computing Australian startup ($66M), a spin-off from
her university and from QQC2T.

In 2019, her team built the first two-qubit gate between phosphorous atom qubits in silicon, operating
in only 0.8 ns. It became a full-fledged 10 qubit processor in 2022. She is using STM (scanning
tunneling microscopes) to position phosphorus dopants in the silicon substrate.

~ | Andrew S. Dzurak (Australian) is the Director of the Nanotechnology Fabrication
Unit at UNSW's Australian National Fabrication Facility from the CQC2T research
center. This facility’s white room is used to manufacture silicon qubits chipsets. An-
drew Dzurak is a pioneer of silicon qubits since 1998. He is leading research at
CQC2T on silicon qubit control and reading. He created the first phosphorus-based
silicon double qubits in 2015. He was a lead scientist for SQC, founded by Michelle
Simmons, but seemingly left the company in 2021.
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He created Diraq in 2022, a startup dedicated to the creation of scalable quantum computers using
quantum dot silicon spin qubits.

Andrea Morello (1972, Italian) is one of the star researchers at UNSW in Australia.
He is Program Manager of the ARC Centre of Excellence at CQC2T and leads the
Fundamental Quantum Technologies Laboratory at UNSW. During his studies, he at-
tended the Laboratoire National des Champs Magnétiques Intenses of the CNRS in
Grenoble. Today he is one of the specialists in silicon-based qubits. He is also a quan-
tum engineering teacher at UNSW.

His team was the first to demonstrate coherent control and readout of an individual phosphorus atom
electron and nuclear spin in silicon and held for many years the record for the longest quantum
memory time of 35.6 s in a single solid-state qubit.

¥

Andrew G. White (c. 1970, Australian) is a leading Australian quantum scientist who
is the Director of the University of Queensland Quantum Technology Laboratory. He
is most known for his work in quantum photonics, including a first demonstration of
an optical CNOT entangling gate realized in 2004 and based on the Knill, Laflamme
and Milburn (KLM) protocol and linear optics. He is also very eclectic, having also
worked on nuclear physics and marine biology. He’s a scientific advisor for Quandela.

James Clarke (c. 1971, American) launched Intel’s quantum computing research ef-
forts and the Director of Quantum Hardware at Intel since 2015. He’s also behind
Intel’s partnership with QuTech in The Netherlands. He is currently focused with his
team of about 100 researchers and engineer on creating scalable quantum computers
with silicon and SiGe qubits. He started working at Intel as a process engineer in 2001
after having studied and worked on organic chemistry (PhD in Harvard and post-doc
at ETH Zurich).

Christine Silberhorn (1974, German) is a researcher and professor working on pho-
ton-based quantum computing at the University of Paderborn located between Dort-
mund and Hanover. She leads there the Integrated Quantum Optics group. Her labor-
atory designs and manufactures integrated optronics components, entangled photon
sources and quantum array systems. Her team designed a system to convert photon
qubits between infrared and visible wavelengths. She also works on optical quantum
memories. She was awarded the Leibnitz prize in 2011.

She cofounded It’sQ in 2022, a quantum photonic computing startup and is one of the very few lead
researchers in Germany who created a quantum computing hardware company.

Stephanie Wehner (1977, German) is a physicist working on quantum communica-
tion protocols, based at the University of Delft in the Netherlands. She coordinates
the "Quantum Internet Alliance", one of the projects of the European Quantum Flag-

s ship, which plans to deploy a quantum key distribution (QKD) Internet network run-
‘_‘M ning in mesh mode. She started her professional life in cybersecurity, detecting system
flaws. She is also producing many quantum tech MOOC:s.

Perola Milman (c. 1975, French) is a specialist in the theory of quantum computing
and in particular with trapped photons and ions. In particular, she has demonstrated
the entanglement capacity of molecules. She is a lecturer-researcher at the Laboratory
of Quantum Materials and Phenomena of the University Paris Diderot. She is a pro-
fessor of quantum theory of light and on quantum entanglement.
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Sara Ducci (1971, French) is another teacher-researcher at the same Laboratoire Ma-
tériaux et Phénomenes Quantiques (MPQ) where she co-founded in 2002 a team in
charge of nonlinear optical devices. She is working on producing pairs of entangled
photons sources based on III-V semiconductors. She is also interested in the charac-
terization (state measurement...) and manipulation of photons. At last, she teaches
quantum physics at Ecole Polytechnique.

Jacquiline Romero (c. 1985, Philippines) is a quantum optics physicist doing re-
search in Australia at the University of Queensland, after completing her PhD in Glas-
gow, UK. She is working on optical neuromorphic architectures and on dense encod-
ing of information in photons using several of their characteristics in addition to the
usual polarization.

Fabio Sciarrino (1978, French Italian) is the director of the Quantum Information
Lab at the Sapienza University of Rome and specialized in photonics. His team is at
the origin of many advances in the field, notably in boson sampling, a key experiment
in the path of photon-based quantum computers. He collaborates with Quandela's
team and the C2N of Palaiseau (Pascale Senellart).

Patrice Bertet (c. 1976, France) is part of Daniel Esteve's team at CEA-SPEC. He
did his thesis at Serge Haroche on Rydberg atoms and then went to Delft University.
He participated in the early days of superconducting qubits (quantronium at CEA and
TU Delft). He then worked on QED (quantum electrodynamics) circuits based on
cavities and then on transmon qubits. He is working on the association of supercon-
ducting qubits and the measurement of their state with electron spins, notably based
on NV centers, which can also be used for quantum memories.

Audrey Bienfait (c. 1990, France) is a former PhD student of Patrice Bertet at CEA-
SPEC who is now doing her research at ENS Lyon in the team of Benjamin Huard
(1979, French). She was awarded the Bruker Prize 2018 for her thesis on electron
paramagnetic resonance or "ESR - Electron Spin Resonance" in quantum regime and
the Michelson Postdoctoral Prize 2019 in March 2020 for her work on the entangle-
ment of superconducting qubits via phonons.

Sébastien Tanzilli (France) is the director of the InPhyNi physics laboratory in Nice
and also the CNRS national quantum program director. He works on quantum cryp-
tography with continuous or discrete keys (CV-QKD and DV-QKD), in fundamental
quantum optics as well as in hybrid quantum systems for the study and realization of
quantum communication networks. He was also the president of the GDR-IQFA, a
community of quantum physics researchers in France (IQFA = Information Quan-
tique, Fondements & Applications) from its creation in 2011 until 2021.

Virginia D’ Auria (Italy) is a researcher working on quantum optics transmission sys-
tems using continuous and discrete variables and DV/QV hybridization. Having
worked at the ENS LKB in Paris, she also worked on photon detectors. Since 2010,
she is part of the photonics group of InPhyNi and works on discrete and continuous
variable quantum communications compatible with optical fibers of telecom opera-
tors.
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Jelena Vucokic (c. 1975, Serbian) is a research professor at Stanford, working in
quantum photonics. She directs the Nanoscale and Quantum Photonics Lab and the
Q-FARM (Quantum Fundamentals, ARchitecture and Machines initiative), an inter-
disciplinary quantum laboratory. She contributes to developments in photonics for the
development of optical quantum computers. She did her PhD at Caltech in 2002.

Francesca Ferlaino (1977, Italian) is a typically European researcher, having worked
in many laboratories from different countries. She is research director at the IQOQI
in Innsbruck, Austria, where she leads the Dipolar Quantum Gases laboratory. She is
a specialist in cold atoms and erbium-based Bose-Einstein condensates.

Marcus Huber (Austria) is a research group leader at the IQOQI in Vienna, working
on quantum entanglement, qubit state measurement and quantum thermodynamics in
general. In addition to the IQOQI, he has also worked at the Universities of Bristol,
Geneva and Barcelona. He is a great advocate of the open publication of research
work, being at the origin of the Quantum-Journal.org website, a kind of arXiv for
quantum science.

Tracy Northup (c. 1975, Austria) is a researcher working on trapped ions and optical
cavities, one of the major branches of quantum computing. She leads the Quantum
Interfaces Group laboratory at the University of Innsbruck, which is one of the most
active in the field of trapped ions, a major Austrian specialty.

Anne Matsuura (c. 1970, Japanese-American) is a physicist who is leading the Quan-
tum & Molecular Technologies team from the Intel Quantum Research Laboratory
since 2014. She leads the American's efforts in the creation of superconducting and
silicon qubits quantum computers, with an overall vision of the hardware architecture.
Her impressive career starts with a thesis at Stanford in synchrotrons, then in US Air
Force labs and In-Q-Tel (the CIA investment fund). She also directed the European
Theoretical Spectroscopy Facility in Belgium.

Sarah Sheldon (c. 1986, American) has been a member of IBM's quantum computing
teams based at the Thomas J. Watson Research Center in Yorktown, New York, since
2013. She is particularly active in improving the quality of superconducting qubits,
their quantum gates and error correction codes. She obtained her PhD at MIT in 2013
before doing a post-doc with IBM.

Stefanie Barz (c. 1980, German) is a quantum optics professor and researcher at the
University of Stuttgart. Her interests include quantum cryptography and quantum tel-
ecommunications. She worked in particular on blind computing with Elham Kashefi
and Anne Broadbent. She leads the SiSiQ project funded by the German Ministry of
Research with €3.6M of European funding, which aims to create quantum communi-
cation infrastructure with silicon photonics.
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Alexei Grinbaum (1978, Franco-Russian) is a researcher at CEA-Saclay in Etienne
Klein's LARSIM laboratory. He works on the quantum foundations and quantum
physics philosophy®’. He is notably the author of the book "Les robots et le mal" (Ro-
bots and evil) published in 2018. He is particularly interested in the ethics of science,
its acceptance by society and responsible innovation.

Frédéric Grosshans (1976, French) is a CNRS researcher at LIP6 from Université
Paris-Sorbonne, specialized in QKD, repeaters and quantum networks. He was the
creator with Philippe Grangier of the continuous variable QKD. He is also the co-
director with Nicolas Treps (from LKB) of the Quantum Information Center Sorbonne
of the Alliance Paris-Sorbonne launched in September 2020, which federates quantum
research and training of several Parisian quantum groups.

Jean-Francois Roch (1964, French) is a quantum physics professor at ENS Paris
Saclay. He is a pioneer of the usage of NV centers in many applications, particularly
in quantum sensing, including for studying matter and magnetism at very high-pres-
sure, which could be helpful for the discovery of high-temperature superconducting
materials. He conducts these researches in partnership with Thales and with the CEA.
He also led the founding Wheeler delayed choice experiment in 2006.

Ronald Walsworth (c. 1972, American) is a pioneer in the usage of NV centers for
quantum sensing in various fields, from life science to physics and astrophysics like
for the detection of dark matter. He leads the Walsworth group at the University of
Maryland and is the founding director of the UMD Quantum Technology Center. Sev-
eral startups emerged from his lab like gqdm.io, Hyperfine.io (MRI) and QDTI (which
he both cofounded).

He also launched the Quantum Catalyzer quantum startups accelerator (Q-CAT) that creates quantum
startups from scratch. He got a PhD in physics from Harvard in 1991.

Quantum

information science and algorithms creators

Let's end this long "hall of fame" with some of the main contributors to the creation of quantum
information science and algorithms. It is a relatively new discipline that emerged in the early 1990s.

v

Alexander Holevo (1943, Russian) is a mathematician working in quantum infor-
mation science and who devised the 1973 Holevo theorem according to which we
cannot retrieve more than N bits of useful information from a register of N qubits®®.
This is the consequence of the wave packet reduction that reduces the qubit state to
its basis states |0) and |1) after measurement. He also developed the mathematical
basis of quantum communications.

87 See Narratives of Quantum Theory in the Age of Quantum Technologies by Alexei Grinbaum, 2019 (20 pages).

8 This theorem indirectly validates the fact that it is difficult to do "big data" with a quantum computer in the sense of storing and
analyzing large volumes of information. On the other hand, Grover's algorithm makes it possible to quickly find a needle in a haystack,

as we will see later.
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David Deutsch (1953, Israeli and English) is a physicist from the Quantum Compu-
ting Laboratory at Oxford University in the UK. He devised in 1985 the idea of cre-
ating a universal quantum computer using a quantum Turing machine which led him
to create in 1989 the gate-based circuits programming model, completing Yuri
Manin’s and Paul Benioff’s 1980 ideas®®. He is also the author of a search algorithm,
with two variants, a first one from 1985 and a second one in 1992 that he co-created
with Richard Jozsa.

Umesh Vazirani (1945, Indian-American) is a professor at the University of Berke-
ley. He is one of the founders of quantum computing, with his paper co-authored in
1993 with his student Ethan Bernstein, Quantum Complexity Theory. He is also the
creator of the Quantum Fourier Transform (QFT) algorithm, which was used less than
a year later by Peter Shor to create his famous integer factoring algorithm that served
as a spur to funding research in quantum computing in the USA. The QFT is a found-
ing algorithm used in many other quantum algorithms.

Peter Shor (1959, American) is a mathematician who became the father of the algo-
rithm of the same name in 1994 which allows the factorization of integers into prime
numbers, based on quantum Fourier transforms (QFT). Before that, he created the first
quantum discrete-log algorithm (dlog) and, later, the famous nine-qubit flip error and
phase error correction algorithm for quantum computers called the "Shor code"®. We
indirectly owe to him the whole movement of post-quantum cryptography (PQC).

PQC is about creating cryptography codes resisting to public keys breaking using the Shor algorithm
and other quantum algorithms... with quantum computers that do not yet exist. Peter Shor created his
famous factorization algorithm while working at Bell Labs. He has been teaching applied mathemat-
ics at MIT since 2003.

Daniel R. Simon (American) is the creator of another search algorithm in 1994, bearing his name.
Precisely, his quantum algorithm solves the hidden subgroup problem (HSP) using an oracle based
model, providing an exponential acceleration compared to classical computing®. Daniel Simon
worked at Microsoft Research when he created his famous algorithm. He later worked on cybersecu-
rity research until his retirement, always with Microsoft Research.

Lov Grover (1961, Indian-American) is a computer scientist who created the seminal
quantum algorithm in 1996 that is said to be a search algorithm in a database but has
many more use cases as we’ll see in the quantum algorithms part of this book (page
577). He currently works in the Department of Mathematics of the Guru Nanak Dev
University, in Punjab, India. His full name is Lovleen Kumar Grover.

89 See Quantum theory, the Church-Turing principle and the universal quantum computer by David Deutsch, 1985 (21 pages). This is
a foundational paper describing a lot of concepts, including the unitaries used in single qubit gates, the notion of quantum computing
complexity, etc. It was also followed by Quantum computational networks by David Deutsch, September 1989 where networks corre-
spond to series of gate operations. Back then, the very name of qubit didn’t exist yet, and was created only in 1995.

% See the excellent The Early Days of Quantum Computation by Peter Shor, August 2022 (10 pages) where Peter Shor recount the
history of the early years of quantum computing and how he discovered his various algorithms with try and error.

91 See On the power of quantum computation by Daniel Simon, 1994 (11 pages) also updated in 1997.
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1/ Michael Freedman (1951, American) is a mathematician who founded and runs the
Microsoft Station Q laboratory in Santa Barbara, California. He is one of the fathers
of topological quantum computing along with Alexei Kitaev. He was also awarded
the Fields Medal in 1986 for his work on the Poincaré conjecture, later demonstrated
in 2006 by Grigori Perelman.

Alexei Kitaev (1963, Russian and American) is with Michael Freedman one of the
fathers of the topological quantum computer concept in 1997, investigated by Mi-
crosoft. He was a researcher at Microsoft Research in the early 2000s and is now
working at Caltech University and with Google. He has also done a lot of work on
error correction codes, including the creation of toric codes, surface codes and magic
states distillation (with Sergey Bravyi) and the Quantum Phase Estimate algorithm,
used in Shor's integer factorization algorithm.

Aram Harrow (American) is a prolific specialist in quantum algorithms. He teaches
both quantum physics and quantum computing at MIT. At MIT, he is surrounded by
Peter Shor and Charles Bennett. He is the co-author of the HHL quantum algorithm
used to solve linear equations which he created jointly with Avinatan Hasidim and
Seth Lloyd® . He is also interested in the creation of hybrid classical/quantum algo-
rithms.

Daniel Gottesman (1970, American) is a physicist from the Perimeter Institute in
Waterloo, Canada. He did his PhD thesis at Caltech under the supervision of John
Preskill. He is known for his work on quantum error correction codes (QEC) and is
co-author of the famous Gottesman-Knill's theorem according to which a quantum
algorithm using only Clifford gates can be efficiently simulated (meaning, polynomi-
ally) on a classical computer.

Clifford group quantum gates are based on half and quarter-turn rotations (of the qubit in the Bloch
sphere), Hadamard gate and the C-NOT conditional gate. This theorem thus indirectly proves that a
basic gate set is insufficient to generate an exponential quantum advantage. We need to add a T gate
to make it possible to approximate any arbitrary unitary transformation, meaning, any move within
the Bloch sphere for single qubit operations. This is particularly important for the Shor algorithm.

Gil Kalai (1955, Israeli) is a professor of mathematics at the Hebrew University of
Jerusalem and at Yale University. His main ambition is to demonstrate mathematically
that it will be impossible to create real universal quantum computers, due to their error
rate, even with error correction codes and the notion of logical qubits that assemble
physical qubits. He also questioned the reality of the October 2019 Google supremacy
performance in several of his writings and conference talks.

Andrew Steane (1965, English) is a Professor of Physics at Oxford University. He
created the so-called Steane quantum error correction code in 1996. This code corrects
flip and phase errors on a single qubit. Looking at how it works provides good insights
on the inner workings of quantum error correction codes, although this particular code
will probably not be used when we’ll have scalable quantum computers. Other more
sophisticated QEC codes are investigated like color codes, surface codes and Floquet
codes.

92 See Quantum algorithm for linear systems of equations, 2009 (24 pages).
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Scott Aaronson (1981, American) teaches information science at the University of
Austin in Texas. He is a leading expert in quantum algorithms and complexity theo-
ries. He is notably at the origin of a quantum algorithm used for boson sampling, a
way to demonstrate some quantum advantage for photonic based experiments. Bosons
are integer spin particles such as photons, while particles such as electrons, neutrons
and protons are fermions, with a spin 1/2.

Dorit Aharonov (1970, Israeli) is a quantum algorithms researcher. She received her
PhD in Computer Science in 1999 at the Hebrew University of Jerusalem on "Noisy
Quantum Computation" and then did a post-doc at Princeton and Berkeley. She is
credited with the "quantum threshold theorem" co-demonstrated with Michael Ben-
Or which states that below a certain error rate threshold, error correction codes can be
recursively applied to obtain an arbitrarily low error rate of logical qubits.

This is a very theoretical mathematical approach that doesn’t take into account the way noise is also
scaling as we increase the number of qubits. Dorit Aharonov’s uncle is Yakir Aharonov (1932, Is-
raeli), a physicist who had worked with David Bohm, among others.

Seth Lloyd (1960, American) is a professor at MIT who is a prolific contributor to
quantum information and quantum algorithms. He is the initiator of Quantum Ma-
chine Learning, of the concept of QRAM (quantum random access memory), of con-
tinuous variables gates-based quantum computing (1999), of quantum radars (2008).
He’s also the L in the famous HHL quantum linear equation solving algorithm and
worked on quantum error correction codes and quantum biology.

In his 2006 book, Programming the Universe, Lloyd contends that the uni-
verse itself is one big quantum computer producing what we see around us,
and ourselves, as it runs a cosmic program. According to Lloyd, once we un-
derstand the laws of physics completely, we will be able to use small-scale

quantum computing to understand the universe completely as well. In about PROGRAMMING
600 years. +- THE UNIVERSE
Seth Lloyd was laid off from MIT in 2019 then put on leave, then on disci- .

STAXES ox THE cosmos

plinary actions for a period of five years starting in 2020 because he had not
informed his management of some Jeffrey Epstein originated funding.

SETH LLOYD

In 2016, he created Turing (2016, USA) with Michele Reilly, a software company working on hybrid
classical-NISQ software solutions using Al and quantum machine learning techniques.

Alan Aspuru-Guzik (circa-1978, American) is a research director at the University
of Toronto, formerly at Harvard, who, among other things, created various quantum
chemistry algorithms, a topic we will cover in the section dedicated on quantum al-
gorithms. He is also the co-founder of the Zapata Computing, a startup developing
quantum computing software frameworks, particularly in chemical simulation.

Robert Raussendorf (c. 1975, German) is well known for having invented one-way
quantum computing and measurement-based quantum computing (MBQC) along
with Hans Briegel (1962, German) in the early 2000’s. He is an Associate Professor
at the Department of Physics and Astronomy of the University of British Columbia.
He did his thesis at the Ludwig Maximilians University in Munich, Germany in 2003
on MBQC.
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Elham Kashefi (1973, British Iranian) is a research director at CNRS in France, in
the LIP6 laboratory from Sorbonne University. She is also the co-founder with Marc
Kaplan of VeriQloud, a secure quantum telecommunications startup, and teaching
quantum information science at the University of Edinburgh. Originally a mathema-
tician and computer scientist, she became a specialist in quantum communication pro-
tocols and quantum algorithms, around topics like code verification and blind quan-
tum computing.

She did her PhD thesis “Complexity Analysis and Semantics for Quantum Computation” at the Im-
perial College of London in 2003 under the co-supervision of Peter Knight. She created the BFK
blind computing protocol in 2009 with Anne Broadbent and Joe Fitzsimons (who created Horizon
Quantum Computing in Singapore). With her team at LIP6, she is at the origin of the creation of a
site on the zoo of quantum communication protocols®’. And as this was not enough, she is also versed
in Quantum Physical Unclonable Functions (QPUF), physical identifiers of quantum and tiltable ob-
jects, a topic we briefly cover in this book in page 844.

In November 2022, Elham Kashefi was appointed as Chief Scientist for NQCC, the UK National
Quantum Computing Center, and will chair its Technical Advisory Group.

Anne Broadbent (Canadian) is a mathematician from the University of Ottawa spe-
cialized in quantum computing, quantum cryptography and quantum information. She
was a student of Alain Tapp and Gilles Brassard at the Universit¢ de Montréal. She
created the BFK blind computing protocol in 2009 along with Elham Kashefi and Joe
Fitzsimons.

Maria Schuld (c. 1989, German) is a senior researcher and software developer at
Xanadu since 2017, based in South Africa at the University of KwaZulu-Natal in Dur-
ban where she got her PhD in quantum machine learning and was then a post-doc after
a short internship at Microsoft Research in the USA. She is a key contributor to the
development of quantum machine learning algorithms, particularly in the field of pat-
tern recognition.

Mazyar Mirrahimi (circa 1980, Iranian) is a mathematician who moved to quantum
physics. He is currently the director of Inria's Quantic laboratory, which specializes
in error correction codes and quantum algorithms, among other topics. He did his
post-doc with Michel Devoret at Yale University. Back in 2013, he published a semi-
nal paper on cat-qubits.

These are physical qubits using a cavity and a superconducting qubit that self-corrects some errors,
starting with flip errors. These cat-qubits are used by the startup Alice&Bob as well as by Amazon,
as announced in December 2020.

Zaki Leghtas (Morocco/France) is a researcher based in France in Mazyar Mir-
rahimi's team and is also specialized in error correction codes and systems. He is no-
tably one of the creators of cat-qubits mentioned above. These are supposed to enable
the creation of logical qubits with fewer than 100 physical qubits. He worked in
Michel Devoret's laboratory at Yale University before joining Inria's Quantic team in
2015. He is also affiliated with ENS and Mines ParisTech.

9 See the Protocol Library wiki.
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Shi Yaoyun (1976, Chinese) is a professor at the University of Michigan and also
leading the Alibaba Quantum Laboratory which develops fluxionium superconduct-
ing qubit computers. He created various records of quantum simulation on server clus-
ters that we will describe in this book. He earned a computer science PhD from Stan-
ford. He also worked on quantum cryptography and certifiable randomness.

Kristel Michielsen (circa-1969, Belgian) is a physicist working at the University of
Aachen in Germany and at the Jiilich Supercomputing Centre (JSC) where she leads
the Quantum Information Processing (QIP) research group. She has contributed to
numerous works in quantum computing both in physics and algorithms. She created
the QTRL scale, for Quantum Technology Readiness Level, that is used to evaluate
the level of maturity of quantum technologies and which we will discuss in the section
dedicated to practices in research.

John Watrous (Canadian) is a researcher working at the University of Waterloo, Can-
ada, specialized in quantum algorithms and complexity theory. He demonstrated some
complexity classes equivalencies like QIP is in EXP and QIP=PSPACE. He also
worked on cellular automata. He had previously collaborated with Scott Aaronson.
He is the author of the voluminous The Theory of Quantum Information, 2018 (598

pages).

Ryan Babbush (circa-1989, American) is a Google researcher working on quantum
simulation algorithms. His goal is to create commercial quantum chemistry solutions.
In a February 2020 presentation, he did show that chemical simulation with Google's
Sycamore 53 qubits processor could not use more than 12 qubits because of its high
error rate.

Matthias Troyer (1968, Austrian) is Professor of Computational Physics at ETH Zur-
ich. He joined Microsoft Research in Redmond at the beginning of 2017. He is one of
the creators of the Q# language for quantum programming and of the open source
framework ProjectQ launched in 2016 by ETH Zurich. He is particularly interested in
chemical simulation with quantum computers. He received his PhD from ETH Zurich
in 1994.

Krysta Svore (c.1978, American) is currently the general manager of quantum soft-
ware at Microsoft. She has a Ph.D. in Computer Science from Columbia University.
Her contribution in quantum information science covers a broad range of topics:
MBQC, quantum machine learning, contributing to the creation of the LIQUi[> quan-
tum programming language, surface codes, fault-tolerance quantum computing.

Iordanis Kerenidis (c. 1980, Greek) is a director of research from CNRS at IRIF
(Institut de Recherche en Informatique Fondamentale), working on cryptography,
quantum communication, quantum complexity theories and quantum machine learn-
2 ing, his latest specialty. He did his thesis at MIT under the supervision of Peter Shor
- and worked in the same office as Scott Aaronson and also worked at Berkeley with
Umesh Vazirani. He is part of the founding team of QC Ware.

There he leads the R&D in quantum algorithms. He also co-leads the Paris Quantum Ecosystem
(PCQC) with Eleni Diamanti. He was one of the members of the parliamentary mission on quantum
technologies led by MP Paula Forteza between April 2019 and January 2020.
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Frédéric Magniez (French) is the Director of the CNRS IRIF laboratory mentioned
above. He also did run a Chair at Collége de France in Spring 2021. His research
focuses on the design and analysis of randomized algorithms for processing large da-
tasets, as well as the development of quantum computing, particularly algorithms,
cryptography and its interactions with physics. In 2006, he founded and led the na-
tional working group for quantum computing, bringing together 20 research groups.

Benoit Valiron (1980, France) is a researcher at the CNRS LIR laboratory from Uni-
versité Paris-Saclay and teaching quantum programming and algorithms, including at
CentraleSupelec. This quantum programming specialist is the co-author of the open
source quantum programming language Quipper, which he contributed to create while
being at the University of Pennsylvania.

Bettina Heim (c. 1980) is a Microsoft developer specializing in quantum software.
She is responsible for the development of the quantum programming language Q#
compiler, promoted by Microsoft since 2017 and which is part of their Quantum De-
velopment Kit, currently running on quantum emulators on traditional processors and
now supported on third party hardware proposed on the cloud, including IonQ and
Honeywell trapped ion based quantum processors.

Cristian Calude (1952, Romanian/New Zealander) and Elena Calude (Roma-
nian/New Zealander) are researchers from the Institute of Information Sciences, Uni-
versity of Albany in Auckland, New Zealand. They work on quantum algorithms, hy-
brid quantum algorithms and complexity theories.

Sophia Economou (c. 1980, Greek-American) is an Associate Professor in the De-
partment of Physics at Virginia Tech College of Science. She previously worked at
the US Naval Research Laboratory. She is a physicist specialized in the control of
quantum dot semiconductor spins and their spin-photon interfaces. She is also a crea-
tor of advanced molecular simulation algorithms on quantum computers.

Ewin Tang (2000, American) published in July 2018 a paper demonstrating a classical
recommendation algorithm as efficient as an algorithm designed for D-Wave quantum
computers by Iordanis Kerenidis and Anupam Prakash in 2016%. They responded by
finding a flaw in the reasoning. On close inspection, the quantum algorithm would
scale better in some extreme conditions. She was 18 years old at the time. Ewin Tang
is now a computer scientist at the University of Washington.

Cyril Allouche (French) has been leading Atos R&D efforts in Quantum Computing
since its beginning in 2015. Cyril Allouche are the "implementers" of the quantum
vision of Thierry Breton, CEO of Atos until 2019. His work encompasses developing
the aQASM (Atos Quantum Assembly Language) quantum programming language
and the myQLM quantum programming emulator running on regular personal com-
puters and servers.

% See A quantum-inspired classical algorithm for recommendation systems, Ewin Tang, July 2018 (32 pages) and Major Quantum
Computing Advance Made Obsolete by Teenager by Kevin Harnett, July 2018.
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Here we are. We’ve covered a whole lot of people and probably missed many who should be in this
hall of fame list! I’1l update it whenever required. We will encounter many of these scientists in this
book.

a simple
quantum computing —_—>
genealogy
Yuri Manin 1980 Richard Feynman 1981 Richard Feynman 1985
gate-based quantum quantum simulator quantum mechanical
computers computers

Rolf Landauer 1961 Charles Bennet 1973 Paul Benioff 1980 David Deutsch 1985 David Deutsch 1989
Landauer’s bound reversible Turing machine reversible quantum quantum Turing Quantum computational
Turing machine machine networks

Figure 58: quantum computing genealogy to remind us that other scientists than Richard Feynman have to be remembered for
their contribution. (cc) compilation Olivier Ezratty, 2022.

Research for dummies

As I investigated the broad quantum science and technology landscape, I learned more on how fun-
damental and applied research was operating.

I did not know much about it before this adventure. Working in the ‘digital world’, as a developer,
marketer and in the entrepreneurial ecosystem doesn’t necessarily make you look deeply into the
inner workings of research. I discovered many aspects that I am detailing here, particularly with re-
gards to practices, lingua-franca, careers and evaluations.

If you're a researcher, this is very basic stuff that you already know fairly well. For others, it will
clarify some of vague understanding you might have on how research works.

Long-term

The first key point is the long-term approach in quantum technologies. It can also be found in other
branches of physics and so-called deep-tech related sciences. Time scales are measured in decades. It
starts with intuitions, creativity, passion, rigor and hard work. These ideas are not always broadly
adopted right away. There’s always some resistance with the current scientific establishment.

This long-term history can be observed in condensed matter physics. Brian Josephson devised the
Josephson junction in 1962. IBM tried to use it unsuccessfully to build superconducting computers.
Anthony Leggett made significant discoveries in the early 1980s which led to the creation of the first
superconducting qubits in the early 2000s and to Google and IBM’s superconducting machines be-
tween 2016 and 2020. And we’re not done there since this technology’s scalability has not yet been
proven.

Alain Aspect's work, which started in the late 1970s and culminated with his 1982 experiment had no
immediate industrial application. Fortunately, he was well supported by many laboratories, particu-
larly to build the necessary instrumentation. His work led to the creation of many of the branches of
quantum technology. For example, Artur Ekert was inspired by Alain Aspect's work to advance the
field of quantum cryptography in the early 1990s.
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All of this cannot be meticulously planned in advance. Research serendipity must prevail. Commer-
cialization comes later, through meetings between specialists from different and complementary dis-
ciplines. Innovators are either the researchers themselves, or more generally others, engineers and
entrepreneurs, who know how to detect research work having some business potential. Hence the
importance of bringing them together in innovation ecosystems. However, in its current shape, the
quantum startup ecosystem is mostly made of researchers turned into entrepreneurs.

This generates its share of misunderstandings with public authorities. They are tempted to over-eval-
uate and measure the performance of basic research, if not to fund it, using only criteria from the
business world. On the other hand, and this is particularly true for quantum technologies, research
work requires peer reviews. This may give the impression that researchers are both judge and jury.
To prevent this from driving decision-makers and people suspicious, research work must honestly be
translated in layman’s terms. This should encourage researchers to communicate with broader audi-
ences than their peers. It requires leadership. Scientists must be more involved there, particularly in
those times where people are more and more skeptic on science and innovation.

Publications

This book contains many references to scientific publications. I do this almost systematically and
always look for the original scientific publication whatever the news.

Research is now frequently published first in open access in the famous arXiv site managed by Cor-
nell University. These are articles pre-prints that have not yet gone through peer reviewing and be
published in peer-reviewed journals. These articles must sometimes be taken with a grain of salt.
However, they allow authors to collect comments from informed readers. Their quantity and quality
depend on the author’s fame, the topic and the number of researchers who master it*.

Between 9 and 18 months later, a paper publication in a peer-reviewed journal may follow. If the
delay is too short, it may mean the journal is a predatory one. It is usually published mostly as is,
includes some revisions suggested by the "referees" of the review committees, or even with a change
of title. In these cases, the version published on arXiv is not necessarily the most recent. It is some-
times updated. The benefits are openness and free access.

As a general rule, when I discover the existence of an article, I search for it on Google Search with
the name followed by "filetype:PDF" and I find it free of charge in more than 90% of the cases on
arXiv or on the ResearchGate site, the researchers' reference social network.

Quantum technologies peer-reviewed®® journals include Nature and its various thematic variations
like Nature Communications, Science, Physical Review X, Physical Review Research, Physical
Review Letters, Quantum Science and Technology, Journal of Applied & Computational Math-
ematics, International Journal of Quantum Information, Quantum Engineering, Advanced
Quantum Technologies, Quantum Journal, Quantum Information Processing, IEEE Journal of
Quantum Electronics, and IEEE Transactions on Quantum Engineering. Fortunately, in this field,
there are only a few predatory journals that do not have peer-review process and charge researchers
for their work publication.

% See Comment bien lire et comprendre une étude scientifique par Gary Dagorn, Mathilde Damgé et Bessma Sikouk, May 2021. It
provides a lot of insights on how to read a scientific paper. You can translate this article in French in your browser. Also look at Ten
simple rules for reading a scientific paper by Maureen A. Carey, Kevin L. Steiner and William A. Petri Jr, July 2020.

% In peer-reviews journals, the reviewers are unknown to the paper authors. They provide some feedback on the paper and expect a
paper update. The authors provide an updated version and comments that are either accepted or rejected by the reviewer. It can lead
authors to modify their claims and even their paper title. When everything’s finalized, the paper can be published. Nowadays, the initial
paper published on arXiv is also updated to reflect these changes. There is also a special double-blind review process where the authors
are unknown from the reviewers to avoid any reviewer bias. | have bumped only once on such a case in quantum technologies, on a
QML algorithm: On the universal approximability and complexity bounds of deep learning in hybrid quantum-classical computing,
2021 (15 pages).
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Figure 59: some key quantum physics peer-review publications.

In most scientific fields, including quantum science, there are many publications but not enough
skilled reviewers. This job is sometimes done by PhD students. Sometimes, innovative papers are
locked by reviewers, particularly when they are cross-discipline, which is frequently the case with
quantum science and is a problem when publications are over-segmented.

arXiv is unlocking this situation and is now common practice. It enables fast turnaround for debates
between scientists®’. It also makes it easier for students and others to create their bibliography and
review papers. It however doesn’t seem that quantum research is prone to significant paper-milling
or even to papers being retracted®®. On the RetractionWatch database, you can find only a few re-
tracted papers in quantum physics, mostly coming from China and India (102 items with “quantum”
in the title). It includes the famous retracted papers from The Netherlands and Denmark on Majorana
fermions.

There are other sites for pre-prints like arXiv, with for example engrXiv on engineering (with some
papers related to quantum technologies. And viXra is an arXiv for the preprints that will never be
published in peer-reviews publication and are too fringe to be accepted on arXiv (vixra.org/quant).

PhD theses are easier to retrieve and are generally published freely. These are usually good sources
of bibliographical information. Beyond the main thesis goal that is to advance science in a usually
narrow domain, it generally starts with making an inventory of the state of the art, like in review
papers. Review papers present a state of the art of a field. Their bibliography is generally impressive,
sometimes as long as the paper itself. They are a good starting point to study a subject, especially if
the paper is not too old. I provide links to many such review papers, particularly on specific qubit
types. If the author's pedagogy is good, it can be very useful for learning on your own. A bibliography
generally allows you to go deeper into the subject by discovering the need-to-know fundamental texts.

Several authors are usually mentioned in scientific papers, up to a very large number. In general,
beyond three authors, the first is the one who was the owner and done the bulk of the work. It’s usually
a PhD student or a post-doc. He/she has processed the experience and written a large part of the
document, but this may depend on countries, laboratories and thesis supervisors. The last one is the
thesis or research laboratory supervisor® . In the latter case, the penultimate author is the thesis di-
rector who supervised the work. In between are the other contributors, experimenters or simple re-
viewers.

97 Like with Reply to arXiv:2203.14555 by Margaret Hawton, May 2022 (1 page) that is a reply to A Comment on the "Photon position
operator with commuting components" by Margaret Hawton and A. Jadczyk, March 2022 (4 pages). See also Is the Moon there if
nobody looks: A reply to Gill and Lambare by Marian Kupczynski, September 2022 (8 pages) which is typical of the debates going on
with quantum foundation topics and on the nature of reality.

9 See The fight against fake-paper factories that churn out sham science, Nature, March 2021.

99 This is the case of these hundreds of publications with the famous Didier Raoult who is cited as the last contributor, as laboratory
director but not necessarily thesis director.
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Some papers have a very large number of authors. It is typical from the papers published by Google
Al which can have upwards of 80 coauthors, which means about half of their whole team. They

probably all contributed to the published work but certainly not equally

SCIENCE ADVANCES | RESEARCH ARTICLE
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other contributors, experimentalists,

engineers or simple reviewers

Training of quantum circuits on a hybrid

thesis director /

principal
PhD student quantum comPUter investigator, or

who did the . . laborator

bulk of the N. M. Linke', M. Benedetti?>?, K. A. Landsman’, N. H. Nguyen', C. H. directorwxo
5 . 2,4 5 5 5 i 6 1,7,

work A. Perdomo-Ortiz™”, N. Korda’, A. Garfoot’, C. Brecque’, L. Egan’, O. Perdomo may have
Generative modeling is a flavor of machine learning with applications ranging from computer vision to chemical co:I:rlbuted to

design. Itis expected to be one of the techniques most suited to take advantage of the additional resources provided e_ |_Japer

by near-term quantum computers. Here, we implement a data-driven quantum circuit training algorithm on the wrl.tmg. or

canonical Bars-and-Stripes dataset using a quantum-classical hybrid machine. The training proceeds by running reviewing

parameterized circuits on a trapped ion quantum computer and feeding the results to a classical optimizer. We apply
two separate strategies, Particle Swarm and Bayesian optimization to this task. We show that the convergence of the
quantum circuit to the target distribution depends critically on both the quantum hardware and classical optimiza-
tion strategy. Our study represents the first successful training of a high-dimensional universal quantum circuit and
highlights the promise and challenges associated with hybrid learning schemes.

Figure 60: typical presentation of scientific paper’s co-authorship. Source: Training of quantum circuits on a hybrid quantum

computer by D. Zhu, Christopher Monroe et al, 2019 (7 pages).

Well crafter papers don’t forget to mention the respective contribution of all the authors, like in the
example below. It also mentions reviewers (not those from a peer-review publication), research fund-
ing source, any potential competing interest, how the research data can be accessed and the availabil-
ity of any supplemental material, that is now usually placed at the end of papers in their pre-print
format. These supplemental materials can contain technical details and can be very interesting, like
for example, to describe the experimental setup and its hardware and/or software engineering.

thanking paper reviews

research funding sources ———e

well documented respective
co-authors contributions

Acknowledgements. The authors thank O. Krebs, C.
—® Anton, N. Belabas and L. Lanco for fruitful discussions.
Funding: This work was partially supported by the
Agence Nationale de la Recherche (QuDICE project), the
H2020-FET OPEN project number 899544 - PHOQUS-
ING, the French RENATECH network, the Paris Ile-de-
France Région in the framework of DIM SIRTEQ, the
Foundational Questions Institute Fund (Grant number
FQXi-IAF19-05), the Templeton World Charity Founda-

or occasional help

. ILM.d.B.W.: methodology,
| investigation, formal analysis, writing, visualization,
! S.E.T.: methodology, investigation, writing, M.M.: con-
| ceptualization, formal analysis, writing, S.C.W.: concep-
:. tualization, formal analysis, writing, M.P.: investigation,
' A.H.: resources, A.L.: resources, 1.S.: resources, N.S.:

| resources, A.A.: conceptualization, supervision, writing,

i funding acquisition, P.S.: methodology, conceptualiza-
list any competing interest,
particularly for contributors
working with some industry

vendor

! Data and materials availability: All data acquired
. and used in this work is property of the Centre for

:. Nanoscience and Nanotechnology and is available upon
how can the research data ! reasonable request.

canbe accessed? ~ Supplémentary information Supplementary Informa-~

tion is available for this paper.

some supplemental
materials may be
available. It’s not
commonplace to
place it at the end of
the paper and not in
a separate document,
particularly for Arxiv

@—— preprints.

Figure 61: typical credits at the end of a scientific paper. Source: Coherence-powered work exchanges between a solid-state qubit

and light fields by llse Maillette De Buy Wenniger, Maria Maffei, Niccolo Somaschi, Alexia Aufféves, Pascale Senellart et al, April
2022 (17 pages). This is the typical requirement for some peer-reviewed publications like Nature.

1901 found out this extreme case in Search for a massless dark photon in Af — py’ decay by BESIII Collaboration, August 2022 (8

pages) with 573 authors from 75 research organizations, in China. For just 8 pages!
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The other extreme case is a paper having only a single author. It means first that it is probably not a
PhD student, otherwise his PhD supervisor would be a coauthor, or the author is a PhD but he lost the
support of his/her supervisor for whatever reason, which is bad omen and very rare. Second, you can
look at whether he/she works in a research institution and his CV. At last, you can assess the author’s
network if he/she mentions and thanks reviewers or contributors. The author may be already famous
like say a John Preskill, Peter Shor, Seth Lloyd or Scott Aaronson, so no problem. Other cases with
no attached institution, record or network may mean that the author may be working on some fringe
theories in a very isolated fashion, particularly if the there’s no mention of any help or thanks to
anybody for the research.

In many countries, such as the USA, it is common practice to mention authors with the initials of their
first and middle names initials. It does not make it easy to search them online, especially for Chinese
authors. This is particularly the case when there are many contributors. I try to quote authors with
their first name when they are easy to be found.

In the thpusand fOOtI.IOteS in this bOF)k, 7K. O’Brien, C. Macklin, 1. Siddiqi, and X. Zhang, Phys. Rev. Lett. 113, 157001
I otherwise take the liberty of not using  (2014).
the Cryptic description convention that BT G, White, J. Y. Mutus, I.-C. Hoi, R. Barends, B. Campbell, Y. Chen, Z. Chen,

. . R T . B. Chiaro, A. Dunsworth, E. Jeffrey et al., Appl. Phys. Lett. 106, 242601 (2015).
is used in the abundant b1b110graphles 9C. Macklin, K. O’Brien, D. Hover, M. E. Schwartz, V. Bolkhovsky, X. Zhang,

of scientific publications, sometimes  w.D. Oliver, and L Siddigi, Science 350, 307 (2015).
using authors, pubhcatlon references Figure 62 : why (t.h.) these long bibliographies do not contain any title?
but not the paper title!

I use a clear title convention followed by first author/authors, sometimes their research laboratories
or companies, publication date and then number of pages or slides, which helps you identify at a
glance the volume and depth of the referenced documents. And footnotes may be cumbersome, but
they prevent you from looking at bibliographical references at the end of the document, which is
never very practical whether you read a paperback or electronic version of the document. When 1
don’t mention all a paper’s contributors, I use the expression "et al" which is an abbreviation of the
Latin "et alia", meaning "and the others". I’'m usually selecting the first and last authors, then in the
middle those I happen to know some way or the other, as described in Figure 63.

386 See Correlated charge noise and relaxation errors in superconducting qubits by C.D. Wilne, Roger McDermott et al, Nature, De-
cember 2020 on Arxiv and June 2021 in Nature (19 pages) which describes the correlated errors appearing in superconducting qubits
and how it could impact the architecture of quantum error correction codes and A potential hangup for quantum computing: Cosmic
rays - For quantum chips, the problems they cause are too big for error correction by John Timmer, ArsTechnica, December 2021,
referring to Resolving catastrophic error bursts from cosmic rays in large arrays of superconducting qubits by Matt McEwen, Rami
Barends et al, Google Al, Nature Physics, December 2021 (13 pages) who developed a test protocol to assess the impact of radiations
on 26 qubits in its Sycamore processor.

387 See Impact of ionizing radiation on superconducting qubit coherence by Antti P. Vepsildinen, William D Oliver et al, August 2020
(24 pages), the source of the illustration.

Figure 63: bibliographical references as presented in this book. | find it more practical although it doesn’t seem to be orthodoxal.

Paper communication

These scientific publications can be discovered by following the RSS feeds of arXiv, reference spe-
cialized papers, in addition, from scientific news feeds of online media or popular scientific press. I
also discover new interesting papers with scanning scientific conferences presentations®.

In the case of quantum technologies, the "tech" media often broadcasts scientific news dressed-up
with sensationalism and exaggerations. This often stems from the propensity of laboratory commu-
nicators or sometimes researchers themselves to make shortcuts between their work and its potential

101 Here is an example with a list of many IEEE superconducting technologies presentations.
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usage that may be very long-term'%. It is even stronger when the communication comes from a large
company such as Google or when the article was written by the laboratory’s communication branch.

The job of the technology screener consists in sorting this out. When your local non-English speaking
media broadcasts such information, it is often necessary to start by identifying the original paper
which is possibly quoted at the end of the article. Sometimes, you discover blatant translation error
that entirely twists the scope of the covered scientific advance.

Scientists take step towards this would mean they ... but it’s just about a new sensor
quantum supremacy ®—— are building some sort measurir}g th(.e quality of supercon-ducting
of quantum computer... qubits using some new materials

l

Article | Open Access | Published: 05 February 2021

Quantum sensors for microscopic tunneling

systems

Alexander Bilmes &, Serhii Volosheniuk, Jan David Brehm, Alexey V. Ustinov & Jiirgen Lisenfeld
npj Quantum Information 7, Article number: 27 (2021) | Cite this article

836 Accesses | 8 Altmetric | Metrics

Qubit production process. Credit: Sergey Gnuskov/NUST MISIS

A Russian-German research team has created a quantum
sensor that grants access to measurement and manipulation of
individual two-level defects in qubits. The study by NUST MISIS,
Russian Quantum Center and the Karlsruhe Institute of

Figure 64: example of a scientific paper presented with outrageous claims by its lab communication department. Sources: Scientists
Take Step Towards Quantum Supremacy, MISIS, March 2021 and Quantum sensors for microscopic tunneling systems by Alexander
Bilmes et al, February 2021 (6 pages).

Analysis and classification

Next, one must find the original scientific article with the methods described above. Once all this has
been done, the bulk of the work consists in classifying the information: what is it about and how does
it fit into the web of quantum technologies? As far as I know, no artificial intelligence can automatize
this process'®. This classification task is a tedious one and you can be easily misled with reading a
paper title or press release too quickly. Here is one interesting example with a post from James Dargan
in The Quantum Insider which wrongly described the European LSQuanT project as an initiative to
provide quantum computing solutions to the transportation industry'%*. Wrong! It is a project related
to fundamental quantum physics and digital simulation of quantum transport, a condensed matter
phenomenon!

What is the actual progress made with regards to the state of the art? You can rely on classical recom-
mendations: read the introduction and not just the abstract, identify the problem that the writers are
trying to solve and how they are advancing the state of the art, look at the data and identify any
missing data, and read the conclusion. If you can’t decipher the paper content, make a search of other
more generalists web sites mentioning it.

102 The example below comes from Scientists take step towards quantum supremacy by National University of Science and Technology
MISIS, March 2021. The supremacy from the article title is very far away considering the paper is about some sensing technology to
measure the efficiency of some superconducting qubit.

103 Various tools attempt to automate this sorting work, such as In Layman’s Terms: Semi-Open Relation Extraction from Scientific
Texts by Ruben Kruiper et al, May 2020 (13 pages). It is currently applied to the field of biology.

104 See LSQuant: Novel Initiative Created To Improve Quantum Transport Methodologies, May 2021.
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In general, a paper presenting a breakthrough that will allow the quantum computer to be realized at
room temperature or ahead of all others becomes a simple very one-time breakthrough in the devel-
opment of a particular type of qubit. It looks like your tiny hairy dog after the shower! In many cases,
quantum science-related papers are inaccessible, requiring solid mathematical and/or physics back-
ground. Even quantum science specialists have a hard time interpreting many papers.

You frequently come across a set of Russian dolls concepts with unknown concepts referring to other
unknown concepts, and so on. This is some sort of involuntary humor of scientific complexity*®.
However, hopefully, some papers do not use too much jargon and manage to deal with a big funda-
mental question by making it understandable to many specialists in their discipline and well beyond.
This is often the case with publications in Nature.

How can I check the whole thing, particularly given the specialists in my own network have not yet
had the time to do so? You either need to be patient, do it on your own, or look for someone who has
done the job. For big news related to quantum computing, one can wait for the next post from Scott
Aaronson or a laconic tweet from John Preskill.

Finally, I use arXiv as soon as I come across a startup that defines in too broad terms what it does
without any technology specifics. It’s so commonplace now! A search starts with finding the startup
scientific founder, then with identifying their research work that they are probably willing to package
in their freshly created startup. In their bibliography building work, researchers also look at Google
Scholar and also on SciRate, where discussions take place around pre-print papers published on
arXiv.

We must recognize our limits and understand that we’re not protected from believing scientific hoaxes
like the famous one created by Alan D. Sokal in 1996. It merged social sciences and quantum gravity
and was published in a social science publication, not a quantum physics one 1%.

Hopefully, quantum scientific publications are way more serious than most of the quantum hype that
is conveyed by general news with their amazing amplification capabilities. You’ll read time and again
that quantum computing will drive autonomous cars, create quantum intelligent robots, reduce CO-
emissions, cure cancers, help Tesla (but not others) build top-notch batteries or that quantum commu-
nications will teleport your data faster than light around the Earth. Most of these assertions will flour-
ish when the IBMs and Googles of this world make fancy announcement or after your government
launches its own “billion dollars” national quantum plan. But they are at least unproven if not entirely
false. Who’s going to reveal it to you?

Roles

In most countries and in all disciplines, several roles can be distinguished in research organizations.

Doctoral students are students who are undertaking a doctoral thesis (PhD, for Philosophy Doctorate,
for any science). It lasts from three to five years depending on the country. This thesis completes a
higher education program in the University.

105 Here are a couple interesting examples of papers whose title refers to mostly unknown concepts: The Franke-Gorini-K ossakowski-
Lindblad-Sudarshan (FGKLS) Equation for Two-Dimensional Systems by Alexander A. Andrianov et al, April 2022 (27 pages), Floquet
integrability and long-range entanglement generation in the one-dimensional quantum Potts model by A.I. Lotkov et al, October 2021-
April 2022 (24 pages), Probing Lorentz-Invariance-Violation Induced Nonthermal Unruh Effect in Quasi-Two-Dimensional Dipolar
Condensates by Zehua Tian et al, May 2022 (12 pages), Emergent quantum mechanics of the event-universe, quantization of events
via Denrographic Hologram Theory by Oded Shor et al, August 2022 (12 pages) and Emergent Sasaki-Einstein geometry and AdS/CFT
by Robert J. Berman et al, Nature Communications, January 2022 (8 pages) which I found has some connections with Exploring
uberholography by Dmitry S. Ageev, August-September 2022 (14 pages) which deals with some quantum error correction code. To
some extent, this complexity can be fun. See also Variational quantum algorithm for measurement extraction from the Navier-Stokes
Einstein, Maxwell, Boussniesg-type, Lin-Tsien, Camassa-Holm, Drinfeld-Sokolov-Wilson, and Hunter-Saxton equations by Pete Rigas,
September 2022 (144 pages) which requires a significant mathematical background.

106 See Transgressing the Boundaries: Towards a Transformative Hermeneutics of Quantum Gravity by Alan D. Sokal, 1996 (39 pages).
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Post-docs or post-doctoral researchers are researchers who, after having obtained their PhD, conduct
research in a laboratory under a fixed-term contract. They sometimes do several post-docs in different
locations, frequently out of their originating country. It is the anteroom of a full-time research position.

Researchers have a full-time tenure in a research organization whether in the industry or with gov-
ernment funded research organizations. In many countries, they are also civil servant researchers re-
cruited through some open competitions process .

Habilitation to Direct Research (HDR in France) allows a tenured researcher to direct the thesis of
one or more doctoral students as a thesis director and to obtain a university professorship. The rules
vary from country to country, such as having completed two doctoral theses and having published
internationally recognized work in one's field'?’.

Research Directors are researchers with the possibility to autonomously determine the field of their
research work. They supervise several doctoral students and post-docs when they are successful with
finding the related public and/or private funding. They are also selected by competition in research
institutions. Depending on the country and research organization, there are several grades in the func-
tion, linked to advancement over time and merit.

Principal Investigators are lead researchers who are in charge of the preparation, conduct, resources
allocation and administration of a research grant for which they are the project lead researcher and
main holder. Sometimes, a PI is synonym of laboratory director or research group leader.

In addition to these roles, let's not forget the laboratory technicians who set up the experiments and
about whom less is said and the engineers who can play a role in the creation of many scientific
instruments.

h-index

The h-index, named after its creator Jorge Hirsch in
2005, is an index that quantifies a researcher's productiv-
ity and scientific impact. It is based on the level of cita-
tions of his scientific publications in peer-reviewed jour-
nals. It is a bit like a PageRank for a website, but a sim-
pler one. It is an integer corresponding to the number of
papers h that have each obtained more h citations in other
papers.

citations

more tha-h"’
. h citations

,,,..J'_’Eltations =papers=h

The level of h-index can be used as a quantitative data
for obtaining a position as a resident researcher (10-12),
professor (>18) or member of an academy of science . s
(>45). As with any composite index'%, it generates side L >

. . 09 . . . —
effects: a race to “publish or perish” papers of little in-  first h papers papers
cremental value, cross-referencing between researchers, Figure 65: h-index explained graphically.
self-citation, an abundance of co-authors'%, etc.

The discrepancy of h-index is quite high with researchers with a Nobel prize in physics with low
index like with John Clauser (29, Nobel in 2022) and Brian Josephson (22, Nobel in 1973) and very
high index like Anton Zeilinger (139, Nobel in 2022) or David Wineland (122, Nobel in 2012).

107 This habilitation replaced the Doctorat d'Etat in 1984 in France. The HDR is considered to be a diploma. It is awarded on free
application by the research commission of the Universities which deliberates in the form of a jury.

108 The Shanghai ranking list of universities comes to mind.

109 In this paper from Google, we have no less than 85 co-authors: Implementing a quantum approximate optimization algorithm on a
53-qubit NISQ device by Bob Yirka, February 2021 (19 pages). It’s a bit too much and we can wonder about their all contributions!
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Some alternatives indexes have been proposed like the recent h-frac, but not yet adopted**°. It remains,
however, an interesting indicator of the influence of researchers and their production volume.

On average, the h-index of a researcher in physics is close to the length of his career since his PhD.
It obviously evolves over time. It is full of flaws like all quantitative indicators. For example, the
basic h-index does not distinguish between main author and co-author. Hence the abundance of au-
thors cited in many papers, some of them having made only marginal contributions.

The index is usually calculated from Google Scholar data, but it is sometimes found calculated only
on the SemanticScholar website. The most serious index is provided by the Website of Science be-
cause its database is the cleanest.

Open research

On top of being published in open source as pre-prints, research results and datasets can be published
in various platforms like Zenodo, which was developed under the European OpenAIRE program and
is operated by CERN. The deposits can contain research papers, the experiments data sets, research
software, detailed reports and any other digital artefacts. Using this sort of service is becoming com-
mon practice, to make sure experiments are reproducible. Other services like OSF (Open Science
Framework) also promote open research practices.

Fake news

Science is not exempt of fake news. In all scientific fields, some researchers may publish questionable
results for their experiments, aggregate and compile tinkered data, or simply avoid taking into account
embarrassing data, generating a survivor bias. This can happen in quantum technologies, particularly
when evaluating the quality of experimental qubits or, for instance, finding Majorana zero modes,
aka fermions. In general, you need to be an expert in the field to identify this kind of abuse. They
however seem rare in quantum technologies.

With a generalist technological knowledge in the domain, one can start to detect tricks of the trade or
exaggerations. This is easier to do with commercial vendors like with IBM and their quantum volume,
Honeywell and their "most powerful quantum computer in the world" or with the Google and Chinese
quantum supremacy experiments.

Poster sessions

In a scientific conference, a "poster session" is usually a part of the conference dedicated to the presen-
tation of researchers' projects during a break, in a dedicated area.

Researchers display a poster describing their research work and talk with conference participants as
they stroll through the conference exhibition area during dedicated breaks. It is an exercise in humility
reminding what Jehovah's witnesses are doing in the streets.

Figures of merit

This common expression broadly describes a set of specifications and the success metrics to be
achieved to bring a given technology to fruition. DiVincenzo's qubit technology criteria can be con-
sidered a figure of merit for success for quantum computing. It usually provides a roadmap and set of
goals for researchers and technology vendors.

110 See The h-index is no longer an effective correlate of scientific reputation by Vladlen Koltun and, David Hafner, Intel Labs, February
2021 (26 pages). Among other things, the authors found out that the correlation between h-index and scientific awards in physics is
declining. They propose an alternative index named h-frac, for h-fractional, that improves the correlation between the index and other
scientometric measures like scientific awards. It allocates citations fractionally and evenly among all coauthors of scanned papers to
avoid the phenomenon of low-contribution hyperauthors.
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International

Nowadays, all modern countries have crafted their “quantum national plan” with a certain willingness
to better control their sovereignty. It’s like being the first with the atomic bomb during World War II.

But let’s remember that international collaboration between researchers is intense. Most of those |
met in French laboratories collaborate with colleagues either in Europe within the framework of Eu-
rope 2020 projects, the European Flagship or for some ERCs.

They also collaborate with researchers outside the European Union, particularly in Asia (Japan, Sin-

gapore), as well as in the USA, UK, Switzerland and Australia**.

Quantum science knowledge is quite open and is rather well shared on a global scale. This is encour-
aged by many international scientific conferences where knowledge is being built, researchers get to
know each other, and joint projects are being launched. This is one of the reasons why I don't believe
in the existence of a supposed quantum computer whose capabilities would defy understanding and
which would be hidden in the basement of a secret NSA datacenter to break all the RSA keys of the
Internet.

Scientific nationalism in quantum technologies finally comes into play further downstream of re-
search, when it comes to transforming it into industrial advantage. Technologies often have their
"magic sauce", as in semiconductor manufacturing processes. This has always been the case in digital
technologies.

Technology Readiness Level

This technology readiness level notion is commonly used in deep techs. It describes the level of ma-
turity of a technology with a scale from 1 to 9. It follows a relatively standardized classification
initially created by NASA in 19752, then used by the European Union and various other organiza-
tions. It was initially mainly used in the aerospace, defense and energy industries.

This scale can have several use cases. It is used to assess the level of risk and maturity for an investor
in a startup. Very advanced deep techs are also the playground of TRL and quantum technologies are
no exception.

Concept .
) N Technology System Development & Production &
FlEEanEEL (RSl R;fe";f Development Demonstration Deployment
A B C
TRL 1 TRL 2 TRL 3 TRL 4 TRL 5 TRL 6 TRL 7 TRL 8 TRL 9

Figure 66: the scale of technology readiness level. Source: Some explanations on the TRL (Technology readiness level) scale,
DGA, 2009 (15 pages).

The TRL scale has 9 levels?:

e TRL 1: basic principles are described or observed, at the theoretical or experimental stage.
e TRL 2: technological concepts are formulated and not yet necessarily tested.

e TRL 3: proof of concept is carried out in a laboratory, at the level of the technical process.

e TRL 4: the technology is validated in the laboratory as a whole.

111 This can also take the form of CNRS International Mixed Units such as those established in Japan and Singapore.

112 See Technology Readiness Levels at 40: A Study of State-of-the-Art Use, Challenges, and Opportunities by Alison Olechowski et
al, 2015 (11 pages) which is the source of the diagram.

113 See Technology Development Stages and Market Readiness by Surya Raghu, June 2017 (35 slides).
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e TRL 5: a technology model in a production grade environment is created.

e TRL 6: a technology prototype is demonstrated in an environment representative of the intended
use case.

e TRL 7: a prototype is evaluated in an operational environment.
e TRL 8: a complete system has been evaluated and qualified.
e TRL9: a complete system is operational and qualified in production.

The relevance of the solution to market needs is missing at this scale, but it is a marketing rather than
a technical consideration'**. Most of the time, it more or less coincides with TRL levels 7 to 9 since
reaching this scale requires funding and finding customers willing to test the solution.

Kristel Michielsen has
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Her assessment of some
technologies can be ar-
gued. For example, she
positions D-Wave's quan-
tum-annealed computers
in TRL 8 and 9. This is
commercially correct
since these computers are
well marketed. This being
said, if they are well
available physically, it is

not proven that they are of Figure 67: the quantum TRL scale, created by Kristel Michielsen. Source: Simulation on/of various
much use at the moment types of quantum computers by Kristel Michielsen, March 2018 (40 slides).

The specificity of quantum technologies is that many hardware startups are created with very low
TRLs. This is particularly true for those who are starting to design qubits using technologies that have
not yet been proven, even in the labs. In quantum technologies, the notions of "MVP" (minimum
viable product) are very different from the classical digital world. It’s based on scientific rather than
functional metrics. We have many such startups around in quantum technologies because of the fa-
mous FOMO (fear of missing out) syndrome with investors.

This shows up with investors who fear of missing the future golden goose or unicorn. They are ready
to overinvest in companies they perceived will be the future market champion. This explains for
example the level of funding for startups like Rigetti and PsiQuantum or the new SPAC funding
mechanism (special purpose acquisition company) implemented by IonQ, Rigetti and D-Wave and
the recent quantum business spin-off from Honeywell and its merger with CQC (becoming
Quantinuum in December 2021).

114 See TRL, MRL, POC, WTF? by Massis Sirapian of the Defense Innovation Agency, April 2019.
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Quantum physics history and scientists key takeaways

A first wave of 19th century scientists laid the groundwork that helped create quantum physics afterwards (Young,
Maxwell, Boltzmann, mathematicians). The photoelectric effect, black body spectrum and atoms emission or ab-
sorption spectrum were not explained with the current theoretical frameworks.

Starting with Max Planck, a second wave of scientists (Einstein, De Broglie, Schrodinger, Heisenberg, Dirac, Born,
Von Neumann) created quantum physics to describe light/matter interactions, energy quantification and wave-par-
ticle duality. It solved most of the 19" century unexplained physics experiments.

These scientists were theoreticians while many lesser-known researchers were experimentalists with landmark dis-
coveries (superconductivity, electron interferences, Stern-Gerlach experiment, ...).

After World War II all digital technologies (transistors, lasers, telecommunications) were based and are still based
on quantum physics, as part of what is now called the first quantum revolution.

Since the 1980s and thanks to advances in individual quantum objects control and the usage of quantum superpo-
sition and entanglement, new breeds of technologies were created, most of them belonging to the “quantum infor-
mation science” field and being part of the second quantum revolution.

Many of these research programs were funded by governments after Peter Shor’s integer factoring algorithm was
created.

While the first quantum revolution was driven by research coming mostly out of Europe, the last wave comes out
of all developed countries across several continents (North America, Europe, Asia/Pacific).
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Quantum physics 101

After a historical review of quantum physics and computing with its most important contributors, let's
look at the fundamentals of quantum physics in a more structured way. Whatever the ups and downs,
this field has gone through the test of time for nearly a whole century. Thousands of experiments have
validated the theory and mathematical formalism behind it even though we still can’t explain what’s
happening at a physical level, particularly with quantum entanglement or, even, with the wave-parti-
cle duality phenomenon with electrons and photons.

Several years of undergraduate and graduate studies are usually necessary to master quantum physics
notwithstanding its rich mathematical foundations. This part will save you some of this time and
provide some scientific background knowledge that will help you better understand the various quan-
tum information systems exposed in the remainder of this book.

As seen before, quantum physics appeared at the beginning of the 20" century to explain the dynamics
of elementary particles, particularly to study how photons, electrons and atoms behave and inter-
act!’®. Quantum physics also deals with elementary particles from the standard model like quarks and
neutrinos, but it’s out of scope in the second quantum revolution and quantum information science!®.
In some cases, we still care about atom nucleus spins, which relate to proton spins, itself linked to its
quark constituents. Nucleus spin plays a role in NV centers-based technologies. We also care about it
with electron spin-based qubits since nucleus spin can have a detrimental impact on electron spins
handling qubits information. It relates to the kinds of isotopes of carbon and silicon that are used in
carbon nanotubes and silicon wafers used to create electron spin qubits.

elementary particles standard model

three generations of matter interactions / force carriers
(fermions) (bosons)

neutrino
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Figure 68: what particles are we dealing with quantum physics? All of them, but in the second quantum revolution, we mainly use
electrons, photons and atoms. Source: Wikipedia.

Quantum physics first helped explain various observations such as the black-body radiation (solved
by Max Planck in 1900), the photoelectric effect (solved by Albert Einstein in 1905) and the sharp
spectral lines observed with excited atoms like hydrogen (solved by Niels Bohr and its atom model
in 1913).

115 As a reminder, here are the dimensions of elementary particles: 10'°m for an atom, 10"">m for the diameter of a hydrogen atom
nucleus, thus of a single proton, and 10-"®m for that of an electron.

116 See Neutrinos as Qubits and Qutrits by Abhishek Kumar Jha et al, March 2022 (30 pages) which makes a proposal to use neutrinos
for quantum computing, without taking care of the related engineering problems. It’s very hard to contain and control neutrinos!
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Later on, in the mid 1920’s, quantum physics was built upon a mathematical formalism using multi-
dimensional Hilbert spaces and vectors. It centered around the Schrodinger wave equation which
describes how a massive particle like the electron behaves over space and time, using complex num-
ber probability amplitudes and differential equations over time and space.

These provide a probabilistic insight on the outcome of the measurement of a particle's energy, mo-
mentum, and many other physical properties.

Quantum mechanics differs from classical physics with demonstrating how and why particles energy,
momentum, angular momentum and other metrics are restricted to discrete values (quantization),
objects can behave as particles or waves depending on the context (wave-particle duality), and there
are limits to how accurately the value of a physical quantity can be predicted prior to its measurement,
given a complete set of initial conditions (indeterminacy principle).

It also refers to state superposition which is at the basis of qubit operations and one of the sources
of the quantum computers processing parallelism, entanglement which is a direct consequence of
superposition applied to several quantum objects and is used with multi-qubits quantum gates and is
also related to quantum communications and cryptography. Quantum objects no-cloning is a partic-
ular aspect of quantum physics that limits what we can do with qubits and how memory is managed.
At last, quantum tunnelling effect has some impact in quantum technologies, like with the Joseph-
son junctions used in superconducting qubits and with D-Wave quantum annealers.

Quantum physics explains other physical phenomena belonging to the broad quantum matter cate-
gory, like superconductivity which plays a key role in superconducting qubits, superfluidity, used
with liquid helium in dilution refrigerators and quantum vacuum fluctuation and its role in quantum
decoherence. It also enabled the creation of lasers, used in many places like for controlling cold atom
and trapped ion qubits and for all photonic based quantum computing and telecommunications. At
last, polaritons are sets of interactions between light and semiconductors which could become useful
in quantum sensing and quantum simulation. The quantum objects bestiary also includes skyrmions
and magnons!
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Figure 69: eight key dimensions of quantum physics that we are dealing with. (cc) compilation Olivier Ezratty, 2021.
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Postulates

Quantum physics formalism is based on a set of postulates that follows™’. Why are these postulates
and not laws? Mainly because they describe a mathematical formalism that cannot be proved per se.

117

One of the other reasons is that quantum physics does not rely on an ontology describing the physical
objects it’s based upon. I’ll try whenever possible to connect these postulates with some physical
meaning. If all of this seems gibberish for you, skip it!

Postulate I - Quantum state: the state of an isolated physical system is represented, at a given time
t, by a state vector |) (psi) belonging to a Hilbert space H called the state space with vectors of
length 1, using complex numbers. This is the canonical definition of a quantum state. The |i) vector
contains the knowledge we can have of a quantum system, represented by the values taken by its
measurable and compatible properties. A broader definition of a quantum state is the ensemble of
values taken by compatible physical properties of a system made of one or several quantum objects.
These compatible properties must be measurable simultaneously or in any order. The |) vector is a
mathematical object that helps determine and predict over time the probabilistic distribution of the
various values of the quantum object compatible properties. The immediate consequence of this first
postulate is the notion of superposition where a linear combination of several |Y) vectors can form
another valid quantum state. For a generic qubit, its quantum state defines its amplitude and phase as
we’ll see later in the Bloch sphere description. |1) is then a vector in a two-dimensional Hilbert vector
space combining the |0) and |1) basis states with their related complex amplitudes.

Postulate II - Physical quantities: are related in quantum physics with observables that are mathe-
matical operators A acting on the [1)) vector as A|). With the quantum matrix formalism, A is a Her-
mitian (linear) matrix operator acting on the state vector |) to evaluate quantized or continuous
physical properties of quantum objects. This operator is a self-adjoint matrix, with the implication
that several consecutive measurements generate the same (vector) result. A projector operator like a
Pauli matrix oy, 0, or g, used to measure a qubit state is a specific case of an observable operator.

By the way, let’s clearly define properties and their variations:

Properties correspond to a quantum system’s various observables. For a photon, it can be, for exam-
ple its phase, polarization, and wavelength. In quantum physics, it is not possible to evaluate the
values of all properties of quantum systems to describe it, due to Bohr’s complementarity principle.
Properties can also be continuous like a quantum object momentum or position.

Exclusive property values are the possible results of a quantum measurement of a quantized property.
The classical examples are vertical and horizontal polarization for a photon or spin up or down for an
electron spin along a projection axis. These are mutually exclusive since it corresponds to two results
of a physical measurement. Mathematically speaking, two properties are exclusive if their projector
operators (aka observables...) are orthogonal. Otherwise, these are non-exclusive properties.

Compatible properties of a quantum system can be measured in any order or simultaneously**8. In
that case, their observable operators A and B commute (AB=BA), or their commutator is equal to
zero ([A,B]J=AB-BA=0)"'°.

17 Source: Wikipedia.

118 The notion of properties compatibility must not be confused with complementarity. There is complementarity between incompatible
properties, like position and momentum! Incompatible observables are related to conjugate variables, defined by one being a Fourier
transform of the other and Heisenberg’s indeterminacy principle being consequently applied to both these variables measurement. See
Bohr’s Complementarity and Kant’s Epistemology by Michel Bitbol and Stefano Osnaghi, 2013 (22 pages) which lay out well these
different concepts.

119 Compatible properties are well explained in Mathematical Foundations of Quantum Mechanics: An Advanced Short Course by
Valter Moretti, 2016 (103 pages).
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Compatible properties have commuting observables. Measuring a complete set of commuting observ-
ables (CSCO) constitutes the most complete measurement of a quantum system.

Incompatible properties aka conjugate variables cannot be measured simultaneously and their ob-
servable operators A and B do not commute (AB <> BA or [A,B] # 0). This is a particularity of
quantum mechanics.

However, revealing one property value with a measurement doesn’t exclude revealing another prop-
erty afterwards. But it is not possible to obtain exact knowledge of both properties at the same time
(in the probabilistic sense and following Born’s rule). At least one will be totally probabilistic. For a
single particle, one example of incompatible properties or observables are two different spin compo-
nents (X and Y or X and Z). After measuring the X spin component, a Z measurement will yield a
random result. Also, the energy and position of an electron are incompatible properties.

Postulate I1I - Measurement: is the result of a physical quantity measurement with an observable
operator A. The measurement result is one of the observable operator eigenvalues. We define eigen-
values later starting page 146 and cover the related mathematical formalism in the measurement sec-
tion of this book starting page 184. This postulate is sometimes embedded or associated with the
previous one. The observable operator doesn’t generate a measurement result per se. It helps create a
probabilistic distribution of the possible measurement outcomes of a property given what is mathe-
matically known of the quantum object state vector. When applied to a quantum object vector, it
creates another state vector along the eigenvectors of the observable operator. It can then serve to
create a series of real numbers describing the probabilities of the various exclusive values a given
property can take. The expectation value, or predicted mean value, is the average value of repeated
measurements that would be obtained with the physical implementation of the observable. We’ll come
back to this later starting page 152. The measurement postulate is also named the Von Neumann
measurement postulate.

Postulate IV - Born rule: when the physical quantity A is measured on a system in a normalized
state |1), the probability of obtaining an eigenvalue a,, for discrete values or a for continuous values
of the corresponding observable A is given by its squared amplitude of the related wave function. It
is a projection on the corresponding eigenvector. This is related to Max Born’s probability rule. A
quantum state can be generally represented by a density operator, which is a square matrix, nonnega-
tive self-adjoint operator p normalized to be of trace 1. The average expected value of A in the state
pis tr(Ap), the trace (sum of diagonal matrix values) of the observable operator applied to the density
matrix'?, This postulate is sometimes merged with the measurement postulate. This postulate is as-
sociated with the principle of spectral decomposition. For a single qubit, the Born rule is simple to
describe with a? being the probability of getting a |0) and 82 of getting a |1) when the qubit state is
described as |Y) = a|0) + B|1) with a and 8 being complex numbers. And due to probabilities nor-
malization, a? + 2 = 1.

Postulate V - State collapse: only one result is obtained after a quantum measurement. Two sequen-
tial measurements based on the same observable operator will always output the same value. For a
qubit, after we measure its state, whatever it is, we get a |0) or a [1) and this becomes the new qubit
state after measurement.

120 There are variations of this postulate for various quantum spectrum (discrete and nondegenerate, discrete and degenerate, continuous
and non-degenerate). Degenerate spectrum is defined in the glossary.

Understanding Quantum Technologies 2022 - Quantum physics 101 / Postulates - 87



Postulate VI - Time evolution: the time evolution of the state vector [y (t)) is governed by the Schro-
dinger wave equation'?!. We don’t directly deal much with time evolutions to understand quantum
computing with qubits and gates, but it still plays a key role in quantum annealing and quantum
simulation and, behind the scenes, in gate-based computing, with qubits decoherence, quantum noise,
quantum error corrections mechanisms and measurement.

There is also a Composition postulate, which defines the notion of tensor product applied to separable
composite quantum systems. Aka “Composite Systems” with John Preskill’s axioms. We’ll talk about
it abundantly when covering linear algebra starting page 144 and qubit registers starting page 169.

There are indeed many variations of these postulates in shape, form, name and number, which ranges
from 4 to 9 depending on the source'?2. Quantum State can become State Space and Physical Quan-
tities become Unitary Dynamics!?®. John Preskill lists five ‘axioms’, considering that postulates are
axioms since they are not contradicted experimentally'?*. There is not really a single “bible” of quan-
tum postulates even when reading quantum physics founders writings (Bohr, Heisenberg and others)
who didn’t agree on all of it. I have consolidated below a table with some of these variations of
postulates. Imagine if there were various versions of the Bible with 5, 7,9, 10 and 12 commandments!

quantum physics postulates variations

Jeknic-Dugic& al  Cohen Tannoudji & al UC Davis David Sherril Nielsen & Chuang  Basdevant Dalibard
2017 2020 (English edition) Chemistry LibreTexts 2003 wikipedia English  John Preskill axioms 2010 2005
|- quantum states | - quantum state . _w(::la:::':';is;ite |- quantum state I - quantum state | - states

Il = physical Il — physical Il — physical Il = physical
quantities quantities quantities quantities

Il = quantum
observables

Il - observables

Il - measurement
probabilities

Il - measurement IIl - measurement Il - measurement Il — measurement Il - measurement Il - measurement Il - measurement

IV - Born rule IV -Born rule

V - state collapse

IV — time evolution IV - time evolution ;. V-time evolution VI - time evolution IV - dynamics. Il - time evolution Il - time evolution

IV — Pauli principle

X Schrodinger a) all these postulates formulations have some quantum state and systems dynamics postulates.

law b) more or less consolidation of physical quantities, observable operators, measurement, state collapse and Born rule.

c) some add various other postulates in light blue like composite systems or fermions asymmetry.
(cc) Olivier Ezratty, 2022 d) time evolution usually relies on Schrodinger’s simplified wave equation with an unspecified Hamiltonian, and works with massive particles and photons.

Figure 70: a compilation of various inconsistent lists of quantum postulates and axioms. (cc) Olivier Ezratty, 2022.

Mostly covered in linear algebra section starting page 144, the main related quantum physics mathe-
matical tools are:

e Linear algebra: complex numbers, eigenvectors, eigenvalues and eigenstates.
¢ Functional analysis: Hilbert spaces, Hermitian matrices, linear operators, spectral theory.

o Differential equations: partial differential equations, separation of variables, ordinary differen-
tial equations, Sturm—Liouville problems, eigenfunctions.

e Harmonic analysis: Fourier transforms and series.

121 A5 a result, the postulates are applicable for massive non-relativistic particles. Relativistic massive particles time evolution is de-
scribed by the Dirac and Klein-Gordon equations while photons are covered by Maxwell’s equations and their various derivations.

122 9 postulates are listed in Axiomatic quantum mechanics: Necessity and benefits for the physics studies by J. Jeknic-Dugic et al,
2017 (23 pages).

123 In Quantum mechanics distilled by Andy Matuschak and Michael Nielsen on the Quantum Country site.

124 See Lecture Notes for Ph219/CS219: Quantum Information Chapter 2 by John Preskill, California Institute of Technology, July
2015 (53 pages).
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Quantization

In quantum physics, material or immaterial quantum objects have some physical properties that are
discontinuous and not continuous like distances in classical physics. This frequently corresponds to
the orbits of electrons around atomic nuclei which are defined in a discrete way, to atom energy levels,
but also deals with photons various properties, electrons and atom nucleons and nucleus spins, and
other properties of matter and waves as well as other particles from the standard model (quarks, glu-
ons, neutrinos, ...) that are studies in the physics of high energy particles (HEP).

Principle

There is a correspondence between the discontinuous energetic transitions of electrons in orbit around
atoms and the related absorbed or emitted photons. Quantization shows up in other various places
like in crystals. Atoms also form harmonic oscillators and vibrate at quantified amplitudes in crystal-
line structures, according to a model Einstein developed in 1907.

You’ll actually find many quantum oscillators all over the place, like with superconducting qubits.
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explained the black body electromagnetic explained the photoelectric effect explained the emission of sharp spectral lines
radiation spectrum and fixed the ultraviolet with UV rays extracting electrons by gas atomsin an electric discharge tube
catastrophe from the classical theory from a metal surface in vacuum with discrete electron energy level transitions
discovery: B. Stewart, 1858 and G. Kirchhoff, 1859 discovery: H. Hertz, 1887 and P. Lenard, 1902 discovery: Johan Balmer, 1885
explanation: Max Planck, 1900 explanation: Albert Einstein, 1905 explanation: Niels Bohr, 1913

Figure 71: the three fundamental 19t century electro-magnetic waves experimental results which were later explained by quantum
physics, all explained by quantization of the electro-magnetic wave field. (cc) Olivier Ezratty compilation. Various schema sources.

Quantization was a way to progressively explain experiments done beforehand, the first being the
blackbody radiation spectrum. This one marked the beginnings of quantum physics.

Before explaining black body spectrum, let’s recall the three kinds of spectrum that can be usually
found experimentally and are pictures in Figure 72.

e A continuous spectrum comes from a hot and dense body like the sun, a heated solid or a perfect
such body aka black body. It contains light in all visible frequencies that come from the random
excitement of atoms in the examined body.

e An absorption spectrum is usually made of a continuous source of light traversing an absorbing
medium like a cold gas. The resulting spectrum will be a continuous one with black lines corre-
sponding to the frequencies absorbed by the medium.

e An emission spectrum is created by some rarified hot gas. It shows discrete spectrum lines cor-
responding to photons emitted by the excited gas atoms at specific frequencies.
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Figure 72: differences between continuous spectrum, absorption spectrum and emission spectrum.

Black bodies were theorized by Gustav Kirchhoff in 1859. These are ideal physical bodies in thermal
equilibrium that absorb all incident electromagnetic waves radiations and reflects or transmits none.
Since it absorbs all wavelengths, it’s supposed to be black, although stars like the Sun are good ap-
proximations of black bodies and are not black at all. In usual experiments, a black body has a little
hole that emits radiations which are analyzed by a spectrograph. The challenge which took four dec-
ades to be resolved was to evaluate the spectrum of the cavity radiation.
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Figure 73: blackbody spectrum explanations over time. Compilation (cc) Olivier Ezratty, 2021.

It was first discovered that the spectrum didn’t depend on the body radiation and only on its temper-
ature T and wavelength A (lambda). It also proved that thermal radiation was an electromagnetic one.
Hot objects like lightbulbs and heated metals are close to black bodies.

As the temperature increases, the black body color, corresponding to the spectrum peak shown in
Figure 73, shifts from red to blue. There were various attempts to explain the blackbody radiation
with thermodynamics and oscillators and to predict the spectrum curve.

Before Planck’s work, Stefan-Boltzmann’s law (1884) described the relation between temperature
and total energy radiated per surface area (epT*) and Wien’s displacement law (1893) described the
relationship between peak wavelength and temperature. These two laws worked well. Wilhelm Wien
(1864-1926, Germany) even won the 1911 Nobel Prize in physics for this discovery.
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Predicting the spectrum curve didn’t work so well. First, Wien devised another law in 1896, Wien’s
approximation or radiation law that didn’t work well with large wavelengths. The Rayleigh-Jeans
formula created in 1900 didn’t work for small wavelengths, leading to the so-called ultra-violet ca-
tastrophe. It was based on Boltzmann's statistical methods.

To make a better curve prediction, Max Planck guessed that the energy of the oscillators in the cavity
was quantized and was a multiple of some quantity with the formula E = nhv, n being an integer, h
being Planck’s constant and v the wave frequency. With this discretization, oscillators couldn’t afford
having many energy quanta for high energy levels. Thus, their number decreased as the frequency
increased instead of growing exponentially as in Rayleigh-Jeans law. See the details in Figure 73.

But, at this point in time, there was no clear explanation on the origin of these quanta. The second
step was Albert Einstein’s work on the photoelectric effect in 1905, explaining how light and electrons
interacted in quantized form. He guessed that the energy from an electromagnetic field is not spread
over a spherical wavefront but is localized in individual directional quanta, which were later described
as wave packets with a speed (of light) and length. But light quantization can show up in many other
photon’s characteristics: their polarization, their frequency, their phase and other various characteris-
tics.

Electrons quantum numbers

At last, the Niels Bohr’s atomic model in 1913 helped describe the electron energy transitions within
atoms that explained the various hydrogen emission spectrums discovered by Johan Balmer in 1885,
Theodore Lyman in 1906 and Friedrich Paschen in 1908, corresponding to transitions starting from
the second, first and third atom electron layers. These are known as Balmer series, Lyman series and
Paschen series. But other energy transitions like those from the Zeeman effect could only be ex-
plained by the existence of other quantum numbers.

During the 1920s, a better understanding of the quantum nature of electrons was achieved. It was
progressively discovered that electrons had actually four quantum numbers:

e 7 = principal quantum number corresponding to their energy level or electron shell in the atom
electron shells, numbered from 1=K, 2=L, 3=M to n, n being very high for so-called Rydberg
(high-energy) states close to atom ionization?®. This number may correspond to some energy
levels used in cold atoms and trapped ions qubits. It corresponds to the rows shown in Figure 74.

e ¢ = orbital angular momentum numbered from 0 to n-1 or letters (s, p, d, f, g, h, i, etc.) also
named azimuthal or orbital quantum number, describes the electron subshell. It corresponds to
different types of elliptic orbitals around the atom and to the columns shown in Figure 74.

e m; = magnetic quantum number describing the electron energy level within its subshell. Its
value is an integer between —¢ and £ which describes the number of different orbitals in the sub-
shell and their orientation.

e m, = spin projection quantum number being either +1/2 or -1/2, in a given spatial direction
(usually x, y or z in an orthonormal basis), called spin component, also named intrinsic angular
momentum. This is the property used in so-called electron spin or silicon qubits. But... what is
the unit of the spin? It is rarely mentioned but the spin unit is the Dirac constant %, which equals
the Planck constant h divided by 2. What physical property is it describing? Nobody really knows.
It’s an intrinsic property which doesn’t depend on the situation like temperature. It doesn’t de-
scribe a rotation of the electron around an axis. Spin is the only quantum number that has no
physical meaning equivalent in the macroscopic world.

125 The principal quantum number is limited to 7 for non-excited atoms and is theoretically illimited with excited atoms. A record of
n=766 was observed with hydrogen atoms in interstellar medium.

Understanding Quantum Technologies 2022 - Quantum physics 101 / Quantization - 91



° ° What does an atom look like?
Atom lc orblta ls AN PR An atom has a nucleus of protons and neutrons

¢/~ surrounded by electrons. The electrons are often

1s | @ X A ' 74 pictured circling the nucleus like planets orbiting
o<t .'. the sun. This picture is useful but not very

realistic.
K In reality, the position of an electron is known only as a cloud of

probability called an orbital. Orbitals have wondrous shapes described
by the Schrédinger wave equation from quantum physics. Only two
electrons are allowed to occupy each orbital, so atoms with many

2p electrons have many different overlapping orbitals. Orbitals are
7 grouped into shells (1=K, 2=L, etc.) and subshells (1s, 2p, etc.), with
‘ & smaller shells surrounded by and permeated by larger shells. The
. " fundamental orbitals are shown here, but there are many more hybrid
' orbitals—combinations of the fundamental orbitals—with other
marvelous shapes.
An orbital may be pictured as a probability " J
3p 3d density distribution (a fuzzy cloud) or as a ‘ <
ek @ g surface of constant probability (a bulgy "_4
g . : “. 1 blob). The cloud picture is closer to reality, ?‘
‘. » . " d but the blob picture shows the three \
" i dimensional structure more clearly.
4p 4d 4f
- el e S B8 X 25 S8 .
e - N LA " e '
5s 5p 5d 5f
: - ¥ " . T
" *, ;
0 - ) wie S8 B9 I = S0 88
| - w9 ’ e
6s . i 6p 6d e ‘ 1s 1s
; i - ” & 2 2p
¥ poe h
P & m e ({‘“”) *@&“ é’y “ 3s 3p
g w ‘ “ 4 4s 3d 4p
» . Ss 4d S5p
6s 5d 6p
7s 7p 7 6d 7
Qf § z {!M} 5f
e @‘. o Periodic table of the elements showing
the order in which the subshells are filled.
Orbitals rendered with Orbital Viewer © 2007-2016 Keith Enevoldsen elements.wlonk.com
from www.orbitals.com Creative Commons Attribution-ShareAlike 4.0 International License

Figure 74: electron atomic orbitals corresponding to their angular momentum quantum number. Source: Keith Enevoldsen.

It’s key to understand the effect of these various electron quantum numbers in many fields like with
NV centers and silicon spin qubits, quantum dot photon sources and many others.

Nucleons and nucleus quantum numbers

Not only electrons have a spin but also atom nucleus and their nucleons constituents that are neutrons
and protons. An atom nucleus has Z protons corresponding to the element atomic number and N
neutrons which add up to a total of A=Z+N nucleons. Protons and neutron have a spin of 1/2. The
nucleus has a half-integer spin (1/2, 3/2, 5/2, ...) when the number of neutrons plus the number of
protons is odd, an integer spin (1, 2, 3, ...) when the number of neutrons and protons are both odd
and no spin at all when its number of neutrons and protons are both even.

Nucleus spins are either something we need to avoid like in silicon qubits produced with 2*Si, the
silicon isotope with a null spin, or that we use to store qubit information like in NV centers and SiC
cavities and also electron donor qubits based on atoms like phosphorus where there is a coupling
between some atom nucleus spins and some free electrons.

But how is it possible to have a zero spin when you add-up the spins of protons and neutrons which
are positive? Let’s take a pause and provide some answer. This is due to way a nuclear spin is calcu-
lated.

Nucleons have quantum numbers that are similar to electrons quantum numbers, but with different
possible values bounds and meanings:
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e 7 = nucleon shell number or layer with integer values ranging from 0 to 6. It is bounded and
there is no equivalent of Rydberg states in nucleus with large principal quantum number. The
nuclear shell model is the equivalent of the atomic Bohr model related to electron shells.

e { = orbital angular momentum quantum number which is also quantized with an integer value
starting at 0, the angular momentum itself being L* = h,/£(£ + 1).

e m; = magnetic quantum number with integer values ranging from —¢ to £. In each nucleon
shell, nucleons of the same type have a tendency to regroup by pairs with opposite magnetic
quantum number.

e m, = spin quantum number, being either +1/2 or -1/2, in each spatial direction, also named
intrinsic angular momentum. A nucleon spin s equal to 1/2 is the size of the vector §. The spin

angular momentum is S* = h./s(s + 1) with s=1/2.

A nucleon total angular momentum is a vector j = ?+Sand J = £ + s in scalar representation with
£ being the nucleon orbital angular momentum and s = 1/2 its intrinsic angular momentum or spin.
The scalar representation is a good approximation of the vector representation since nucleons move
in an average magnetic field orienting them in a similar direction. In the end, the atom’s nuclear spin
is the sum of its nucleon’s total angular momentum j.

As atom nucleus size grows, nucleus shells are filled progressively. Filled layers have a number of
neutrons or protons called “magic numbers” (2, 8, 20, 28, 50, 82, 126) as shown below in Figure 75.
Atoms with entirely filled layers of either neutrons or protons are more stable. Nucleons pair in orbits
with projections +m, such that their momenta cancel. The notion of layer magic number applies sep-
arately for protons and for neutrons. For example, ''°Sn (selenium) has a magic number of 50 protons
and *Fe (iron) has a magic number of 28 neutrons. Filled shells have a total angular momentum of
zero since made of pairs of neutrons or protons with opposite projections of total angular momentum.
That’s why an even number of protons and neutrons lead us to have a zero nuclear spin. And when
you have both a magic number of neutrons and protons, your nucleus is doubly magic like with “°Ca
and 2%Pb, and has an exceptional stability. All this refers to atoms and nucleus in their ground state.

On top of these numbers, nucleus have a parity that is 2 = (—1)? where £ is the total orbital angular
momentum of the nucleus. Its value corresponds to the symmetrical or asymmetrical structure of the
nucleus.

Analyzing some material nuclear spin is the basis of NMR spectroscopy. It exposes it to a strong
homogeneous magnetic field, usually generated with cooled superconducting magnets which create
it thanks to their support of large electric currents with no resistance. A sample is then irradiated by a
radiofrequency (TF) field around the Larmor precession frequency of the searched elements, in the
hundred MHz range. This is the frequency of the nucleus spin vector rotation in a cone around the
axis of the ambient magnetic field. A receiver captures the transmitted RF signal, amplifies it and pass
it through a quadrature demixer fed by a reference frequency tone. It down converts the signal to a
lower frequency and decomposes it into its in-phase and quadrature which is then converted into
digital format through with ADCs (analog-to-digital converters) before being analyzed digitally.

Two other notions are related to atom’s nucleus and are frequently mentioned elsewhere in this book:

Spin—orbit coupling or spin—orbit interaction is a relativistic interaction of a particle's spin with its
motion inside a potential. One example if the shifts in an electron's energy levels that due to electro-
magnetic interaction between the electron's magnetic dipole, its orbital motion and the electrostatic
field of the atom nucleus.
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Hyperfine structure are small differences in otherwise degenerate (equivalent, equal) energy levels
in atoms, molecules and ions that are explained by the electromagnetic multipole interaction between
the nucleus and electron clouds. In atoms, hyperfine structure come from the energy of the nuclear
magnetic dipole moment interacting with the magnetic field generated by the atom electrons and the
energy of the nuclear electric quadrupole moment in the electric field gradient due to the distribution
of charge within the atom.
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Figure 75 : nucleus shells and magic numbers. Source: Particle and Nuclear Physics Handout #3 by Tina Potter, 2022 (124 slides).

The cohesion of atom’s nucleus comes from the strength of the nuclear force that binds nucleons
together. It is countered by Coulomb’s force that creates a repulsion between same charge particles
like protons. The relative value of the nuclear force and the Coulomb repulsion force explain nuclear
fusion for small atoms and fission for large atoms, iron being in the neutral zone in the elements table.

Photon quantum numbers

Photons also have their quantum numbers but they are different than with electrons and nucleons. We
describe it in the section dedicated to photon qubits, starting page 427.

In quantum information systems, we use quantum objects which can usually have two different sep-
arable states that can be initialized, modified and measured. Even superconducting loops in super-
conducting qubits rely on two systems levels clearly distinct for the oscillating current flowing
through their Josephson effect insulator.
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Figure 76: quantization applied to atoms, ions, electrons and photons. (cc) Olivier Ezratty, 2022, with Wikipedia images source.

Wave-particle duality

We often read and hear that quantum objects like photons and electrons are both waves and particles.

The right manner to describe this would be to say that they behave differently depending on the way
they are observed. In some experiments, these quantum objects behave like classical waves, are not
localized in space and generate interferences when added together, a bit like colors can mix (photons)
and sounds can mix (acoustic waves). In other experiments, they behave as classical particles and can
be localized in space and have a kinetic momentum and mass*?®. One simpler way to interpret things
is to say that quantum objects act as a particle when observed and as waves when not observed.

Various experiments such as Young's double-slit experiment show that both photons and electrons
behave both as particles and as waves depending on the context and measurement system, generating
interference fringes when observed as waves. You can observe the path of a quantum object or the
interferences it creates, but not both simultaneously.

double
) screen
waves add-up waves cancel each other M slit
+ \ ‘ € e B >
M A4 monectromatc I A
BT
—_— I interference
G e pattern
interferences observed with photons interferences observed with electrons
experiment: Thomas Young, 1801 concept and equation: Louis de Broglie, 1924
photons acting as particles experiment: George Paget Thomson, Clinton Davisson

and Lester Germer, 1927 (crystal diffraction), Clauss Jonsson, 1961 (double-

experiment: Compton scattering effect, 1923 ) ) A . X ) )
slit experiment) and Pier Giorgio Merli (same, with a single electron)

Figure 77: experiments showing wave-particle duality with photons and electrons.

This is the Bohr’s principle of complementarity according to which it is not possible to apply observ-
ables simultaneously in terms of particles and waves. It shows up in the Young experiment: if we let
the quantum object traverse both slits, it behaves like a wave and creates interferences.

126 Usually, it is impossible to observe these two behaviors simultaneously although there are some exceptions.
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If we detect the quantum object in each of the slits, practically done with closing one of the slits, it
creates a measurement-based decoherence and the quantum object behaves and is observed as a par-
ticle. And the classical probabilities of particle observation don’t add up to make for the interferences
observed with the wave observation. This wave-particle duality is linked to the quantum physics
mathematical formalism that relies on vectors that can add up linearly like waves.

It led to a still unsolved mystery, the “which-way” question. When interference fringes appear on the
screen, by superposition of paths coming from the two slits, which path did the single photon or
electron take?

The wave-particle duality is used in many quantum computers to make physical qubits such as trapped
ions interact with energy in the form of photons emitted by lasers. Qubits can also interfere with each
other thanks to interferences.

Delayed choice experiment

John Wheeler proposed various thought experiments between 1978 and 1984 to determine if light
choses its path with sensing the experimental devices. The Wheeler's delayed-choice or which-way
experiment asked the question: when does a quantum object decide to travel as a wave or as a particle?

It led to various experiments like the 1999 quantum eraser but the most decisive experiment was
conducted by a team of French researchers in 2006 as shown in Figure 782",
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Figure 78: delayed choice experiment and its quantum eraser. Source: Experimental realization of Wheeler's delayed-choice
GedankenExperiment by Vincent Jacques, Frédéric Grosshans, Philippe Grangier, Alain Aspect, Jean-Frangois Roch et al, 2006 (9
pages).

They generated pulses of single photons with an NV centers source created by Jean-Frangois Roch, a
pioneer in this domain, that were sent through a first beam splitter (BSinput) and a delay line of 48
meters. Then, the two beams traversed a dynamic-controlled beam-splitter by electro-optical modu-
lator driven (BSouput) by @ quantum random number generator (QRNG).

At last, two photon detectors (N and N») could determine if the photon behaved as a particle (no
interference due to the inactive beamsplitter) or as a wave (with interferences due to the activated
beamsplitter).

127 See Experimental realization of Wheeler's delayed-choice GedankenExperiment by Vincent Jacques, Frédéric Grosshans, Philippe
Grangier, Alain Aspect, Jean-Frangois Roch et al, 2006 (9 pages). The experiment used a single photon source using NV centers. The
experiment has been reproduced many times since then with many variations. See for example A generalized multipath delayed-choice
experiment on a large-scale quantum nanophotonic chip by Xiaojiong Chen et al, 2021 (10 pages) which is based on a nanophotonic
component.
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The QRNG clock was near the photon source, but the QRNG was positioned close to the dynamic
beamsplitter. The experiment determined that the wave/particle behavior of the photons in the inter-
ferometer was dependent on the choice of the measured observable at the end of the photon journey,
not the beginning.

And even when that choice was made at a position and a time sufficiently separated from the entrance
of the photons in the interferometer. Although it’s still debated, it does not require a backward in time
effect explanation.

Other more delayed-choice sophisticated experiments are regularly done. A Chinese team demon-
strated a generalized multipath wave-particle duality implemented by a large-scale silicon-integrated
multipath interferometers?®.

Schrodinger’s wave equation

The wave-particle duality led Schrodinger to create his famous wave equation which describes a
massive non-relativistic quantum object with a wave function with the probabilities of finding the
particle at a particular position in space at a given time. Ladies and gentlemen, here is this wave
equation and its constituents, unleashed below in Figure 79.
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Figure 79: the famous Schrodinger’s wave equation explained in detail (cc) Olivier Ezratty, 2021.

Here's how to understand the components of this equation and their implications:

e Its unknown is the wave function of the particle y(x, t) that describes its probabilistic behavior
in space and time. x indicates the position of the particle in space, with one, two or three dimen-
sions depending on its constraints, and t is the time. This function returns a complex number that
encodes the wave amplitude and phase.

e The full Schrodinger wave equation illustrates the principle of energy conservation. The item to
the left of the equation describes the total energy of the particle at a given time and place. The
element on the right includes the kinetic energy of the particle and its potential energy. Like said
about the quantum physics postulates, starting page 86, the Schrodinger’s Hamiltonian, which is
a time-dependent unitary matrix operator, is expressed differently with photons and with relativ-
istic massive particles.

128 See A generalized multipath delayed-choice experiment on a large-scale quantum nanophotonic chip by Xiaojiong Chen et al, 2021
(10 pages).
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The wave function square is equal to the probability of finding the particle at location x at time
t. For an electron, which is the most commonly analyzed particle with this equation, it is an indi-
cation of the probability of finding it at a given distance from the nucleus of the atom around
which it orbits. Logically, as a result, the sum of the probabilities of finding the particle some-
where is equal to 1.

This is called a normalization constraint. One of its derivatives is the Max Born function that we
will see later. The modulus of a complex number is the size of its vector. If z = a + ib, the modulus
|z| of z is thus the square root of the sum of the squares of a and b, see below.

It is a partial differential equation, i.e. it connects its components via derivative functions, in
this case of first degree (a slope on a curve) and second degree (an acceleration). The particle
wave function appears three times in the equation: to the left of the equation with a first derivative
on the time of the wave function, to the right with a second derivative on its position and with a
simple multiplication with the function V(x).
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Figure 80: constraints of the Schrodinger’s equation (cc) Olivier Ezratty, 2021.

The potential energy of the particle is defined by the function V(x) which depends only on the
particle position in space and its physical constraints, in particular electromagnetic ones. When a
particle is free and moves without constraints, this function returns zero. This function V(x) is the
main variable of Schrodinger's equation.

Schrédinger's equation is analytically solved in a limited number of cases such as for the electron
of a hydrogen atom, a free particle, a particle in a potential well or box or a quantum harmonic
oscillator. In the most complex cases, the resolution of the equation requires non-analytical meth-
ods, raw calculation and simulation. It is one of the fields of application of quantum simulators to
solve the Schrédinger equation in cases where analytical methods are not available. Any micro or
macro-object has a Schrodinger wave function, all the way to the entire Universe. But the equation
only makes practical sense for nanoscopic objects.

The equation is linear over time. This means, among other things, that any combination of solu-
tions of the equation becomes a new solution of the equation. This makes it possible to decompose
a wave function into several elementary wave functions that are called the "eigenstates" of the
quantum object. They correspond to the different energy levels of the particle that are discrete
when the particle is constrained in space, like the electrons in an atom.
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One can indeed in this case derive the notion of quantification of the particle states from the
Schrodinger equation (demonstration). The linearity of this equation has a lot of consequences
like superpositions, entanglement as well as the no-cloning theorem.

The operator who acts on the right side and accumulates the second derivative and the potential
energy function is called a Hamiltonian, which describes the total energy of the system. We find
this expression in the quantum annealing calculation with D-Wave and with quantum simulators.

This equation is a general postulate that has been experimentally validated in a large number of
cases. Its interpretation has given rise to much debate, namely, is it a simple probabilistic model
or does it describe reality? We deal with this in the chapter on the philosophy of quantum physics.

The generic Schrodinger equation presented so far is said to be time dependent. This equation is
presented in various ways depending on the needs and annotations. The second derivative of the
wave function on the position of the particle is sometimes presented with the nabla sign squared
(V?).

A nabla operates a derivative on a scalar or vector K2 9
function. The V? operates a second derivative, also [— — V2,4 V] Y=ih —¥
called Laplacian. The most concise form of Schro- 2m ot
dinger's equation is on the bottom right, with a Ham- ]:Il,b (x,t) = E‘/) (x,1)
iltonian operator on the left (H) and the energy opera-

tor on the right (E), both of which apply to the particle Figure 81: concise "z:l’l‘;’;so‘,’f Schrodinger’s wave

wave function.

There is a time-independent form of Schrdédinger's C— .
equation that applies to particles in a stationary T om VEvm| v = Eb(r)
state?®. In this version of Schrddinger's equation, the

energy operator Eisa simple constant, a real number. Figure 82: time-dependent version of the Schrodinger’s

equation.

The Schrdodinger equation is symmetric or antisymmetric depending on the particle type. When
applied to two quantum objects r; and 1, Y (ry, 1) = Y (ry, 1) when the equation is symmetric
(meaning, the wave equation is not differentiated by the given particles order) and Y (ry,1,) =
—1(1ry, 1) when it’s antisymmetric. The first case corresponds to bosons which can be indistin-
guishable and “live” together and have a zero or integer spin and the second, to fermions, which
can’t cohabit with the same quantum state at the same location and have half-integer spins. All
this 1s a consequence of Pauli’s exclusion principle.

The ¥ (x, t) function must be a continuous function and “filled” everywhere in space. Its value
is bounded by 0 and 1, with no infinite value anywhere. It also has a single value, even in the case
of superposition. In that case, the Y (x, t) is a linear superposition of two Psi functions and is itself
a psi function. A quantum superposition is just another wave function.

For a system with several quantum objects, the wave function describes the quantum system state, or
quantum state. According to the Copenhagen interpretation of quantum physics, the wave function
from the Schrodinger equation contains the best description possible of a quantum system.

129 According to Wikipedia: "4 standing wave is the phenomenon resulting from the simultaneous propagation in opposite directions
of several waves of the same frequency and amplitude, in the same physical medium, which forms a figure, some elements of which are
fixed in time. Instead of seeing a wave propagating, we see a standing vibration but of different intensity at each observed point. The
characteristic fixed points are called pressure nodes. ».
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If electrons and photons both can behave as waves, they have not the same wavelengths. Indeed, a
photon with an energy of 1 eV (electron-volt) has a wavelength A of 1240 nm (in the infrared spec-
trum) while an electron with the same energy has a much shorter wavelength of 1.23 nm (in the X-
ray spectrum). This short wavelength explains why we use electron microscopes to probe matter with
a much better resolution than light-based microscopes.

Relativistic particles obey to Dirac and Klein-Gordon wave equations while photons are described
with Maxwell’s equations combined with a formalism coming from the so-called second quantization
which regroups superposed photons, use photon numbers, and creation/annihilation operators.

Large objects wave behavior

The wave-particle duality was verified with atoms in 1991 in interfer-
ometry experiments involving lasers and classical optics. A Young dou-
ble-slit experiment was also carried out in Austria in 2002 with fuller-
ene molecules (Ceo, formed of 60 carbon atoms as in Figure 83 %, but
also with a 70 atoms variant) and in 2012 with molecules containing 58
and 114 atoms, the latter named F24PcH> being made of fluorine, car-
bon, oxygen, hydrogen and nitrogen3!. Figure 84 shows the shape of
the molecule. In 2019, the same kind of experiment was done with a
slightly more complex molecule, a polypeptide of 15 amino acids

which serves as an antibiotic, gramicidin A1%32 Figure 83: Ceo fullerene molecule.
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Figure 84: F24PcH2 made of fluorine, carbon, oxygen, hydrogen and nitrogen. Sources: Real-time single-molecule imaging of

quantum interference by Thomas Juffmann et al, 2012 (16 pages) and Highly Fluorinated Model Compounds for Matter-Wave
Interferometry by Jens Tiixen, 2012 (242 pages).

In 2021, other experiment led to the creation of larger quantum objects, sized 100 and 140 nm, and
cooled at ultra-low temperatures'®2,

130 See Quantum interference experiments with large molecules by Olaf Nairz, Markus Arndt and Anton Zeilinger, 2002 (8 pages).

131 See Real-time single-molecule imaging of quantum interference by Thomas Juffmann et al, 2012 (16 pages). See also the video of
the experiment. Highly Fluorinated Model Compounds for Matter-Wave Interferometry by Jens Tiixen, 2012 (242 pages) describes the
experimental device for the verification of the wave-matter duality of large molecules.

132 See A natural biomolecule has been measured acting like a quantum wave for the first time, November 2019, which refers to Matter-
wave interference of a native polypeptide by Armin Shayeghi et al, October 2019 (10 pages).

133 See How Big Can the Quantum World Be? Physicists Probe the Limits by Philip Ball, Quanta Magazine, July 2021, Real-time
optimal quantum control of mechanical motion at room temperature by Lorenzo Magrini et al, July 2021 (36 pages) and Quantum
control of a nanoparticle optically levitated in cryogenic free space by Felix Tebbenjohanns et al, Nature, July 2021 (26 pages).
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Photon’s wave-particle duality

On the other hand, photons can behave under certain conditions like particles. When they reach an
atom, they can transmit it some kinetic motion. This is what makes it possible to generate the some-
what counter-intuitive physical phenomenon of atoms laser cooling using lasers and a Doppler effect.
Temperature is related to the movement of atoms in their gaseous, liquid or solid medium. Lowering
the temperature means slowing down the movement of atoms. A Doppler effect is used to do this. The
moving atoms are illuminated with a laser whose frequency is tuned just below the energy absorption
level of the atoms.

The atoms moving towards the light will absorb the photons because these have an apparent frequency
that is higher than the absorption level. This reduces the kinetic energy of the atoms receiving the
photon.

The photons moving in the other direction will not absorb them because the apparent frequency of
the incident photon is below the absorption level, so it’s unable to change the energy state of the atoms.

Thanks to the random movement of the atoms in all directions, after a certain time, the overall tem-
perature drops. This phenomenon slows down once the velocity of the atoms falls below a certain
threshold, which explains the Doppler effect attenuation ("Doppler shift").
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Figure 85: explanation of Doppler effect with photons, (cc) Olivier Ezratty, 2021.

These techniques are used to cool atoms to temperatures close to absolute zero. It is used to prepare
cold atoms and trapped ions used in certain types of quantum computers, often in combination with
magnetic and/or electronic traps to control the atoms position'®*,

The record low temperature was reached in 2019 with 50 nK, achieved by researchers from JILA, the
joint laboratory of NIST and the University of Colorado®.
Superposition and entanglement

Superposition and entanglement are directly related to the wave nature of quantum objects and to the
linearity of the underlying mathematical models expressed in quantum physics postulates.

134 Doppler measurement is also used to evaluate the speed at which stars and galaxies move away from each other and to evaluate the
rate of expansion of the Universe. Other atoms laser-based cooling methods crafted to reach lower temperatures include Sisyphus
cooling first proposed by Claude Cohen-Tannoudji in 1989 and using two counter-propagating lasers using orthogonal polarization,
evaporative cooling using magneto-optical traps (MOT) and optical molasses with 3D Doppler effect.

135 See JILA Researchers Make Coldest Quantum Gas of Molecules, February 2019. The 50 nK record was obtained with laser cooling
of a gas containing 25,000 potassium-rubidium molecules.
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Superposition

The strawman’s version of superposition is that quantum objects can be simultaneously in several
states or locations, such as the direction of electron spin, upward or downward, the linear polarization
of photons, horizontal or vertical, or the frequency, phase or energy of an oscillating current in a
superconducting loop crossing the barrier of a Josephson junction. It is not correct according to ca-
nonical interpretations of quantum mechanics. It is more related to quantum objects behaving as
waves when not being measured. Superposition is also a mathematical consequence of quantum pos-
tulates and wave-particle duality. It results from the fact that a linear combination of solutions to the
Schrédinger equation is also a solution to this equation.

A quantum states of a given quantum object can be added together or superposed. Superposition ex-
plains the interferences obtained with electrons in the 1961 double-slit experiment.

A quantum object is not per se in a superposition of various states. It has a single and predictable
quantum state described by a probability distribution of given observables. Measuring this property
can provide different values according to the probability distribution. That’s all.

According to the Copenhagen interpretation of quantum physics, one shouldn’t try to give a physical
meaning to superposition before any measurement. In a classical physics interpretation, superposition
could be explained by a very high frequency of quantum state changes. It is considered to be totally
inaccurate for specialists, but it is still an intuitive way to figure out how superposition looks like in
the physical world.

it is a consequence of wave-particle duality.
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Figure 86: electron spin superposition. (cc) Compilation Olivier Ezratty, 2021.

Superposition can happen with various weird situations, as we’ll later see. For example, you can
create superposition between several photon Fock-states, meaning, superposing 0 photon, 1 photon
and 2 photons, or even photon frequencies. You can even superpose temperatures™*® and thermody-
namic evolutions with opposite time arrows'®’ which can challenge your willingness to visualize
what’s it all about!

In quantum computing, superposition shows up with qubits, allowing which have an internal “value”
linearly combining their basis states |0) and |1) with complex amplitudes instead of having one of
the two values as with classical bits. This mathematical view is expanded to N qubits whose internal
state is characterized by 2N complex amplitude values. This contributes to the massive parallelism

136 See Quantum Superposition of Two Temperatures by Arun Kumar Pati and Avijit Misra, December 2021 (7 pages).

137 See Quantum superposition of thermodynamic evolutions with opposing time’s arrows by Giulia Rubino, Gonzalo Manzano and
Caslav Brukner, November 2021 (10 pages).
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enabled by quantum computers. It looks like it should enable some exponential computing capacity
but it’s not the case. As we’ll investigate later in this book, superposition alone is not sufficient. We
also need entanglement and some specific quantum gates to really bring some exponential accelera-
tion.

In the case of a single quantum object, superposition is a combination of states corresponding to
several exclusive states of an observable. Coherence is another name describing a superposition. And
decoherence is a phenomenon that destroys superposition, particularly with quantum measurement.

Entanglement

The simplest way to describe an entangled state of two quantum object is to say these have a correlated
state, whatever the distance between them. They form sort of a single object. You touch one, it will
affect the other. You measure one object, then the other, and the related results will be correlated. This
can be checked with repeated tests on a system repeatedly prepared in a similar way, using a so-called
Bell test.

Entanglement can also be described with a mathematical viewpoint based on superposition. The math-
ematical representation of a quantum system AB made of two subsystems A and B is the tensor prod-
uct of the two subsystems, meaning, a large vector or matrix: Hyp = Hy®Hg. We’ll described the
form of the matrices representing quantum systems a little later. In that case, the system AB can be
described by or decomposed with its individual parts A and B. There are however situations where
you can linearly combine several of these composite quantum states, which becomes a new quantum
state. In many cases, such a composite state can’t anymore be decomposed as the tensor product of
two states. The composite quantum state becomes inseparable. That’s where entanglement shows up!
Entanglement is a direct consequence of superposition applied to multi-object systems.

Entangled quantum objects cannot be considered as separated objects. With a pair of entangled quan-
tum objects, a measurement made on one quantum will instantly have an effect on the other quantum,
without waiting for a delay in the transmission of information at the speed of light between the two
quanta. This is the principle of the "non-locality" of quantum properties that disturbed Einstein in
1935 and spurred his famous EPR paper with Rosen and Podolsky.

Using qubit’s representation that we’ll describe later, classical entangled two-qubit states are Bell
[00)+[11) __|01)+|10)
z Oz
(]00) and |11) or [01) and |10). If you measure the first qubit in both cases, you have an even
50%/50% chance to get a |0) or a |1). When you measure the second qubit, you then have a 100%
chance to get respectively the same value of the opposite values |1) or |0). But you can’t decide in
advance what is the first measurement outcome (on Alice’s side). So, you observe some synchronicity
between two measurements but no determinism on the first readout value. It’s all about having two
simultaneous synchronized random values. It is described as the “no-signaling principle”: there is no
statistical difference between a “first” or “second” measurement of entangled pairs, meaning Bob
doing the measurement before or after Alice and Alice didn’t send any actual pre-determined infor-

mation to Bob when doing the measurement on her side.

pairs, like . You see that they are a simple linear combination of separable states
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But that is a mathematical representation of entanglement. You can wonder how these composite
objects are created in the real world. Of course, some physical interaction must be created to entangle
electrons, atoms and/or photons. Photons can be prepared to be entangled with being generated by
some excitement of atoms like cesium which generates photon couples of different wavelengths but
with some correlated properties like their polarization. Neutral atoms can be entangled with exciting
them with lasers, raising their energy levels to a so-called Rydberg state. Electron spins are entangled
with lowering a potential energy barrier between them. Quantum objects of different types can also

be entangled, like photons with atoms or electrons with photons®®,

These entangled particles are not linked by chance. They usually had a common past or some past
interactions. For example, two entangled photons can be produced with a birefringent mirror and
separated by dichroic mirrors, creating two photons of orthogonal polarizations. The action on one of
the two photons has an impact on the other photon as demonstrated by Alain Aspect in his famous
1982 experiment. But the values that are generated are completely random!

It is not defined at one end and transmitted to the other end. It is a random value that can be uncovered
at two different places with some quantum measurement.

A 2019 experiment conducted at the University of Glasgow has even allowed to photograph a repre-
sentation of the state of entangled photons*®. Nevertheless, we are still able to entangle particles that
do not necessarily have a common past**?. Bell’s inequalities were first validated with photons in the
visible spectrum. It’s been extended to other parts of the spectrum, of course in the infrared bands
that are used in fiber optics and free space quantum communications and even in the X-ray band*!.
It has also been done with all sorts of qubits (superconducting, silicon spin, trapped ions, neutral
atoms).

Despite its randomness, entanglement is a very powerful resource. It helps generate random secret
keys for two parties with the QKD (quantum key distribution) protocols. It powers quantum compu-
ting with creating interdependencies between qubits. Multi-qubits quantum gates conditionally link
them together. Once entangled, qubits have inseparable quantum states. Without it, no useful quantum
algorithm could work. But quantum entanglement does not mean we can transmit some useful infor-
mation faster than light since the entangled objects properties are random.

How are we checking that a quantum system is entangled? This is done with correlation statistic tests.
With two quantum objects, it’s a Bell inequality test or Bell experiment (see glossary, page 1054)
that looks at the statistical correlation between the states of two quantum objects, with an experiment
done a large number of times with the same settings. This test was extended with the Mermin ine-
qualities test created by David Mermin in 1990 to extend Bell’s inequalities test to the entanglement
of a higher number of quantum object like a GHZ state with three or more qubits'#2. These tests are
very costly as you increase the number of correlated quantum objects. Another variation is to conduct
a state tomography for a set of qubits as described page 188. Again, its cost grows exponentially with
the number of qubits, which explains why most qubit tomographies are not done beyond 6 qubits.

138 In 2017, researchers in Warsaw were able to entangle a photon with billions of rubidium atoms. See Quantum entanglement between
a single photon and a trillion of atoms, 2017.

139 See Scientists unveil the first-ever image of quantum entanglement by Paul-Antoine Moreau, July 2019.

140 See Qubits that never interact could exhibit past-future entanglement by Lisa Zyga, July 2012.

141 See Entangled X-ray Photon Pair Generation by Free Electron Lasers by Linfeng Zhang et al, August 2022 (13 pages).

142 See Extreme quantum entanglement in a superposition of macroscopically distinct states by David Mermin. PRL, 1990 (no free
access).
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In science at the frontier of science fiction, some imagine exploiting quantum entanglement to analyze
a quantum state inside a black hole'*3! This is beyond the scope of this book!*!

Indetermination

Heisenberg's principle of indeterminacy or indetermination states that one cannot accurately measure
both the position and velocity of a particle or two complementary quantities describing a quantum
object state. It is mathematically described as an inequality showing that the multiplication of both
precisions can’t be lower than the Planck constant divided by 4n. Surprisingly, this inequality was not
created by Werner Heisenberg but devised and demonstrated by Earle Hesse Kennard in 1927 as he
was doing a sabbatical at the University of Gottingen. It is even named the Kennard inequality or
Heisenberg-Kennard inequality*®.

The indeterminacy principle has another consequence: one cannot observe at the same time a quantum
object in its particle state and in its wave state, per the principle of complementarity enacted by Niels
Bohr around 1928, that we already mentioned in the wave-particle duality section. It also explains
vacuum quantum fluctuations that we cover later in page 134.

For purists, the notions of particle speed and position are even meaningless for electrons. Its charac-
terization is based on its wave nature and its probabilistic description via Schrédinger's wave function.
Don’t even try to understand where it is at a given place and time.

When it deals with velocity and position or waves, Heisenberg’s indeterminacy principle is closely
related to a characteristic of Fourier transforms: a nonzero function and its Fourier transform cannot
both be sharply concentrated, so, precisely measurable. The more concentrated a signal is in the time
domain, the more spread out it is in the frequency domain and vice-versa. We have here a mathemat-
ical balance between a pulse length precision and its spectral analysis precision.

Since complementary (or incompatible) properties can’t both be measured with an arbitrary precision,
we can improve one property measurement precision with decreasing the measurement precision of
the complementary property. It’s being implemented with the so-called photons squeezing technique.
This technique is implemented in the latest LIGO (USA) and VIRGO (Italy) huge interferometers
that are used to measure gravitational waves generated by huge astrophysical phenomena like dual
black hole collapses. These instruments increase the precision of photons time arrival in the interfer-

ometer at the price of a greater imprecision in the number of photons*®.

Measurement

Measuring quantum object properties follows a very different path than with classical physics due to
the back action induced by quantum measurement on the measured system and to its probabilistic
dimension.

With classical mechanics, you can usually predict over time the results of the measurement of macro-
objects properties (dimension, speed, position) based on their dynamics. In quantum mechanics, given
the knowledge of the position of the measured object, one cannot measure precisely its momentum.

143 See Can entangled qubits be used to probe black holes? by Robert Sanders, 2019.

144 Superposition also happens within benzene CsHs with two carbon-carbon links with their neighbors, using one or two electrons.

145 See The Uncertainty Principle, Stanford Encyclopedia of Philosophy, 2001 (14 pages).

146 See Squeezing More from Gravitational-Wave Detectors, December 2019. Kip Thorne (1940, USA), Rainer Weiss and Barry C.
Barish got the Nobel Prize in Physics in 2017 for their contributions to the creation of the LIGO detector and the observation of
gravitational waves.
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More generally, the knowledge we have about two non-commuting observables is bounded such that
we can never assign them a well define value simultaneously, due to the Heisenberg uncertainty prin-
ciple.

Moreover, a quantum measurement readout requires some interaction with a macroscopic object that
selects automatically one specific outcome. In strawman language, quantum measurement is in the
eye of the beholder! Measuring the same initial state several times can lead to different outcomes.
However, even if each measurement yields a probabilistic result, when repeated several times, their
statistical distribution is not probabilistic. It corresponds to the knowledge that can be obtained from
the evaluated quantum state created experimentally in a similar way several times.

Before measurement, a single isolated quantum object is said to be in a pure state, represented by a
vector in a Hilbert space, or its “Psi” (1) vector. It is a superposition, or linear combination of basis
states or one of the object basis state, like “ground state” or “excited”. When a quantum object is
measured against one observable, the state of the quantum object become one of the observable basis
states, like a spin direction up or down or a discrete energy level. The quantum object collapses in a
probabilistic way into one of the available basis states. If we conduct another measurement, we’ll
always get the same result being the basis state that was obtained beforehand in the first measurement.
This is also called "Schréodinger wave function collapse" or “wave packet collapse” which however
works only with so-called projective measurement, as defined by John Von Neumann.

With a photon of intermediate polarization between horizontal or vertical linear polarization, it will
become a horizontally or vertically polarized photon after its polarization measurement.

In quantum computing, this principle of reduction is implemented when measuring the state of a qubit.
It modifies its value by collapsing it to the basis states |0) or |1).

The outcome is probabilistic with a chance of retrieving a |0) or a |1) depending on the qubit state.
However, when the quantum state is a basis state, say |0) or |1) for a qubit, its measurement should
return this basis state in 100% of the cases and is therefore not probabilistic but deterministic. This
works however only in a perfect world without any quantum noise. Even when a qubit is in a basis
state, its measurement doesn’t return a perfect basis state 100% all the time. You get a % that is inferior
to 100% and corresponds to the readout qubit fidelity. It turns a basis state measurement into a prob-
abilistic one.

The subtle information contained in a qubit that is represented by a complex number or a two-dimen-
sional vector is reduced to |0) or |1) at the time of its measurement. It becomes a classical bit. A
single measurement is then making us lose all the wealth of information contained in the qubit. We
turn the equivalent of two floating point numbers to a single bit! However, this measurement is sup-
posed to happen only at the end of quantum algorithms. During computing, the whole wealth of qubit
internal information is leveraged, particularly with the creation of interferences between qubits.

All this is illustrated in the diagram below in Figure 87. We will come back to the meaning of a and
B complex numbers in the next section on qubits.

This reduction should occur theoretically only at the end of computing. During computing, qubits are
modified by quantum gates preserving the richness of their information, the combinatorial nature of
their values based on superposition and entanglement. However, quantum measurement is to be im-
plemented during computing with systems implementing quantum error corrections.

The subject of quantum measurement is quite broad. In a forthcoming more detailed section page 184,
we will cover several additional concepts such as projective (Von Neumann) measurement, non-se-
lective measurement, weak measurement, gentle measurement and non-destructive measurement.
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=> qubits measurement is done only at the end of computing. measurement

=> cannot measure a qubit state in the middle of an algorithm to do some
conditional branching. also quantum decoherence is progressively disturbing
superposition and entanglement, like being a « partial

=> cannot create classical error correction codes with using “parity error codes”. .
measurement » from the environment

we still use measurement in quantum error correction codes.

Figure 87: quantum measurement explained with qubits, (cc) Olivier Ezratty, 2021.

No-cloning

The no-cloning theorem prohibits the identical copy of the state of a quantum object onto another
quantum object. The theorem is mathematically demonstrated in six lines in Figure 88. It is also de-
scribed page 148.

The theorem was demonstrated in 1982 by William Wootters, Wojciech Zurek and Dennis Dieks'*’.

The article is still not available in open source on a site such as arXiv, self-applying the no-cloning
principle!*®!

No Cloning Assume we have a unitary operator U, and two quantum states ‘q)} and ‘u/) which U_; copies,
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discovery : James Park in 1970 Here there are no cross terms. Thus we have a contradiction and therefore there cannot exist such a unitary

then William Wooters and Wojciech Zurek in 1982 operator U =

Figure 88: no-cloning theorem demonstration, source: Wikipedia.

As a consequence, it is impossible to copy the state of a qubit to exploit it independently of its original,
contrarily to a classical bit that can be copied from/to memory and from/to storage. It also prevents
quantum computers to implement the Von Neumann computing model with separate processing and
memory.

147 See A single quantum cannot be cloned by William Wootters and Wojciech Zurek, Nature, 1982.

148 A summarized version if available in The no-cloning theorem by William K. Wooters and Wojciech H. Zurek, Physics Today 2009
(2 pages).
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In quantum computers, qubits can be duplicated via quantum gates and entanglement, but the result-
ing qubits are entangled and therefore somehow synchronized, inseparable and... random. Reading
the copy destroys the original by projecting the state of the two qubits to the 0 or 1 closest to their
initial state and in a probabilistic way.

This has a direct impact on the design of quantum algorithms and in particular on the error correction
codes of quantum computers. These error-correction codes use the trick of projective measurement
on a different computational basis as we’ll see later.

A derivative of no-cloning is non-deleting. In the case of a qubit, it means it’s impossible to reset a
qubit from an entangled set of two qubits ), meaning to transform [)|) into |)|0).

Tunnel effect

The wave-particle nature of matter allows it to cross physical barriers also known as energy walls in
some circumstances, depending on the wall thickness and quantum object wavelength. The transmit-
ted wave is usually attenuated after crossing the barrier and its strength depends on the wavelength
with regards to the barrier length and composition.

This phenomenon was first accidentally unveiled by Henri Becquerel in 1896 when he discovered
radioactivity. It did show up with uranium salts decaying, producing alpha rays comprised of two
neutrons and two protons. This phenomenon was explained later thanks to quantum physics and
wave-particle duality by George Gamow (1904-1968, Ukrainian-Russian-American) in 1928. Just
before in 1927, the German physicist Friedrich Hund (1896-1997, German) created the formalism
explaining electron based tunneling effect.

The tunnel effect is used in superconducting Josephson junctions and exploited in D-Wave quantum
annealers where it is used to converge a system of spin qubits ("Hamiltonian", with a given total
energy level) towards an energy minimum corresponding to the resolution of a complex combinatorial
problem or a search for energy minimum as in chemistry or molecular biology.

A Coulomb barrier
for charged superconducting
particles material
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bound '.'.' '.'.' center of the @ VWW O
levels 00 00| savarewel atom nucleus electrons Cooper
00 @@ | rotenticl < pair
neutrons protons
radioactive alpha decay across the Coulomb barrier Josephson junction
=> tunnel effect microscopes. wave-particle duality enables particles to cross physical barriers
=> Josephson junctions and superconducting qubits. these are energy walls.
=> used in quantum annealing computers (D-Wave). wave is usually attenuated after crossing the barrier.
=> tunnel effect is avoided in most transistor types. depends on the wave length with regards to the barrier length and composition.

discovery: Henri Becquerel with uranium salts, 1896.
explanation: George Gamow, 1928.
electron tunneling formalism: Friedrich Hund, 1927.

Figure 89: overview of the tunnel effect and its use cases, (cc) Olivier Ezratty, 2021.

Understanding Quantum Technologies 2022 - Quantum physics 101 / Tunnel effect - 108



But contrarily to what I wrote in the previous editions of this book, the tunnel effect is not exploited
in transistors. Most transistors make use of the field effect which was patented by Julius Edgar Li-
lienfeld in 1926. It is implemented in MOSFETs (metal-oxide-semiconductor field effect transistor)
and in CMOS (complementary-metal-oxide-semiconductor, that use variants of MOSFETs). These
transistors use a metal gate deposited on a silicon-dioxide (SiO2) and now a “high-K dielectric” as
the gate dimension is decreasing with higher densities, to reduce the tunnel effect. The gate voltage
determines the transistor conductivity.

Quantum matter

Quantum matter refers to materials or assemblies of few atoms which, for specific conditions, physi-
cal observables such as magnetism, electronic state or optical properties are only described by ad-
vanced quantum physics. They are at the crossroads of statistical physics. Iconic quantum materials
are superconducting materials in which, below a certain temperature, electrons behave collectively as
a sort of fluid dubbed “quantum fluid”. Other known quantum fluids in physics are superfluid helium,
Bose-Einstein condensates, polariton condensates and ultra-cold neutral atoms. They all exhibit quan-
tum mechanical effects at a macroscopic collective level. These phenomena are usually reported at
very low temperatures, close to -273°C, and sometimes high-pressures but some of them start to
emerge in less drastic conditions.

Definitions

Given all standard matter such as metal, semiconductor or insulator rely on quantum description,
starting with electrons quantum numbers and the atomic structure, how are quantum materials and
quantum matter being accurately defined? Where is the frontier? Well, there’s no real consensus on
this, a bit like how postulates are formalized in quantum physics.

One of the reasons is that quantum materials range from yet untested theoretical concepts, to lab-
based experiments, up to industry applications like with graphene. It’s an entire new research field
that 1s still in the making with a lot of fundamental research.

It is also a field that is really hard to dig into, even more than many other fields that are covered in
that book, like quantum error correction. So, forgive some of the vagueness of this part. I have not
really understood all the sentences I wrote here!

The simplest definition I found is “materials where electrons do interesting things”. Then, 1 opened
quantum matter’s Pandora’s box and found many other definitions.

The US Department of Energy created its own definition in 2016 with “solids with exotic physical
properties that arise from the interactions of their electrons, beginning at atomic and subatomic
scales where the extraordinary effects of quantum mechanics cause unique and unexpected behav-
. 9149
iors™".

A more precise definition was proposed by Philip Ball in 2017 which is based on materials where
electrons are operating collectively as quasi-particles and are frequently confined in some 2D geom-
etries like graphene sheets, with derivatives in 3D assemblies of graphene sheets with small angle

rotations called magic angle, creating the new field of twistronics'®.

149 Seen in Basic Research Needs for Quantum Materials, DoE, 2016 (4 pages), with a slightly simpler one “solids with exotic physical
properties, arising from the quantum mechanical properties of their constituent electrons, such materials have great scientific and/or
technological potential” seen in Quantum Materials for Energy Relevant Technology by the DoE Office of Science, 2016 (170 pages).

150 In Quantum materials: Where many paths meet by Philip Ball, MRS Bulletin, 2017 (8 pages), Magic angle, a new twist on by Pablo
Jarillo-Herrero and Senthil Todadri, MIT, January 2021 (12 pages) and Magic-Angle Multilayer Graphene: A Robust Family of Moiré
Superconductors by Jeong Min Park, Pablo Jarillo-Herrero, December 2021 (15 pages). This could lead to interesting superconducting
effects.
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Quantum materials are also grouped as strongly correlated materials where magnetism is important
and their behavior is “dictated by quantum mechanical correlations between electrons”, and topolog-
ical materials where some symmetry of the material lattice provides protected electronic states on
the surface or in the bulk of the crystal.

And I didn’t try to find any semantic nuance between quantum matter and quantum materials!

In another source®®, quantum matter deals with “novel phases of matter at zero temperature with
exotic properties”. It adds:

“The main ways of characterizing and manipulating quantum matter are with entanglement, symmetry,
and topology:

Entanglement is the quantum property of correlated physical attributes among particles (position,
momentum, spin, polarization).

Symmetry refers to features of particles and spacetime that are unchanged under some transfor-
mation, seen as the property of a system looking the same from different points of view (a face, a cube,
or the laws of physics) and its partner, symmetry breaking (in phase transitions)'*.

Topology is the property of geometric form being preserved under deformation (bending, stretching,
twisting, and crumpling, but not cutting or gluing). Physical systems may have global symmetric and
topological properties that remain invariant across system scales”. Usually, obtaining some topolog-
ical order requires cooling at very low temperatures like with superconducting materials.

As stated before, quantum matter is characterized with being based on collective excitations. These
excitations are composite entities that are analogous in their behavior to a single particle’®® named
quasiparticles

It can be quasiparticles that are assemblies of several fermions, mostly electrons and holes, like two
electrons in Cooper pairs explaining superconductivity, polaritons, excitons and vortex magnetic phe-
nomena like skyrmions, etc... It can also be collective excitations of bosons like phonons in crystal
lattices. There are over 30 identified quasiparticles classes including some that are very exotic and
less talked about like the Bogoliubon (a quasiparticle found in superconductors) and the wrinklon®*,

Philip Ball proposes a classification of these quasiparticles in seven categories™:

e Cooper pairs of electrons in classical superconductivity (high-temperature superconductivity
with cuprates requires a more complicated explanation). We cover their various use cases with
superconducting qubits and sensors.

151 See Quantum Matter Overview by Melanie Swan, Renato P. dos Santos and Frank Witte, April 2022 (23 pages). See also The 2021
Quantum Materials Roadmap by Feliciano Giustino et al, February 2021 (93 pages) and Introduction to Quantum Materials by Leon
Balents, KITP, 2018 (51 slides).

152 Classical matter phases transitions are traditionally described with Lev Landau’s symmetry breaking model elaborated in 1937. It
describes in a simplified way what happens at phase transitions (like gas<>liquid and liquid«>solid) with the evolution of a symmetry-
breaking order parameter (OP) named n (eta). It also describes various types of ordering phenomena like ferromagnetic, ferroelectric,
ferroelastic or other types of electronic orders like Mott or insulator-metal transitions systems. In most cases, quantum matter is de-
scribed by a “topological order” that can’t be explained by Landau’s model. Some examples include topological insulators, topological
semimetals, fractional quantum Hall states, quantum spin liquids and Fermi liquids. A Mott transition is a particular type of topological
phase transition. Mott insulators are materials that are expected to conduct electricity but are insulators, particularly at low temperatures,
and under certain conditions which can be controlled, leading to so-called Mott transitions.

153 Source: Webster. Quasiparticle were first defined by Lev Landau in the 1930s.

154 Source : https://en.wikipedia.org/wiki/List_of gquasiparticles.

155 See Quantum materials: Where many paths meet by Philip Ball, 2017 (8 pages)
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Relativistic Dirac fermions such as many-electron excitations in Dirac semimetals and in gra-
phene®®®. Graphene has many applications in sensing and electronics. There was even a European
Union Graphene Flagship program launched in 2013 with 1B€.

Weyl fermions are massless fermions related to Dirac fermions whose existence was predicted
by Herman Weyl in 1929 and discovered in 2015 at Princeton®®’. These fermions are massless,
have a high degree of mobility and are quasiparticle excitations in Weyl semimetals. Topological
semimetals could be used in low-consumption spintronic and magnetic memory devices and ul-
trafast photodetectors®®®,

Laughlin quasiparticles proposed by Robert Laughlin in 1983 and who received the Nobel in
Physics in 1998 for his theoretical explanation of the fractional quantum Hall effect, together with
Horst Stérmer and Daniel Tsui, who discovered the effect experimentally. They relate to the “frac-
tional quantum Hall effect” (FQHE, discovered in 1982) in a 2D “electron gas” placed in a mag-
netic field. It involves electron quasiparticles behaving like if they had a fractional charge, such
as 1/3, 2/5 or 3/7, 1 being the charge of a single electron. One use case is to create an electron
interferometer™®.

Majorana fermions are hypothetical particles proposed in 1937 by Ettore Majorana, which are
their own antiparticles. Their existence is still questioned. They could lead to creating topological
qubits quantum computers with a better resistance to quantum noise and errors.

Anyons are hypothetical particles proposed by Frank Wilczek in 1982. Anyons have quantum
statistics positioned in a continuum between fermions (1/2 spin) and bosons (integer spin). They
could show up in quantum spin liquids?®®. These quantum spin liquids which can show up in
magnetic materials where electron spins are not orderly aligned but are entangled. The first spin
liquids were experimentally detected in 2020, It could help to create innovative electronic mem-
ories. This state of matter was envisioned in 1973 by Philip W. Anderson'®?.

Skyrmions take the form of vortex-like topological quasiparticle excitations of spins in some
magnetic materials. They were envisioned in 1962.

We could still add here various classes and subclasses of quantum materials:

Spin glasses where electron spins freeze in a disordered fashion at some non-zero temperature. It
leads to the notion of quantum glasses'®.

Plasmons which are collective oscillations of electrons on the surface of a conductor that can
interact with photons. It could also help creating energy savings and faster data storage solutions.

Topological insulators are materials whose bulk part is insulating and whose surface (2D or 3D)
presents counterpropagating spin channels with no charge current. It could help create a new breed
of energy-saving and fast-switching transistors.

1%6 See the thesis Relativistic Phases in Condensed Matter by Thibaud Louvet, 2018 (165 pages).

157 See After 85-year search, massless particle with promise for next-generation electronics discovered by Morgan Kelly, 2015.

1%8 See Topological Semimetals by Andreas P. Schnyder, 2020 (32 pages).

159 See Realization of a Laughlin quasiparticle interferometer: Observation of fractional statistics by F. E. Camino, Wei Zhou and V. J.
Goldman, 2005 (25 pages).

160 See A Field Guide to Spin Liquids by Johannes Knolle and Roderich Moessner, 2018 (17 pages).

161 See Scale-invariant magnetic anisotropy in RuCls at high magnetic fields by K. A. Modic et al, October 2020 (32 pages).

162 See Quantum Spin Liquids by C. Broholm et al, May 2019 (21 pages).

163 See the review paper Quantum Glasses by Leticia F. Cugliandolo and Markus Miiller, Sorbonne Universit¢ CNRS LPTHE and Paul
Scherrer Institute, August-September 2022 (23 pages).
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Quantum wires are con-
ducting wires with quan-
tum confinement effects
modifying the transport
properties, mostly when
the wires have a diameter
of a few nanometers,
event down to a single
atom'®*. They are usually
called nanowires. Carbon
nanotubes are a class of
quantum wires.

Spin-torque  materials
that are already used in
some low-power non-vol-
atile magnetic memories
(STT-RAM  or STT-
MRAM).
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Figure 90: quantum wires. Source: On demand defining high-quality, blue-light-active ZnSe
colloidal quantum wires from Yi Li et al, National Review Science, April 2022 (29 pages).

Time crystals which we’ll cover later, and it is the source of a lot of headaches.

Wigner crystals are another very weird phenomenon. Predicted by Eugene Wigner in 1934 (the
same Wigner of the Wigner function used in quantum photonics), it consists in crystals made of
electrons, of course also at very low temperatures

They were experimentally
observed in 2018 by an Is-
raeli-US-Hungarian team
in one dimension at 10
mK using carbon nano-
tubes for their measure-
ment®® and 2020 in 2D at
80 mK by a team from
ETH Zurich (as shown
here on the right in Figure
91) 166'

E

undoped system

liquid electron state

WC electron state

Figure 91: Wigner crystals. Source: Observation of Wigner crystal of electrons in a monolayer
semiconductor by Tomasz Smolenisk et al, 2020 (26 pages).

Quantum batteries are still theoretical devices that would be more efficient than traditional bat-
teries with a shorter recharging cycle.

164 See one recent example of quantum nanowire in On demand defining high-quality, blue-light-active ZnSe colloidal quantum wires
from Yi Li et al, National Review Science, April 2022 (29 pages).

165 See Imaging the electronic Wigner crystal in one dimension by 1. Shapir et al, Science, 2019 (38 pages).

166 See Observation of Wigner crystal of electrons in a monolayer semiconductor by Tomasz Smolensk et al, 2020 (26 pages).
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e Quantum dots that are used in LCD
screens and are not considered as being
quantum materials since their behavior
is explained by single electrons and
classical quantum light/matter ex-
changes. They are made of powder with
tiny compound grains of different sizes
between 2 and 6 nm which are used to
down-convert the blue light coming
from LEDs into red and green light, cre-
ating a better balanced coverage of pri-
mary colors, as shown in Figure 92 1¢7.
The main problem is to replace cad-
mium that is a pollutant. These LCD
screens quantum dots must not be con-
fused with the quantum dots used in sil- 450 500 550 600 650
icon qubits to trap single electrons and Wavelength (nm)
control their spin as well as the quantum
dots used in unique photon sources like
the ones from Quandela.

Quantum Dots ) 2nm 2.5nm 3nm 5nm 6nm

Size dependent
color

Fluorescence

E—

Figure 92: quantum dots used in LCD screen and lighting. Source:
Nanomatériaux et nanotechnologies : quel nanomonde pour le futur? by
Pierre Rabu, 2018.

Some other concepts related to quantum matter mandate some explanations:

Many of the quantum

: : Bravais lattices
matter species happen in

crystals. And there are a 1. CubicP o
lot of types of crystals 7 groupsand 2. Cubicl —
classified by their crystal- 14 subgroups 3. CubicF E
lographic order! There 4. Tetragonal P ST
are 230 crystallographic P: Primitive 5. Tetragonall / =
space groups organized in centering 6. OrthorhombicP ﬂ !
7 crystal systems named C: Centered 7. OrthorhombicC | PR [
triclinic. monoclinic. or- ©°"2 single 8. Orthorhombicl © — "
o ’ face 9. OrthorhombicF E

thorhombic, tetragonal, I Bod 10. M linicp F\f

) : Body . Monoclinic Beetp
trngHal, hexagonal apd centered 11. MonoclinicC (0)
cubic and subclasses with  f. p5ce 12. Triclinic e
primitive centering, cen- centered 13. Rhomboedral ’3 :
tered on a single face, 14. Hexagonal SN

body centered and face

centere d168. Figure 93: Bravais lattices and crystal structure classification. Source: Wikipedia.

167 It was first discovered at the end of the 1970s by Alexei Ekimov in Russia and explained in 1982 by Alexander Efros, also from
Russia. From The Quantum Dots Discovery. See Advances in Quantum-Dot-Based Displays by Yu-Ming Huang et al, 2020 (29 pages),
schema from Quantum dots and their potential impact on lighting and display applications by Paul W. Brazis, 2019 (18 pages).

168 See Crystal Systems and Space Groups by Paul D. Boyle, University of Western Ontario (44 slides) and Cristallographie et tech-
niques expérimentales associées (in English) by Béatrice Grenier, 2014 (67 slides).
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One key notion in crystallography is chirality which describes how crystal structures break spatial
symmetry and are not identical to their mirrored structure!®®. There are also 1651 magnetic space

groups which describe magnetism configurations at the atom level in crystal lattices!’°.

Another key notion in quantum matter is time reversal symmetry. A time reversal symmetry means
that the material looks the same when looking at a time scale backwards and forward.

Orientations of magnetic moments in materials
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Applied Magnetic  Applied Magnetic
Field Absent Field Present

Ferromagnetism: The Paramagnetism: The magnetic Ferrimagnetism: The magnetic Antiferromagnetism: The
magnetic moments in a moments in a paramagnetic moments in a ferrimagnetic magnetic moments in an
ferromagnetic material are material are disordered in the material have different antiferromagnetic material have
ordered and of the same absence of an applied magnetic magnitudes (due to the crystal the same magnitudes but are
magnitude in the absence of an field and ordered in the containing two different types of aligned oppositely in the
applied magnetic field. presence of an applied magnetic ionsc/@nfication needed]) - ghsence of an applied magnetic
magnetic field. which are aligned oppositely in field.

the absence of an applied

magnetic field.

Figure 94: ferromagnetism, paramagnetism, ferrimagnetism and antiferromagnetism explained. Source: Wikipedia.

Reversing time means looking back- time reversal symmetry
wards in time only from a mathemati-

. . do not change with time reversal changes with time reversal
cal standpoint, not physically revers-

. ) s position of particle in space time of events
Ing time. There’s no way you can particle acceleration in space particle velocity
change the arrow of time backwards. force on the particle particle linear momentum
Time reversal is not a time machine! particle energy electric vector potential

. . electric potential and field magnetic field
Figure 95 ‘presents ar_l inventory of density of electric charge electric current density
some physical properties that change energy density of the EM field power / rate of work done

or do not change with time reversal. , , )
Figure 95: time reversal symmetry explained.

Superconductivity

Superconductivity occurs when under a low-level temperature, some conducting materials no longer
oppose resistance to electric current. With usual electric current, electrons move from atom to atom
and transform part of their kinetic energy into heat related to the movement of the atoms hit by elec-
trons, also known as the Joule effect.

With superconductivity, electrons arrange themselves in pairs, called Cooper's pairs, circulating be-
tween atoms without friction. The structure of the atoms of the conductive metal is also modified.
Waves of atoms occur that follow and accompany the movement of Cooper's pairs. These are specific
breeds of phonons.

169 See A Chirality-Based Quantum Leap by Clarice D. Aiello and many al, November 2021 (93 pages) described in Chirality and the
next revolution in quantum devices by César Tomé Lopez, Mapping Ignorance, May 2022. See also Topology and Chirality by Claudia
Felser and Johannes Gooth, May 2022 (27 pages) which makes a good classification including chiral and topological matter.

170 See Magnetic Group Table, Part 2 Tables of Magnetic Groups, by Daniel B. Livin, 2014 (11976 pages). I hope the author found
some way to automatize the production of all these pages! See also Exhaustive constructions of effective models in 1651 magnetic
space groups by Feng Tang et al, March 2021 (25 pages) and Structure and Topology of Band Structures in the 1651 Magnetic Space
Groups by Haruki Watanabe et al, August 2018 (43 pages).
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Cooper's pairs are electrons of opposite spins forming composite bosons (ensemble with zero spin),
allowing them to have the same quantum state®*.
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It was achieved by John Bardeen'’3, Leon Neil Cooper and John Robert Schrieffer of the Univer-
sity of Illinois. They built the so-called BCS theory'’®. Later experiments and extrapolations on the
persistence of circulating currents injected into macroscopic superconducting rings found that the
lower bound of these permanent currents was around 10° years.

non-superconductor area of higher positive charge
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= d electron
secon:
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superconductor
0°K Cooper pair of electrons
some materials have zero resistivity explained by Cooper pairs of electrons with opposed spins
below a threshold temperature (T,) flowing in crystal lattice, creating bosons
discovery: H. Kamerlingh Onnes et al, 1911 theory: Bardeen, Cooper, Schrieffer (BCS) theory, 1957

Figure 97: superconductivity explained.

171 Cooper’s pairs can also be formed with atoms as with helium 3, a fermion, in its superfluid state named a fermionic condensate.

172 See this detailed presentation: Superconductivity and Electronic Structure by Alexander Kordyuk, 2018 (145 slides).

173 John Bardeen holds two Nobel prizes in physics, one in 1956 for the invention of the transistor with William Shockley and Walter
Brattain and the other for the interpretation of superconductivity in 1972 with Leon Neil Cooper and John Robert Schrieffer. Cooper
co-created the BCS theory at the age of 27 and won the corresponding Nobel Prize at the age of 42. Born in 1930, he is still with us
today.

174 An accurate timeline of the discovery of the principle of superconductivity is provided in the presentation 50 Years of BCS Theory
"A Family Tree" Ancestors BCS Descendants, by Douglas James Scalapino, John Rowell and Gordon Baym, 2007 (52 slides). See also
the excellent book The rise of superconductors by P.J. Ford and G.A. Saunders 2005 (224 pages) which tells the story of the discovery
and then interpretation of superconductivity. Before the BCS theory, many physicists had broken their teeth on the explanation of
superconductivity: Albert Einstein, Niels Bohr, Lev Landau, Max Born, Felix Bloch, Léon Brillouin, John Bardeen (co-inventor of the
transistor), Werner Heisenberg and Richard Feynman.
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About 50 chemical elements are superconducting at low temperature but the superconductivity tem-
perature and pressure thresholds are very variable. In general, metals that are superconductors are
poor conductors in their normal state and most good conductors like copper, gold and silver are not
superconductors.

Superconductivity is possible with composite alloys such as germanium, titanium and niobium alloys
or copper-based materials (as cuprates). This is particularly the case with aluminum and mercury. The
most common superconducting materials are aluminum and a niobium and titanium alloy, used in
superconducting wires in MRI imaging systems and superconducting qubit cryostats®’.

The superconducting effect is maximum for atoms that The Melssner Effect

have a large number of valence electrons, i.e., in the last Superconductor Magnat

orbital layer, with the highest quantum number. 1 LpL Hrogen
Superconductivity explains unexpected phenomena ¢

such as the Ilevitation of magnets above
superconductors immersed in liquid nitrogen. Super-

conducting ceramics, discovered since 1986, can be Foam Container
used in this striking experiment. Figure 98: the Messner effect.
B B

The magnetic field is then expelled from inside the
superconducting material. This is the Meissner effect,
discovered in 1933 by Walther Meissner (1882-1974,
German), which only applies to certain so-called type I
superconductors. It  explains the  repulsion
demonstrated in numerous experiments. Type II which
does not generate this phenomenon includes niobium
titanium alloys which are frequently used with a 1:1
ratio of each in the alloy. Figure 99: Meissner effect explanation.
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In type II superconductors, an intermediate phase
between the classical metallic phase and the
superconducting phase allows the magnetic field to
pass partially. The Holy Grail of superconductivity
would be to obtain it at room temperature, allowing, for
example, to reduce transmission losses in grid electric
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power lines!’®. Out of the various metals used in quan- Temperature Y. Temperature  Te
tum technolog1§s, titanium becpmps sup erconductlng at Figure 100: type | and Il superconductors characteristics.
390 mK, aluminum at 1.2K, indium at 3.4K and nio- Source: Critical Magnetic Field, undated.
bium at 9.26K.

Scientists from IBM began discovering superconducting metal alloys above 77K (-196°C) in the late
1980s, the temperature of liquid nitrogen.

175 See Superconductivity 101. The superconducting properties of the niobium-titanium alloy were discovered in 1962. It is widely
used in the cooling of MRI scanners but also in many scientific instruments, notably in the ITER experimental nuclear fusion reactor
at Caradache. The Periodic Table of Elements comes from Wikipedia.

176 Type I and II superconductors are mathematically and quantumly explained by the Ginzburg-Landau theory created in 1950. See
Theory of Superconductivity by Carsten Timm, TU Dresden, February 2022 (150 pages).
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Most of them are cuprates alloys (copper-based). A record was achieved
in 2019 with a molecule combining lanthanum and hydrogen (LaHio,
illustrated in Figure 101) and at -23°C, thus a near-ambient temperature.
In the latter case, however, it works at a huge pressure of 218 GPa, rep- l Q
resenting more than 2 million times the atmospheric pressure, which is A | g
101,325 Pa '’ Other records were broken with metallic hydrogen in ‘
2020 by CEA, operating at 17°C and at an even greater pressure of 400 NN S "
GPa'’®, Another record of 15°C with 270 GPa was achieved in the USA —d=

also in 2020, using a carbonaceous sulfur hydride'’®. A less impressive Figure 101: LaMuhigh
2022 record was created in China with clathrate calcium hydride (CaHe) superconducting temperature
being superconducting at 215K and 172 GPa'®, molecule.

You always see this trade-off between superconducting temperature and pressure. At this very high
pressure, practical use cases are not easy to implement! But at lower temperatures, interesting used
cases arise like with single photons detectors!®’.

Hence the willingness to use quantum simulators or computers to run superconductivity quantum
equations and identify materials that would be superconducting at room or near-room temperature'®2,

By the way, we may wonder why scientists are not using high-temperature superconducting materials
to build superconducting qubits? The main reason is that their low temperature of about 15 mK is
related to the controlled noise environment linked to using driving micro-waves in the 5-10 GHz
range (~0.040 meV). These microwaves have the benefit of being photons adapted to the anharmonic
excitement levels of Josephson gates and to be transportable on coaxial cables which are themselves
made of superconducting materials like niobium-titanium. The superconducting qubits cooling tem-
perature of 15 mK creates an ambient thermal noise that is one order of magnitude lower than the
temperature corresponding to these controlling microwaves (a few kT, with k=Boltzmann constant
and T being the temperature = ~0.004 meV).

Superconductivity is commonly used in MRI scanners'®, using large superconducting magnets that

are cooled with liquid helium. Scanners are encased in a protective coating to constrain the magnetic
field inside the scanner. The niobium-titanium coil wiring is enveloped in a copper matrix.

This combination is also used in large physics instruments like the CERN LHC in Geneva with 1200
tons of cables including 470 tons of NbTi (niobium-titanium), the rest being copper, in cables totaling
21 km. Superconductivity creates a current of 11,850 A generating a powerful magnetic field of 8.33
tesla creating a centripetal force holding the accelerated particles. These magnets are cooled by 10,000
tons of superfluid helium-4 at 1.9K. Their cables are made of niobium-titanium filaments surrounded
by copper. The whole unit power is 40MW with an electricity consumption estimated at 750 GWh
per year according to CERN. It is the largest and most powerful refrigerator in the world!

177 See Quantum Crystal Structure in the 250K Superconducting Lanthanum Hydride by lon Errea, July 2019 (20 pages).

178 See Here comes metallic hydrogen - at last! by Jean-Baptiste Veyrieras, May 2020. Another record was broken in 2019 with YHs
(yttrium hybrid) at a pressure of 110 GPa. See Anomalous High-Temperature Superconductivity in YH6 by Ivan A. Troyan et al, 2019

(36 pages).

179 See Room-temperature superconductivity in a carbonaceous sulfur hydride by Elliot Snider et al, Nature, October 2020 (14 pages).

180 See High-Temperature Superconducting Phase in Clathrate Calcium Hydride CaHe up to 215 K at a Pressure of 172 GPa by Liang
Ma et al, PRL, April 2022 (not open access).

181 See Single-photon detection using high-temperature superconductors by I. Charaev et al, August 2022 (8 pages).

182 Another fancy solution consists in lowering the room temperature as described in Novel approach to Room Temperature Supercon-
ductivity problem by Ivan Timokhin and Artem Mishchenko, April 1st, 2020 (4 pages).

183 Nuclear magnetic resonance imaging.
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Figure 102: MRI principle. Source of illustration on the right: Helium Reclaiming Magnetic Resonance Imagers by Dan Hazen, MKS
Instruments (5 pages).

Superconductivity is operated in the Chuo Shinkansen Maglev high-speed train in Japan, which has
been undergoing trials since 2013 and is expected to reach a commercial speed of 505 km/hr. It uses
a superconductive based magnetic suspension with a rather expensive infrastructure. Power consump-
tion per passenger/kilometer is three times that of traditional Shinkansen, but it is still competitive
with airplanes. A 286 km Tokyo-Nagoya line is planned for commercial service in 2027.

Superconductivity has also been studied to improve the efficiency of electric motors and generators
with HTS Synchronous Motors (High-Temperature Superconducting). It allows a reduction of motors
size and efficiency improvements. It is based on superconducting materials that only require liquid
nitrogen cooling, but some systems still use helium-based cooling.

Studies began in the 1980s and these engines and generators are beginning to be deployed in the
military navy and in wind power generation, notably at ASMC, Sumitomo Electric'® and with the
European EcoSwing project, which involves Sumitomo's cryostat division.

Superconducting cables have also been introduced Low temperature dielectric inside cryogenic envelope

to transmit electricity without power loss and greater
capacity to meet the ever-increasing demand. They
are offered by the French cable manufacturer
Nexans, which installed one in Long Island. Their
600 m underground cable has been in operation since
2008. It can supply electricity to 300,000 homes*®®.
But it is rather complex to implement and was not
seemingly replicated in many places. The project
cost was $46.9M. Figure 103: Nexans superconducting cable.
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As far as quantum computers are concerned, superconductivity is used in particular in superconduct-
ing qubits that exploits the Josephson effect that we have already described in another section. This
technology is also used in variations of SQUIDs (superconducting quantum interference device) in
quantum sensing. Josephson junctions have a relationship between voltage and frequency which en-
ables the creation of various sensors. It can convert a voltage to frequency as well as a frequency to
voltage (with the inverse AC Josephson effect using a microwave impulse). We also find it in the type
IT niobium-titanium based superconducting cables used for reading the state of superconducting and
electron spin qubits.

184 See Design of MW-Class Ship Propulsion Motors for US Navy by AMSC by Swarn S. Kalsi, 2019 (50 slides).

185 Information Source: Long Island HTS Power Cable, Department of Energy, 2008 (2 pages). In addition to Nexans, the cryogenic
system was supplied by Air Liquide.
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Superconductivity could also be used to create processors operating at low temperatures and capable
of operating up to 700 GHz, much faster than current server processors running at a peak 4 to 5
GHZz. An MIT team announced in July 2019 a proposal for a technique to create spiking neurons
with superconducting Josephson effect circuits using nanowires®’.

This is still a research field with very few industry applications at this point. We’ll investigate this
field in a specific section on unconventional computing. Superconducting electronics could be very
useful to create and analyze the microwaves used in superconducting and electron spin qubits.

Superfluidity

Superfluidity is yet another quantum physics phe-
nomenon to cover here. It occurs only with super-
fluid helium which, at ambient pressure, never
freezes, no matter how low the temperature can be.

Fluid

Superfluid liquid has zero viscosity and flows with-

out any loss of kinetic energy. When poured into a s
recipient, it tends to rise up by capillary action on its 0 1 2 3 4 5 ‘
rim and flow out of it. It can even pass through very Temperature [K]

fine capillaries. Figure 104: superfluidity. Source: Wikipedia.

Helium was first liquefied in 1908 at 4.2K by Heike Kamerlingh Onnes, the discoverer of supercon-
ductivity in 1911. Its superfluidity was highlighted independently in 1938 by Pyotr Kapitsa (1894-
1984, USSR), John Frank Allen (1908-2001, USA) and Don Misener (1911-1996, USA )88,

Figure 105: visualization of the superfluidity phenomenon. Source: Helium 4 (14 slides).

There are two isotopes of helium: *He with a single neutron, which is the least abundant in nature,
and *He, with two neutrons, the most common. The latter is a boson, with an integer spin, giving it
different properties from helium 3, which is a fermion with a half-integer spin. At low temperature,
“He behaves like Bose-Einstein condensates since being bosons. *He behaves differently, being fer-
mions, and assemble in pairs similar to electron Cooper pairs. It becomes superfluid at lower temper-
atures than “He, at around 1 mK in the absence of a magnetic field (see the phase diagram in Figure
104), vs. 2.17K for *He.

186 See Superconductor ICs: the 100-GHz second generation by Darren Brock, Elie Track and John Rowell of Hypres, 2000 (7 pages).

187 See A Power Efficient Artificial Neuron Using Superconducting Nanowires by Emily Toomey, Ken Segall et Karl Berggren, 2019
(17 pages).

188 See Viscosity of Liquid Helium below theA-Point, Pyotr Kapitsa, Nature (1938) and Flow of liquid helium II, Joan F. Allen, Don
Misener, 1938 (1 page). Pyotr Kapitsa was awarded the Nobel Prize in 1978 for his work in the field of low temperatures.
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Its superfluidity was only discovered in 19738, The different properties of *He and “He are used to
operate the dilution cryogenics systems that equip many quantum computers whose operating tem-
perature is between 10mK and 1K. We will study this in detail in this book, starting page 465.

Industrial demand for helium is spread across many industries: medical imaging for MRI systems
magnets cooling, then microelectronics industries.
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Figure 106: Sources: left diagram: Wikimedia, right diagram: Edison Investment Research, February 2019,
referring to Kornbluth Helium Consulting.

Bose-Einstein Condensates

Bose-Einstein condensates are extremely low-density gases of bosons cooled down to very low tem-
peratures, at the lowest energy level we can set matter in, below solid state. “He is the most famous
element that was experimented in this matter state.

plasma
gas
liquid %
quantum fluid : ‘.:,'f,‘)\&
solid /\ !
superfluid polariton
supersolid a very low-density gas at low
superconductor densities is cooled to

source: NIST

quantum gas (BEC) e——— temperaturesvery close to OK. a
large fraction of bosons occupy
the same lowest quantum state.

Bose-Einstein condensation at 400, 200 and 50 nK
prediction: Satyendra Bose and Albert Einstein, 1924

=> superconductivity, ferromagnetism, antiferromagnetism and BECs

are parts of the condensed matter physics field. discovery: Karl Weiman, Wolfgang Ketterle

=> BECs laid the groundwork for cold atoms research, quantum sensing and Eric Cornell, 1995

and quantum computing using it.

Figure 107: Bose-Einstein condensates positioned within the various states of matter.

It took a while between the work of Bose and Einstein in 1924 and the experimental discovery of
BECs in 1995 by Carl Wieman, Wolfgang Ketterle and Eric Cornell with rubidium 87 at 170 nK.
It was cooled with laser-based Doppler effect and magnetic evaporating technique.

189 David Morris Lee (1931), Douglas Dean Osheroff (1945) and Robert Coleman Richardson (1937-2013) were awarded the Nobel
Prize in Physics in 1996 for their discovery of helium-3 superfluidity.
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BECs play an important role in quantum technologies. They led to the control of individual atoms
that are used in quantum simulators and in quantum gravimeters. Together with superfluids and su-
persolids, BECs belong to the field of quantum hydrodynamics.

Supersolids

Supersolidity is another weird quantum state of matter showing up at ultracold temperatures, when
atoms behave as a crystal and as a superfluid at the same time. This is made possible with crystal
lattice with holes (like in an NV center).

The vacancies behave quantumly as bosons and can switch position in a quantum manner like a Bose
Einstein Condensate. It’s a vacancies quantum tunnelling phenomenon.

This state of matter was predicted in 1969'%° and it was first demonstrated, although debated for a
long time, in 2004 with “He at a pressure of about 60 bar and below 170 mK*%!. The related funda-
mental research is going on in various places in the world like in the USA, Innsbruck!®, Pisa!®,
Stuttgart, Warsaw, Geneva, and Paris. It is now possible to create supersolids with ultracold dipolar
quantum gases of highly magnetic lanthanide atoms like erbium and dysprosium. The supersolidity
effect can be controlled by a magnetic field.

There are no known practical applications of this phenomenon to date although it could lead to new
forms of quantum simulation systems like the ones using cold atoms.

Polaritons

Polaritons is a field of quantum physics that is rarely mentioned in the context of quantum technolo-
gies. It mostly belongs to fundamental research but could be of interest in various fields such as
quantum computing and quantum sensing.

Polaritons are quantum quasi-particles in the domain of strong coupling between light and matter.
They result from the coupling between photons and an electrical polarization wave.

These waves occur in particular in plasmons (oscillations of free electrons in metals), phonons (0s-
cillations of atoms, especially in crystal structures) and excitons (pairs of electron holes generated by
photons in semiconductors'®). The materials can be atoms gas, massive classical semiconductors,
thin films inserted in optical cavities or superconducting Josephson junctions.

Excitation photons have a wavelength corresponding to the resonance frequency of the associated
medium, often in the visible light or infrared ranges. Polaritons have mixed properties of photons
dressed by electronic excitations.

They behave like bosons (having an integer spin) that can occupy the same quantum state and operate
in groups, such as superconducting currents forms with paired electrons named Cooper pairs or Bose-
Einstein condensates (BEC).

190 By David J. Thouless (1934-2019, British, 2016 Nobel prize in physics) and, independently, by Alexander Andreev (1939, Russian)
and Ilya Mikhailovich Lifshitz (1917-1982, Russian). See The flow of a dense superfluid by David J. Thouless, 1969 (25 pages) and
Quantum theory of defects in crystals by Alexander Andreev and Ilya Mikhailovich Lifshitz, 1969 (7 pages).

191 See Probable observation of a supersolid helium phase by E Kim and M H W Chan, 2004, The enigma of supersolidity by Sébastien
Balibar, Nature, 2010 (7 pages) and the review paper Saga of Superfluid Solids by Vyacheslav 1. Yukalov, 2020 (26 pages).

192 Research in Austria is led by Francesca Ferlaino from the University of Innsbruck, IQOQI.

193 See The supersolid phase of matter by Giovanni Modugno, 2020 (37 slides).

194 The name of polariton was created by Joseph John Hopfield (1933, American) in 1958 and at that time concerned polariton excitons.
See Theory of the Contribution of Excitons to the Complex Dielectric Constant of Crystals by Joseph John Hopfield, 1958 (14 pages).
Hopfield is also known in the field of neural networks in Al with his "Hopfield networks".
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Figure 108: various forms of polaritons. Source: Polaritons in van der Waals materials by D. N. Basov et al, 2016 (9 pages) which
makes a good inventory of different types of polaritons and their fields of application.

Depending on the interaction scale, polaritons operate in a semiclassical or quantum regime. In the
first case, the electromagnetic field interacts with a macroscopic polarization field. The polariton field
then has the properties of a classical field but its elementary quantum is the result of a dipole-photon
"wrapping" that can only be described by quantum mechanics. In the second case, the electromagnetic
field interacts with a single polarization field quantum that has been isolated in one way or another,
such as a superconducting qubit or an exciton in a quantum box. We are then in the quantum regime
of strong coupling, known as the "Jaynes-Cummings Hamiltonian", where the energy levels are dis-
crete and each level correlate to a given number of excitation quanta in the system. Cavity-excited
polaritons are generally in the first regime.

In polaritons, semiconductor matter receives photons that excite it. It then emits photons to get out of
its excited state, all of this in a very fast iterative cycle, the photons circulating in a closed circuit in
the cavity. In practice, electromagnetic and polarization fields co-propagate in the medium in an iden-
tical way, notably in polarization and frequency, and with a fixed phase relation (without phase shift
or with a 180° phase shift, i.e., m). Polaritons are particularly interesting for generating strong nonlin-
earities which are searched in photonics'®>.

Thanks to the degenerate states in which polaritons can be prepared and to the fact that they interact
with each other, polaritons constitute an out-of-equilibrium quantum fluid called "light quantum
fluid", often abusively referred to as "liquid light". Polaritons can thus generate surface waves and
propagation phenomena typical of quantum fluids such as superfluids. Polaritons also interact with
each other, which is not the case for photons in vacuum!® . We can experimentally control the spatial
distribution of the density, phase and velocity of these fluids of light®’.

195 See also this very dense review paper Quantum Fluids of Light by Iacopo Carusotto and Cristiano Ciuti, 2013 (68 pages).

19 See the pedagogical presentation Swimming in a sea of light: the adventure of photon hydrodynamics by Iacopo Carusotto, 2010
(28 slides). Presentation realized with the help of, among others, Elisabeth Giacobino and Alberto Bramati from CNRS. See also the
very well-illustrated presentation Quantum fluids of light by Jacqueline Bloch, February 2020 (58 slides).

197 Source: description of the ANR project: Quantum Light Fluids - QFL launched in 2016.
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There are many variants of polaritons which depend on the nature of the electronic excitation of the
matter:

Phonon-polaritons resulting from the coupling between an infrared photon and an optical pho-
non caused by the mechanical oscillation of two adjacent ions of opposite charge in a crystalline
structure. This oscillation produces an oscillating electric dipole moment. This phenomenon was
discovered by Kirill Tolpygo (1916-1994, Russian) in 1950 and, independently, by Kun Huang
(1919-2005, Chinese) in 1951. One application of phonon polaritons are thermal emitted and im-
agers'%,

Exciton-polaritons result from the coupling
of a photon with an exciton in a semiconduc-
tor cavity. An exciton is a quasi-particle con-
sisting of an electron-hole pair connected by
Coulomb forces, generated by excitation pho-
tons. The notion of exciton was created by
Yakov Frenkel (1894-1952, Russian) in
1931. Like all types of polaritons, these have
two energy bands: the high and low polariton.
It is a general property of the strong coupling
regime between electric dipole and electro-
magnetic field. Here, the level is high when
the photon and the semiconductor are excited

electron

-

photon / \

electric field hole

and in phas e, and low when they are in oppo- Figure 109: exciton—polaritor?. Sogrce: Po/ari‘ton: The Krizhanovskii
. 199 Group. University of Sheffield.
site phase™*".

Researchers are trying to create transistors using polariton-exciton as well as on single quantum
200
control“™.

Surface plasmon polaritons (SPP) result from coupling surface plasmons and photons. A plas-
mon is a quantized oscillation of high-density electron gases. A surface plasmon is a coherent
electron oscillation occurring at the interface between two different materials, often a metal and a
dielectric or between metal and air. A surface plasmon polariton is an oscillation caused by an
incident photon.
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Figure 110: surface-plasmon polariton phenomenon. Source: Wikipedia.

198 See Surface phonon polaritons for infrared optoelectronics by Christopher R. Gubbin et al, January 2022 (23 pages).

199 Source of illustration: Low Dimensional Structures & Devices Group. University of Sheffield, mentioned here.

200 The "polariton blockade" mechanism allows in principle to manipulate excitonic cavity polaritons at the single quantum scale. See
Towards polariton blockade of confined exciton-polaritons by Aymeric Delteil, 2019 (4 pages).
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SPPs are used in optical quantum sensors for temperature and for the detection of the concentra-
tion of different components by refractivity and then spectroscopy, especially in medtechs (detec-
tion of various organic molecules and of interactions between proteins), biological analyses (tox-
ins, drugs, additives) or for the detection of gases?®'.

SPRs (Surface Plasmon Resonance Plasma) can be much more powerful than near-infrared spec-
troscopy sensors such as those from Scio?%? . They measure the polarized light reflected from a
laser diode in terms of intensity, angle, wavelength, phase and polarization.

a) s . Analyte Molecule b)
SPR Imaging

U Probe Molecule
Gold-Coated Chip

White Light

Processed Image Showing
Analyte Binding

Figure 111: surface plasmon resonance plasma. Source: Surface Plasmon Resonance (SPR) by Lifeasible.

As in many biological analysis systems, it is possible to create 2D matrices (microarrays) inte-
grating many detection molecules and to detect a lot of components in the sample to be analyzed?®.

SPRs are commonly marketed by companies such as Cytiva (USA), Carterra (USA), Horiba
(Japan)?*4, IBIS Technologies (Netherlands), Lifeasible (USA), Polaritons Technologies (Swit-
zerland) and XanTec (Germany).

e Cavity polaritons are a variant of the polariton excitons where the photon is trapped in a micro-
cavity, and the exciton is confined in a quantum well. They are made of I1I-V semiconductors like
indium, arsenic and gallium.

Photons trapping is often performed using two Bragg mirrors facing each other to create an optical
cavity using layers of dielectrics to reflect light very efficiently and of all wavelengths. These
mirrors are fabricated from molecular beam epitaxy allowing coherent crystal growth on a gallium
arsenide (GaAs) crystal substrate. The result is monocrystalline and can contain more than a hun-
dred layers of different alloys, with thicknesses ranging from 5 nm to 50 nm, controlled to the

201 The general principle of this instrument is to use a laser diode to illuminate a gold surface at an angle (via a mechanically controllable
angle) and to capture the reflected beam with a detector. The gold surface is coated with a specific molecule ("biorecognition element"
in the diagram) that tends to associate itself with a molecule that we want to detect (in the liquid phase "flow of analyte"). The molecules
detected can be peptides, polypeptides, proteins, enzymes, vitamins, DNA or RNA sequences, or antibodies (in particular for cancers
diagnosis). The association modifies the reflectivity of gold and allows the detection of the target molecule.

202 See Recent advances in Surface Plasmon Resonance for bio sensing applications and future prospects by Biplob Mondal and Shuwen
Zeng, August 2020 (31 pages). The second author is from the Limoges XLIM laboratory in France.

203 See Surface Enzyme Chemistries for Ultra sensitive Microarray Biosensing with SPR Imaging by Jennifer B. Fasoli et al, 2015 (10
pages) where the associated illustration comes from.

204 Horiba’s European research center is located in Palaiseau next to the C2N of the CNRS, Télécom Paris, Thales and the Institut
d'Optique. Horiba is specialized in spectrometers and various other optical instruments like near-IR photoluminescence characterization
of InGaAs/GaAs quantum dots. They acquired Yvon Jobin, a French optical instruments manufacturer in 1997.
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nearest atomic monolayer?®®. These microcavity polaritons were discovered in 1992 by Claude
Weisbuch (France)?%.

e Intersubband-polaritons result from the coupling of an infrared or terahertz photon with an in-
tersubband excitation. They can be used to create infrared detectors.

e And then Bragg-polaritons (Braggoritons), plexcitons (plasmons + excitons), magnon polari-
tons (magnon, spin waves in ferromagnetic materials + photons) and similaritons (amplified
photons in optical fibers).

In short, all these "*-ons" are the result of the interaction between photons and different forms of
matter, noticeably electrons. What does this have to do with quantum computing? Polaritons are used
in various optical devices related to photon qubits, including photon transport and single photon de-
tectors.

They could eventually allow the creation of photon qubits that can interact with each other. This is
what emerged from an MIT and Harvard publication by Vladan Vuleti¢ and Mikhail Lukin in 2018
which demonstrated the interaction of three photons in an atom placed in a Rydberg state, constituting
a "Rydberg polariton"?”. Another research project in Singapore uses polariton excitons to create pho-
ton qubits with the particularity of being able to operate at room temperature, using single-qubit gates

and VSWAP two-qubits gates?°®.

Microcavities polaritons can be used to create quantum simulators”?. They are implanted in I1I-V
semiconductor structures as 2D arrays. One field of application is the simulation of gravitational
structures such as a Hawking radiation on the horizon of a black hole. And why not, to simulate the
operation of a dilution refrigerator associating helium 3 and 4 at very low temperature.

Polaritons are also the field of topological behaviors of matter and are perhaps an alternative way to
the Majorana fermions to create error corrected qubits. These are longer term pathways than the qubit
technologies studied in this book, but worthy of interest.

Other applications, already mentioned, target the very diverse field of quantum sensing, including
optomechanical systems?*°.

In France, polaritons are the specialty of Cristiano Ciuti (UPC MPQ), Elisabeth Giacobino (CNRS
LKB), Jacqueline Bloch (CNRS C2N?'!) Alberto Bramati (ENS LKB), Alberto Amo (PhLAM
CNRS Lille), Le Si Dang and Maxime Richard (CNRS Institut Néel Grenoble).

205 See Cavity polaritons for new photonic devices by Esther Wertz, Jacqueline Bloch, Pascale Senellart et al, 2010 (12
pages).

206 See Observation of the coupled exciton-photon mode splitting in a semiconductor quantum microcavity by Claude Weisbuch et al,
1992 (4 pages).

207 See Physicists create new form of light by Jennifer Chu, 2018 referencing Observation of three-photon bound states in a quantum
non linear medium by Qi-Yu Liang et al, 2018 (5 pages).

208 We will define this type of quantum gate in a dedicated section of this book. See Quantum computing with exciton- polariton
condensates by Sanjib Ghosh and Timothy C. H. Liew, October 2019 (6 pages). Tim Liew is a researcher at the joint MajuLab laboratory
between CNRS and the National University of Singapore.

209 See Microcavity Polaritons for Quantum simulation by Thomas Boulier, Alberto Bramati, Elisabeth Giacobino, Jacqueline Bloch et
al, May 2020 (21 pages) as well as Polaritonic XY-Ising machine by Kirill P. Kalinin, Alberto Amo, Jacqueline Bloch and Natalia G.
Berloff, 2020 (12 pages).

210 See Enhanced Cavity Optomechanics with Quantum-well Exciton Polaritons by Nicola Carlon Zambon, Zakari Denis, Romain De
Oliveira, Sylvain Ravets, Cristiano Ciuti, Ivan Favero and Jacqueline Bloch, February-September 2022 (22 pages).

211 The clean room of the C2N in Palaiseau, France, allows the prototyping of a whole bunch of nanostructures. The semiconductors
used to manage polaritons are moreover manufactured with techniques similar to the single photon sources of Pascale Senellart's team,
also from the C2N, and the associated startup, Quandela.
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https://news.mit.edu/2018/physicists-create-new-form-light-0215
https://science.sciencemag.org/content/359/6377/783/tab-pdf
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https://www.nature.com/articles/s41534-020-0244-x
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https://arxiv.org/abs/2202.12094

Magnons

Quantum matter also includes magnons, a category of quasi-particles that take the form of quantized
spin waves in magnetic materials, usually crystalline lattices. Magnons were conceptualized by Felix
Bloch in 1930 and experimentally detected in 1957 by Bertram Brockhouse (1918-2003, Canadian).
These objects which behave as bosons could be used in quantum information systems.

Current physics experiments are done at the control low-level like with controlling these magnons
with microwaves?'? or measured with superconducting qubits?*®. Magnons can also be used at low
temperature to create some topological materials?'* and even for some species of SiC-based spin qubit
control?®®,

Skyrmions

Order is not restricted to the periodic atomic array of a crystal and can also be associated with mag-
netic order in a solid where spins align parallel to each other in ferromagnets and antiparallel in anti-
ferromagnets. More complex magnetic nanostructures are skyrmions that form mesoscopic magnetic
vortex with particle-like properties?*6.

Then, how do you distinguish between magnons and skyrmions which are both magnetic quasiparti-
cles? Magnons are quantized dynamic magnetic excitations that travel through magnetic materials
while skyrmions are static.

The skyrmion naming comes from
Tony Hilton Royle Skyrme (1922-
1987) who in 1961 formulated a nonlin-
ear field theory of massless pions in
which particles can be represented by
topological solitons. Skyrmions exist-
ence in magnetic materials was pre-
dicted in 1989 by Bogdanov et al?!’. In
2008, Sebastian Miihlbauer discov-

ered SkyI'IniOIlS in MnSi crystals at the Figure 112:visualizing a skyrmion. Source: Real-space observation of a two-
Munich reactor using neutr0n3218 dimensional skyrmion crystal by X. Z. Yu et al, 2010, Nature (5 pages).

Then, Japanese and Korean researchers implement real-space imaging of a two-dimensional hexago-
nally arranged skyrmion lattices spaced by 90 nm in a thin film of Feo.5Co0.5S1 and exposed to a
magnetic field of 50-70mT, using Lorentz transmission electron microscopy?'°. This helicoidal struc-
ture can also be 3D and create superposition of various magnetic skyrmion states.

212 See Floquet Cavity Electromagnonics by Jing Xu et al, Argonne Lab and University of Chicago, October 2020 (9 pages).

213 See Dissipation-Based Quantum Sensing of Magnons with a Superconducting Qubit by S.P. Wolsk et al, University of Tokyo,
September 2020 (6 pages).

214 See Topological Magnons: A Review by Paul McClarty, 2021 (21 pages).

215 See Nonlinear magnon control of atomic spin defects in scalable quantum devices by Mauricio Bejarano et al, August 2022 (17
pages).

218 T found these insights on skyrmions in the presentation Introduction to Contemporary Quantum Matter Physics Lecture 11: Skyrmi-
ons I by Marc Janoschek and Johan Chang, 2021 (26 slides) and Part II (24 slides). See also the review paper The 2020 skyrmionics
roadmap by C Back et al, 2020 (38 pages).

217 See Thermodynamically stable "vortices" in magnetically ordered crystals. The mixed state of magnets by A. N. Bogdanov and D.
A. Yablonskii, 1989 (3 pages).

218 See Skyrmion Lattice in a Chiral Magnet by S. Miihlbauer et al, Science, 2009 (44 pages) which also mentions hedgehogs or
instantons, composed of two merons. An endless story. These skyrmions are observed at a critical temperature of 29.5K. And Instantons:
thick-wall approximation by V. F. Mukhanov and A.S. Sorin, June 2022 (12 pages).

219 See Real-space observation of a two-dimensional skyrmion crystal by X. Z. Yu et al, 2010, Nature (5 pages).
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This could lead to the creation of new ultra-high-density memories®?° particularly with the room-
temperature Néel skyrmions that can be made with thin-film systems??!, to in-memory processing
architectures???, to create QRNGs??3, in low-power spintronic applications??* and in a new breed of
qubits with skyrmions in magnetic nano disks bounded by electrical contacts, where static electric
and magnetic fields control the skyrmions quantized energy levels corresponding to their helicity.
You may probably then need to find a way to entangle them??®!

Topological matter

The very concept of topological quantum states leading to topological matter was discovered with a
specific insulating phenomenon that can be explained by the quantum Hall effect, with electrons
moving through a strong magnetic field and accumulating in some parts of the material depending on
its shape. This electron conductivity is quantized, as discovered in 1980 by Klaus von Klitzing (Ger-
many) who was awarded the Nobel Prize in Physics in 1985. This “integer” quantum Hall effect was
later completed by the discovery of the fractional quantum Hall effect by Tsui et al. in 1982 in two-
dimensional electron systems in semiconductor devices, followed by the theoretical discovery of the
entangled gapped quantum spin-liquid state of integer-spin “quantum spin chains” by Frederick
Duncan and Michael Haldane in 1981, who was awarded the Nobel prize in physics in 2016 along
with David J. Thouless and J. Michael Kosterlitz?°,

In 2005, Eugene Mele and Charles Kane predicted that topological insulation could happen in gra-
phene sheet submitted to strong spin-orbit coupling creating the quantum Hall effect without any
applied magnetic field??’. This phenomenon is named the “quantum spin Hall effect” and relates to
the Kane-Mele invariant??®, It was demonstrated to occur in wafers of mercury telluride. It was ex-
perimented by Shou-Cheng Zhang et al from Stanford University in 20072%°. The same year, the first

3D topological insulator was discovered by Zahid Hasan from Princeton®°.

220 See for example Skyrmion-Electronics: Writing, Deleting, Reading and Processing Magnetic Skyrmions Toward Spintronic Appli-
cations by Xichao Zhang et al, 2019 (80 pages).

221 See Mobile Néel skyrmions at room temperature: status and future by Wanjun Jiang et al, 2016 (15 pages) and Observation of
Robust Néel Skyrmions in Metallic PtMnGa by Abhay K. Srivastava et al, Advanced Materials, December 2019 (5 pages).

222 See Skyrmion Logic-In-Memory Architecture for Maximum/Minimum Search by Luca Gnoli et al, January 2021 (15 pages) and

Robust and programmable logic-in-memory devices exploiting skyrmion confinement and channeling using local energy barriers by
Naveen Sisodia et al, May 2022, UGA, CNRS and CEA (11 pages).

223 See Single skyrmion true random number generator using local dynamics and interaction between skyrmions by Kang Wang et al,
Nature Communications, 2022 (8 pages).

224 See The skyrmion switch: turning magnetic skyrmion bubbles on and off with an electric field by Marine Schott et al, CNRS Institut
Néel, UGA and CEA IRIG, 2016 (31 pages).

225 See Skyrmion qubits: A new class of quantum logic elements based on nanoscale magnetization by Christina Psaroudaki and Chris-
tos Panagopoulos, Caltech and NTU Singapore, PRL, August 2021 (11 pages) and also Universal quantum computation based on

nanoscale skyrmion helicity qubits in frustrated magnets by Jing Xia et al, April 2022 (7 pages).
226 See Topological Quantum Matter by F. Duncan M. Haldane, Nobel Lecture, December 2016 (23 pages).

227 See Quantum spin Hall effect in graphene by Charles Kane and Eugene Mele, University of Pennsylvania, 2005 (4 pages).

228 See Topological Insulators and the Kane-Mele Invariant: Obstruction and Localisation Theory by Severin Bunk and Richard J.
Szabo, 2019 (81 pages) and Quantum spin Hall effect: a brief introduction (34 slides).

229 See Quantum Spin Hall Insulator State in HgTe Quantum Wells by Markus Koenig, Shou-Cheng Zhang et al, October 2007 (16
pages).

230 See A topological Dirac insulator in a quantum spin Hall phase (experimental realization of a 3D Topological Insulator) by D. Hsieh,
Zahid Hasan et al, Princeton University, 2009 (12 pages).
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Since then, over 20 topological insulators materials were discovered and there are probably hundreds
of them?. A French American research team devised in 2020 a machine learning model to detect
such topological insulators out of an initial database of 4009 candidates?®?. Again, spintronics are a
potential use case of topological insulators to create power-saving electronics where the on/off of a
bit would be an electron spin instead of the on/off path of an electron stream.

In topology, an invariant can be described by a single winding number which describes the type of
structure with its domain walls, vortices and vector order. It related to the Chern number. This num-
ber changes over quantum phase transitions. These are other various physics concepts to consider,
way beyond what I can do at this point in my quantum journey?3,

It is interesting to note that some materials can showcase 3D topological behavior at ambient temper-
ature, like bismuth-selenide (Bi2Ses). It is a semiconductor and a thermoelectric material that has a
topological insulator ground-state. It could be used in targeted cancer treatments and X-ray to mam-
mography?**. You can also potentially build magnetic monopoles quasiparticles, breaking the con-
vention that magnetism always shows up with dipoles®*®.

Light dark matter detection
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Topological active matter Electronic properties and chiral
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Graphene Topological matter
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Non-linear optics
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states Neuromorphic architectures

Models and classification

Amorphous topological states
Experimental signatures

Figure 113: a classification of topological matter. Source: Research Lines - Theory of Topological Matter by Adolfo Grushin, CNRS.

Like me, you’re certainly willing to “visualize” the different types of topological materials identified.
I found this nice and highly detailed table showing their great diversity in a review paper, below in
Figure 114.

Topological matter can have several applications related to light-matter interactions in the Terahertz
regime. It can help create waveguides, optical isolators and diodes who are more resistant to their
environment perturbations in the recent field of topological photonics which is related to polari-
tons?%,

231 See Topological phases of amorphous matter by Adolfo G. Grushin, January 2021 (45 pages) which describes the physics of topo-
logical phases and Introduction to topological Phases in Condensed Matter by Adolfo G. Grushin (28 pages) which provides some
background information on the way to classify topological matter.

232 See Detection of Topological Materials with Machine Learning by Nikolas Claussen et al, ENS Paris, Princeton, June 2020 (15
pages).
233 See Topological Materials : Some Basic Concepts by Ion Garate, 2016 (35 slides), Core Concept: Topological insulators promise

computing advances, insights into matter itself by Stephen Ornes, 2016 and Topological phases by Nicholas Read, Physics Today,
2012 (6 pages).

234 See Topological insulator bismuth selenide as a theranostic platform for simultaneous cancer imaging and therapy by Juan Li and
al, 2013 (7 pages).

235 See Emergent magnetic monopoles isolated using quantum-annealing computer by Los Alamos National Laboratory, Physorg, July
2021, which refers to Qubit spin ice by Andrew D. King, Science, July 2021 (18 pages) which simulates a new topological material
with a D-Wave quantum annealer.

236 See Roadmap on Topological Photonics by Hannah Price et al, Journal of Physics, 2022 (63 pages), the well illustrated presentation
Introduction to Topological Photonics by Mikael C. Rechtsman, Penn State, AMOLF Nanophotonics Summer School, June 2019 (42
slides), Topological photonic crystals: a review by Hongfei Wang et al, 2020 (23 pages) and Topological photonic crystals: physics,
designs and applications by Guo-Jing Tang et al, January 2022 (60 pages).
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Figure 114: a table with a classification of various topological materials in 2D and 3D, and indicating time reversal and operating
temperature. Source: Topological Quantum Matter to Topological Phase Conversion: Fundamentals, Materials, Physical Systems
for Phase Conversions, and Device Applications by Md Mobarak Hossain Polash et al, February 2021 (83 pages).

We even have topological lasers®®’, which can for example consolidate multiple sources in a coherent
way, leading to even more powerful lasers, using a topological insulator vertical-cavity surface-emit-
ting array (VCSEL)%3%,

Then of course, one key application of topological matter is topological qubits, often associated with
Majorana fermions sought after by Microsoft. But topological qubits are way more diverse with many

competing definitions and architectures. For example, you also can count with Fibonacci anyons?*°.

Time crystals

Time crystals is a beast we hear a lot about since mid-2021, when Google announced it had created
such thing in its Sycamore processor?*’. It shed some light on this weird phenomenon that was devised
in a 2012 paper by Frank Wilczek from the MIT (and 2004 Nobel prize in physics) and by another
paper by him and Alfred Shapere from the University of Kentucky?*.

237 See Topological lasing, PALAM Laboratory, Lille France.

238 See Topological-cavity surface-emitting laser by Lechen Yang et al, Nature Photonics, 2021 (6 pages) and Topological insulator
vertical-cavity laser array by Alex Dikopoltsev et al, Science, 2021 (5 pages).

239 See Fibonacci Anyons Versus Majorana Fermions: A Monte Carlo Approach to the Compilation of Braid Circuits in SU(2)x Anyon
Models by Emil Génetay Johansen and Tapio Simula, 2021 (23 pages).

240 See Eternal Change for No Energy: A Time Crystal Finally Made Real by Natalie Wolchover, July 2021 referring to Observation of
Time-Crystalline Eigenstate Order on a Quantum Processor by Xiao Mi et al, Google, July 2021 (24 pages) and Realizing topologically
ordered states on a quantum processor by K. J. Satzinger et al, Google A, April 2021 (6 pages).

241 See Quantum Time Crystals by Frank Wilczek, MIT, 2012 (6 pages) and Classical Time Crystals by Alfred Shapere and Frank
Wilczek, PRL, 2012 (5 pages).
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This thing is somewhat linked to the history of the search for a perpetuum mobility, an isolated object
supposed to keep in motion indefinitely. It was dismissed by the French Academy of Science in 1775
due to the limits of friction and, later, to the second law of thermodynamics?*2.

In classical crystals, the atoms are periodically arranged in space structured according to one of the
230 structured already described. In time crystals, these atoms are periodically arranged in both space
and time. It simply means that their structure is in a permanent oscillating mode with a given period,
for so-called discrete time crystals?*,

But the scientific description of the phenomenon is the less explicit “spontaneous time symmetry
breaking”. Then, you quickly lose grounds with common wisdom?*.

Time crystals do not lose energy to the environment. ¢ = 0, 035 277J t,AWt,)=0.07
They are the stage of motion without energy. It is a " ‘
e i?;;

type or phase of non-equilibrium matter. But they 10

are still initially driven, sometimes even out of their
equilibrium level. Some real time crystals were first
observed in lab experiments, starting in 2017 with
some constantly rotating ring of charged ions spin
(which by the way, shows some signal damping, in 1
Figure 115)?*°. It can also happen with some contin- it .m;
uous change of spin for some particles, when the : : ‘ : :
h ods i to 100 ti 1 than th 0 20 40 60 80 100
change periods is up to imes longer than the hmeT_
SyStem drive ‘pCI'IOd. It was teSteq in 2021 by a Figure 115: time crystal oscillations over time. Source:
QuTech team in The Netherlands using controllable Observation of a Discrete Time Crystal by J. Zhang, Christopher
B3C nuclear spins in diamond structures246. Monroe et al, September 2016 (9 pages).
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So why all this fuss around time crystals and how could they become useful? Some think they may
be useful to create some form of quantum memory.

Things get complicated when you learn that time crystals have also been experimented with super-
conducting qubits like with the Google 2021 experiments and other subsequent ones with a continu-
ous line of 57 qubits in a 65 qubits IBM QPU?*’. How could a series of connected superconducting
qubits become a “crystal” per se?

They may behave as a continuously oscillating system but are not a single crystal since they are a
complex assembly of Josephson junctions, capacitances, resonators and microwave drives mixing
various elements (aluminum, aluminum-oxide, niobium, titanium...).

Quantum batteries

Quantum matter research is leading some labs to investigate the possibility of creating innovative
batteries for energy storage relying on some quantum phenomenon including entanglement.

242 See A Decade of Time Crystals: Quo Vadis? by Peter Hannaford and Krzysztof Sacha, April 2022 (8 pages) and A Brief History of
Time Crystals by Vedika Khemani et al, Harvard, October 2019 (79 pages).

243 There are also continuous time crystals that were observed first in 2022 in Germany. See Observation of a continuous time crystal
by Phatthamon Kongkhambut et al, February-August 2022 (13 pages).

244 There’s even an acronym for this, TTSB which means time translation symmetry breaking.

245 See Observation of a Discrete Time Crystal by J. Zhang, Christopher Monroe et al, September 2016 (9 pages).

246 See Many-body—localized discrete time crystal with a programmable spin-based quantum simulator by J. Randall et al, Qutech,
Science, November 2021 (7 pages).

247 See Realization of a discrete time crystal on 57 qubits of a quantum computer by Philipp Frey and Stephan Rachel, January 2022
(12 pages).
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Work in this field started around 2012 with some fundamental research by Robert Alicki and Mark
Fannes from Poland and Belgium on how much work could be stored and extracted from quantum
batteries®*®. Quantum batteries could store energy in high energy states of quantum objects and ex-
tracted efficiently. Some of these batteries rely on various quantum principles, some of them being
not far from classical quantum photonics. This is a different field than classical batteries whose design
could be improved with using quantum computers, as covered page 703 in this book.

All the papers I’ve found in that field are very theoretical and quite far from practical batteries. The
main benefit of these quantum batteries seems to be fast charging, with the caveat of fast discharging,
which is quite inconvenient?*®. I have not found yet any quantum battery that would improve energy
density in a real documented manner with a full-stack product packaging, one of the main showstop-
pers for various use cases like for long distance electric vehicles or aerial vehicles. So, you’re far

from buying your next Tesla equipped with a 1000-mile range quantum battery®*.

So, what do we have in-store here? Mainly scientific work with very low TRLs.

Scientists from Australia and Italy are working on an organic battery with fast charging using a
process called superextensive scaling of absorption, meaning that the larger the system is, the faster
it absorbs energy?®L. It’s based on of a thin active layer of a low-mass molecular semiconductor named
LFO (Lumogen F-orange) that is dispersed into a polymer matrix that is sandwiched between two
dielectrics made of 8 and 10 pairs of Brag mirrors, creating a microcavity. The battery cell is then
controlled by a laser in the 500 nm red-light range, a noncollinear optical parametric amplifier, beam
splitters and delay lines and a detector. In a word, we could say it’s a “light” battery, absorbing energy
as light, and rendering it as light, in a different wavelength. Like in many other papers of this kind,
it’s quite difficult to infer the practicality of these quantum batteries.

If researchers are not overselling it, the news media are doing it, touting “batteries with one million
miles autonomy
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Figure 116: source: Superabsorption in an organic microcavity: Toward a quantum battery by James Q. Quach et al, Heriot-Watt
University, 2022 (9 pages).

248 See Extractable work from ensembles of quantum batteries. Entanglement helps by Robert Alicki and Mark Fannes, Physical Review
E, November 2012 (4 pages).

249 See Sizing Up the Potential of Quantum Batteries by Sourav Bhattacharjee, Indian Institute of Technology, April 2022.

20 Despite what you can read in Quantum technology could make charging electric cars as fast as pumping gas by Institute for Basic
Science, March 2022 that is linked to Quantum charging advantage cannot be extensive without global operations by J.-Y. Gyhm et al,
PRL, April 2022 (13 pages).

21 See Superabsorption in an organic microcavity: Toward a quantum battery by James Q. Quach et al, Heriot-Watt University, 2022
(9 pages).

252 See How quantum batteries could lead to EVs that go a million miles between charges, The Next Web, June 2022.
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This comes from another paper, authored by Canadian scientists and an engineer from Tesla which
proposes an improved Li-lon battery that could last 1.5 million miles over its lifespan but, of course,
not with a single recharge®>. And it’s even not a quantum battery.

In another approach, other scientists from Australia are looking at ways to store energy in light-in-
duced spin state trapping in spin crossover materials®>*. And a team from Italy and Korea wants to
use micromasers to store energy>>°.

Another paper from a Korean American German Singaporean team describes quantum batteries as
isolated quantum systems undergoing unitary charging protocols (unitary in the mathematical
sense)?*®. With ensembles of such batteries, some collective effects enhance work extraction or boost
the charging power thanks to entanglement between the component quantum batteries. The described
system is based on an Otto engine which can serve as an engine and as a refrigerator.

In another work from US and Japa- Ni®* Ni2+
nese researchers, we are closer to P " p: i 8 >
classical battery designs. It’s about
using lithium-dopped samarium

nickelate, a quantum crystalline A
material with strongly correlated
electron systems?’. °%

* ® sm
Lithium ions are usually the main Figure 117: lithium-dopped samarium nickelate quantum battery. Source: Strongly

Compound of batteries electrolytes_ correlated perovskite lithium ion shuttles by Yifei Sun et al, 2018 (6 pages).

The quantum crystal structure improves the conduction of these ions that could also be sodium ions.
It could enable better electrolytes but another effect of the structure where additional electron modi-
fies the material conductivity could be used in neuromorphic synapses for storing neural networks
connections weights.

Other research work deal with microscopic batteries which don’t seem to be useful for energy stor-
age®®8. They can help better understand the thermodynamics of qubits manipulation and provide in-
novative insights on how to fight decoherence and noise?®°.

Higher TRLs can be found with rather classical batteries that would use topological semi-metallic
porous carbon materials as potential more efficient anodes for Li-lon, sodium-ion and potassium-ion
batteries. Other topological materials could be useful for supercapacitors.

253 See A Wide Range of Testing Results on an Excellent Lithium-Ion Cell Chemistry to be used as Benchmarks for New Battery
Technologies by Jessie E. Harlow, J.R. Dahn et al, 2019 (15 pages).

254 See UQ discovery paves the way for faster computers, longer-lasting batteries, June 2022 referring to Toward High-Temperature
Light-Induced Spin-State Trapping in Spin-Crossover Materials: The Interplay of Collective and Molecular Effects by M. Nadeem,
Jace Cruddas, Gian Ruzzi and Benjamin J. Powell, May 2022 (55 pages). A similar spin-based approach is described in Quantum
advantage in charging cavity and spin batteries by repeated interactions by Raffaele Salvia et al, April 2022 (14 pages).

255 See Micromasers as Quantum Batteries by Vahid Shaghaghi et al, April 2022 (6 pages).

2% See Charging Quantum Batteries via Otto machines: The influence of monitoring by Jeongrak Son et al, May 2022 (16 pages). Hard
to understand what are the characteristics of this kind of battery and how it performs compared to classical Li-ion batteries!

27 See Quantum material is promising 'ion conductor' for research, new technologies by Emil Venere, Physorg, 2018. Pointing to
Strongly correlated perovskite lithium ion shuttles by Yifei Sun et al, 2018 (6 pages).

28 Like with IBM Quantum Platforms: A Quantum Battery Perspective by Giulia Gemme et al, April 2022 (13 pages) which is using
an IBM superconducting processor to store energy in qubits. It’s actually using the Armonk processor which has exactly one qubit. A
similar experiment done in China is described in Optimal charging of a superconducting quantum battery by Chang-Kang Hu et al,
August 2021 (4 pages).

259 1 jke with Coherence-powered work exchanges between a solid-state qubit and light fields by Ilse Maillette De Buy Wenniger, Maria
Maftei, Niccolo Somaschi, Alexia Auffeves, Pascale Senellart et al, April 2022 (17 pages).
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Topological materials could also be useful to create more efficient catalyzers for water electrolysis,

with the production of hydrogen in sight coming from renewable originated electricity?®,

Extreme quantum

Beyond the basics of quantum physics, many other branches of quantum physics deserve to be exam-
ined in this book. They can have various impacts on quantum technologies, noticeably on quantum
sensing. They are also used in cosmology. Finally, they are unfortunately used by many false sciences
and scams that we will discuss in the section dedicated to quantum hoaxes, starting page 1015.

Quantum field theory

Quantum Field Theory (QFT?) is a branch of quantum physics that deals with the physics of ele-
mentary particles in the relativistic realm, including their creation or disappearance during various
interactions, such as electron and positron pairs. These phenomena are generally reproduced in parti-

cle accelerators?2,

QFT also covers the mechanisms of condensed matter such as Bose-Einstein condensates or super-
fluid helium and more generally, the behavior of quasiparticles, complex collective behaviors such as
Cooper's (electron) pairs in superconducting materials.

QFT combines elements of quantum mechanics, special relativity, and classical notions of electro-
magnetic fields. It is based on a mathematical formalism that is even more difficult to assimilate than
the one of non-relativistic quantum physics.

It exploits the notion of Lagrangian and Lagrangian integrals over time describing the evolution of
fields and the interactions between the fields of several particles.

QFT is used to explain or modelize the fine structure of the hydrogen atom (corresponding to close
spectral lines not explainable by classical quantum energy jumps), the existence of particle spin
(which explains these spectral lines), the spontaneous emission of photons by atoms during their re-
turn to their fundamental state and the mechanisms of radioactivity.

The foundations of QFT were created by many scientists starting in 1928: Paul Dirac, Wolfgang
Pauli, Vladimir Fock (1898-1974, Russian), Shin'ichirdo Tomonaga (1906-1979, Japanese), Julian
Schwinger (1918-1994, American), Richard Feynman and Freeman John Dyson (1923-2020,
American?®®). Shin'ichird Tomonaga, Julian Schwinger and Richard Feynman received the 1965 No-
bel Prize in Physics for their work on quantum electrodynamics which is part of QFT.

In the early 1950s, they solved the problem of infinite energy values generated by the initial QFT
models by using an adjustment technique called renormalization.

Physicists are still struggling to integrate the theory of general relativity into the QFT, preventing it
from becoming a "theory of the whole" or unified theory explaining all known physical phenomena
in the Universe.

QFT operates in three main areas:

¢ In the physics of high-energy particles explored in particle accelerators such as the CERN LHC.
It has been supplemented on this point by the standard model that we will see below.

260 See Topological quantum materials for energy conversion and storage by Huixia Luo, Peifeng Yu, Guowei Li and Kai Yan, Nature
Review Physics, July 2022 (14 pages).

261 Later on, we’ll use the QFT acronym with another meaning, Quantum Fourier Transform!

262 See The History of QFT, a Stanford site, which summarizes the history of QFT.

263 It also gave rise to the notion of the Dyson sphere, which dimensions the level of technological control of energy sources by extra-
terrestrial civilizations, with a sphere capturing the totality of a star's energy.
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e In the physics of condensed matter with superconductivity, superfluidity and the quantum Hall
effect. This is the framework of QED (quantum electrodynamics), launched by Paul Dirac in 1928,
which studies in particular the production of positrons and positron/electron interactions (attrac-
tion, annihilation, pair creation, Compton effect). The CQED (cavity QED) sub-branch studies
the relations between matter and photons in optical cavities. It is used by condensed matter phys-
icists working on superconducting qubits.

¢ In cosmology to contribute to modeling the origin and evolution of the Universe as well as certain
mechanisms of interaction between black holes and quantum fields.

Quantum vacuum fluctuation

One of the consequences of QFT is the notion of quantum vacuum fluctuation, also called vacuum
energy. Based on Heisenberg's principle of indeterminacy that quantum fields are in perpetual fluctu-
ation, QFT models zero-point fluctuations or vacuum energy, which is the minimum energy level of
quantum systems.

In this framework, Heisenberg's principle can be considered as a generalized predicate. According to
these models, total vacuum cannot exist. Elementary fluctuations lead to spontaneous electromagnetic
waves creation, given all fields are fluctuating.

One scenario devised by Paul Dirac is the creation of pairs of virtual electron and positron particles,
which rapidly annihilate each other, generating photons in the process. But this is not the only solution
to his equations. It can come from electromagnetic fields moving at the speed of light.

Under the influence of a surrounding electromagnetic field, this leads to a polarization of the vacuum.
The latter even leads to make the vacuum birefringent, its refractive index depending on the polari-
zation of the light that gets through it. The phenomenon is however potentially observable only with
some very intense electromagnetic field.

Theoretical models initially indicated that this vacuum energy would be infinite on the scale of the
Universe. They were then corrected using the renormalization method, already mentioned above.
These elementary vacuum fluctuations would explain the spontaneous emission of radiation by the

electrons in the atoms as well as the spontaneous radioactivity?®*.

The concept of vacuum energy originated with Max Planck in 1911 when he published an article
containing an energy equation for a medium containing a fixed constant, a kind of energy floor for
this medium, without being able to interpret it. It was not until 1916 that the chemist Walther Nernst
(1864-1941, German®®) interpreted this constant as the energy level of the vacuum in the absence of
any radiation. It happens when you cool down a black body to a very low temperature, below a couple
millikelvins (mK).

According to the QFT, the Universe is a vast soup containing constantly fluctuating fields, both fer-
mions (leptons and quarks) and bosons (force fields like gluons mediate the strong force that stick
together the quarks that are the elementary constituents of protons and protons, and photons, and the
cohesion between nucleons is coming from a residual force from strong interactions). This notion of
minimum energy level is a modern version of the notion of ether - a not completely empty void -
which dominated 19th century physics, notably for James Clerk Maxwell. The electromagnetic bath
in which the vacuum is immersed, supplemented by the energy of the vacuum, would give vacuum
some viscosity properties.

264 In addition to these elementary fluctuations, vacuum is constantly traversed, even in the remotest regions of space, by electromag-
netic waves, not to mention the effects of gravitation. The Universe is thus filled with radiations including the cosmological background
noise which is a remnant of the big bang, having a temperature of 2.7K. It is the same in a vacuum-packed box because all matter emits
radiation.

265 Walther Nernst played a key role in launching the Solvay Congresses from 1911 onwards.
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Still, these theories are less complete than classical quantum mechanics. One of the solutions is to
assume that fermions have a negative vacuum energy and bosons have a positive vacuum energy, both
balancing each other. But this has not been demonstrated experimentally, particularly with non-rela-
tivistic energy particles.

Some link could be found between vacuum energy and the dark energy of the Universe as well as
gravity?®®. This is very speculative. It could help explain the 73% of the energy contained in the
Universe, sometimes called dark energy. Its density is very low, at 10°'* Joules/cm?.

There are different ways to verify the existence of quantum vacuum fluctuations. The best-known is
related to the Casimir effect that we will study in the next part. Recently, French and German scientists

have also managed to interact with this quantum vacuum fluctuation in a semiconductor®’.

Casimir effect

The physicist Hendrik Casimir (1909-2000, Dutch) predicted in 1948 the existence of an attractive
force between two parallel electrically conductive and uncharged plates?®®. He obtained his PhD in
1931 at the University of Leiden in the Netherlands. He also visited Niels Bohr in Copenhagen and
was a research assistant to Wolfgang Pauli in 1938. The Casimir effect is interpreted as being related
to the existence of quantum vacuum energy. The experiment imagined by Casimir uses parallel mir-
rored metal surfaces that are as perfectly flat as possible. They create a Fabry-Perot cavity similar to
the one that used in lasers.

The Casimir effect is commonly attributed to quantum fluctuations in vacuum. Temporary changes
in the energy level at points in the space between the two mirrors would spontaneously generate pairs
of very short-lived particles and antiparticles and photons associated with their annihilation. These
vacuum fluctuations take place in and out of the volume of the cavity.
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Figure 118: vacuum fluctuations measurement. Sources: The Lamb Shift and The Casimir Effect by Kyle Kingsbury, 2014 (82 slides).

266 See Casimir cosmology by Ulf Leonhardt, February 2022 (41 pages).

267 See Understanding vacuum fluctuations in space, August 2020 and Electric field correlation measurements on the electromagnetic
vacuum state by Ileana-Cristina Benea-Chelmus, Jérome Faist et al, 2018/2020.

268 See On the attraction between two perfectly conducting plates by Hendrik Casimir, 1948 (3 pages) and Electromagnetic vacuum
fluctuations, Casimir and Van der Waals forces by Cyriaque Genet, Astrid Lambrecht et al, 2004 (18 pages).
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Because of the interference effect induced by the cavity, fluctuations at certain frequencies are re-
duced. The density of electromagnetic energy in the cavity is thus lower than the density of energy
outside the cavity as shown above in Figure 118 2%°. These are spontaneous quantum fluctuations.

The effect cannot be explained by the simple pressure that is higher on the outside than the pressure
between the two plates. In detail, the wavelengths of the photons generated by the vacuum outside
the plates can be of any size and especially long while inside the plates, these wavelengths are con-
strained by the distance between the plates and can only be 1/n of this distance.

The spontaneous electromagnetic spectrum of the vacuum is therefore wider outside the plates than
inside, creating a stronger pressure inside than inside, which therefore tends to make the plates move
closer together, but very slightly.

For two parallel mirrors of surface A and a distance L between the two mir-

rors, the force of attraction between the two mirrors follows the formula on . hem?A
the right. In practice, L is between 0.2 pm and 5 pm and is usually 1 um. Cas ™ 24014
This is a "macroscopic" scale.

According to Heisenberg's principle, which is used to explain the effect, en- B
ergy and time can be linked by the formula on the right. It shows indirectly AE.At 2 3
that during a very short time, a small amount of energy can be created.

The macroscopic accumulation of these operations is annihilated, making it possible to avoid a vio-
lation of the energy conservation principle. So, be uber-skeptic when hearing anyone claiming they
can harvest energy from vacuum to produce free electricity.

The experiments are not necessarily 100% conclusive and the data generated do not fit perfectly with
the models unlike many classical quantum mechanics experiments. The reason for this is that it is
difficult to obtain perfect surfaces.

The first experiments validating the Casimir effect were carried out almost 50 years after the defini-
tion of this effect?’®, The first one is that of Steve Lamoreaux (American) in 1996, using parallel
plates.

His measurement gave a result that was 5% off the predictions. The precision instruments used then
detected a force of one billionth of a Newton. The model was improved in other experiments carried
out in 1998 and again in 2012 using an electrode geometry combining a plane and a polystyrene
sphere with a diameter of 200 pm and covered with gold (diagrams below)?’:. The differences be-
tween the models and the measurements decreased to 1%, which remains significant in physics.

The Casimir effect could explain several other commonly observed physical phenomena such as the
electron's abnormal magnetic moment and the Lamb shift. The first phenomenon describes a drift of
this magnetic moment with respect to Dirac's equations.

The second comes from Willis Eugene Lamb (1913-2008, American), Nobel Prize in Physics in
1955, who had done his thesis under the supervision of Robert Oppenheimer. Lamb shift is an energy
gap observed between two levels of fine structure of the hydrogen atom, two very close energy levels.

269 See a good panorama of the Casimir effect with The Casimir effect and the physical vacuum by G. Takacs, 2014 (111 slides). See
also The Casimir Effect by Kyle Kingsbury, 2014 (82 slides) which describes well the experimental devices for the evaluation of the
Casimir effect and evokes some cases of use in MEMS. And then Zero-Point Energy and Casimir Effect by Gerold Griindler, 2013 (47
pages), which casts the history of the Casimir effect, going back to Planck's work in 1911.

270 The experimental difficulty consists in cancelling out all the other forces between the two plates and they are all much larger than
the Casimir effect, particularly electrostatic and van der Waals forces.

271 See Physicists solve Casimir conundrum by Hamish Johnston, 2012 which refers to Casimir Force and In Situ Surface Potential
Measurements on Nanomembranes by Steve Lamoreaux et al, 2012 (6 pages).

Understanding Quantum Technologies 2022 - Quantum physics 101 / Extreme quantum - 136


http://hector.elte.hu/budapest14/slides/casimir.pdf
https://aphyr.com/media/pwl-2014-casimir.pdf
https://www.astrophys-neunhof.de/mtlg/se08011.pdf
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
https://physicsworld.com/a/physicists-solve-casimir-conundrum/
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes
https://www.researchgate.net/publication/231816483_Casimir_Force_and_In_Situ_Surface_Potential_Measurements_on_Nanomembranes

The effect is explained with the perturbations coming from vacuum fluctuations and affecting the
electron in these two neighboring energy levels, creating the spontaneous generation of photons that
are rapidly absorbed by the electron.

The effect was discovered in 1947 by Willis Eugene Lamb and interpreted the same year by Hans
Bethe (1906-2005, German) for the hydrogen spectrum using the idea of mass renormalization. It
was used in the development of post-war quantum electrodynamics.
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Figure 119: vacuum source measurement with a dynamic Casimir effect. Sources: The Casimir Effect by Kyle Kingsbury, 2014 (82
slides) and Casimir Force and In Situ Surface Potential Measurements on Nanomembranes by Steve Lamoreaux et al, 2012 (6

pages).

The polarization of vacuum explains part of this shift at 27 MHz for a total of 1057 MHz?"2. The
calculation uses the fine-structure constant a (about 1/137) which describes the contribution of vac-
uum energy to the electron's anomalous magnetic moment. The a constant is also used to quantify the
strength of the electromagnetic interaction between elementary charged particles.

There is also a Dynamic Casimir Effect (DCE), discovered by Gerald Moore in 1969. It generates
pairs of particles by the movement of the mirrors used in the Casimir experiment?’3,

As with the Casimir Effect, the energy observed is infinitesimal. For the energy to be significant, the
mirrors would have to move at relativistic velocities, which is not very practical. And there is no
problem with energy conservation, the necessary energy being provided by the mirror movement. The
vacuum simply serves as a nonlinear medium!

The interpretation of the Casimir effect is still debated. Some physicists explain it by other mecha-
nisms than vacuum energy.

They rely on the van der Waals (1837-1923, another Dutch) forces, where atoms attract or repel each
other depending on their distances?’*. However, this infinitesimal force works at a microscopic scale,
where the Casimir effect operates at a macroscopic scale.

272 This phenomenon of vacuum polarization in the Lamb effect is described in The Vacuum Polarisation Contribution to the Lamb
Shift Using Non-Relativistic Quantum Electrodynamics by Jonas Frafjord, 2016 (61 pages).

273 See Electro-mechanical Casimir effect by Mikel Sanz, Enrique Solano et al, 2018 (10 pages).

274 See The origin of Casimir effect: Vacuum energy or van der Waals force? by Hrvoje Nikolic, 2018 (41 slides) and the even more
skeptic The Casimir-Effect: No Manifestation of Zero-Point Energy by Gerold Griindler, 2013 (15 pages) and All wrong with the
Casimir effect by Astrid Karnassnigg, 2014 (3 pages). Then, The Casimir effect: a force from nothing by Astrid Lambrecht, 2007 (5

pages).
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French physicists are quite active in the field, and, in particular Astrid Lambrecht, formerly director
of the INP of the CNRS, the Institute of Physics which oversees the physics laboratories of the
CNRS?™.

The Casimir effect could be of interest in quantum metrology to create sensors and in particular
NEMS/MEMS.

These theories on quantum vacuum fluctuation and the Casimir effect are also fraudulently exploited
by the creators of so-called machines capable of capturing vacuum energy, which collect nothing at
all in practice. The fluctuation-dissipation theorem ensures that quantum vacuum fluctuations does
not violate the second principle of thermodynamics. No energy can be recovered thanks to these fluc-
tuations! Forget it.

NTUN
3LUMI

Time Control Technologies and Methods Innovation and Excellence in Time Technology

Figure 120: Anderson Institute claims about using the Casimir effect.

For example, you have a certain David Lewis Anderson, who started the Anderson Institute in 1990,
who claims to be able to use the Casimir effect to travel back in time and create a "free" electricity
generator?’®.

In other cases, the Casimir effect is exploited in a scientific but borderline way to imagine science

fiction scenarios like ways to cross wormholes?’’.

The NASA even explored the idea to use sails and vacuum fluctuation to propel a space vessel be-
tween 1996 and 2002, to no avail. It was one of the ideas explored as part of the fancy Breakthrough
Propulsion Physics Program, which was awarded a tiny budget of $1.2M and later cancelled.

25 See The Casimir effect theories and experiments by Romain Guérout, Astrid Lambrecht and Serge Reynaud, LKB, 2010 (28 slides)
and Casimir effect and short-range gravity tests, LKB, 2013 (15 slides). Astrid Lambrecht chaired the Casimir RNP group, which
brought together researchers from around the world working on the Casimir effect. The group was active between 2009 and 2014.

276 Its website seems to be inactive since 2012. See this radio interview from 2019 with the guy who defies the laws of bullshit in his
talk. It shows how an interviewer lacking some scientific background can be fooled by a good talker. In See Is Time Travel Real? 2019
and the Anderson Institute website.

217 See One Theory Beyond the Standard Model Could Allow Wormholes that You Could Actually Fly Through - Universe Today by
Matt Williams, August 2020, mentioning Humanly traversable wormholes by Juan Maldacena and Alexey Milekhin, August 2020.
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Unifying theories

The quest of a unified theory has occupied many physicists for nearly a century. Its goal would be
to consolidate all the physics theories and in particular, quantum physics, relativity and gravity into a
single formalism. In addition to the QFT, a very large number of explanatory and unifying theories
of physics have been developed.

No such theory is considered today as being complete. Here’s a rough map showing how these dif-
ferent theories are related.

electromagnetism
quantum physics special and general relativity, gravity

standard model

Quantum Field Theory
consolidate special relativity, quantum physics and quantum fields theory
covering elementary particules and condensed matter

QED quantum vacuum
quantum electrodynamic fluctuations
qQED

cavity QED dynamic
Casimir effect

quantum
gauge theory chromodynamic
strong interactions

Higgs boson electroweak forces

string theories

renormalization

perturbation theory

loop quantum

mean field theory gravity

twistor theory

Figure 121: vague classification of quantum physics theories and unification theories. (cc) Olivier Ezratty, 2020.

(cc) Olivier Ezratty 2020-2022

Quantum chromodynamics provides a description of the strong interactions binding quarks together
via gluons to form particles called hadrons, namely, protons and neutrons. Murray Gell-Mann (1929-
2019, American, Nobel Prize in Physics in 1969) and Georges Zweig (1935, Russian then American,
former PhD student of Richard Feynman) each proposed the existence of quarks in 1963. Quantum
chromodynamics is an extension of the quantum field theory developed in 1972 by Murray Gell-
Mann and Harald Fritzsch.

Standard model describes the architecture of known elementary particles and their interactions. It
models the fundamental weak and strong electromagnetic forces. It only lacks gravity to be complete.
This model predicted the existence of quarks, these massive particles forming neutrons and protons,
in addition to other elementary particles such as the famous Higgs boson whose existence was proven
at CERN's LHC in 2012. The expression “standard model” was created in 1975. It relies on a gauge
theory because of its mathematical symmetries.

It is not the first of its kind because Maxwell's electromagnetism is also a gauge theory, between
magnetic and electric fields. The standard model particles do not cover the famous dark matter whose
nature is not yet known.

String theory combines general relativity and quantum physics to propose a quantum explanation of
gravity, using a new massless particle, the graviton. According to this theory, elementary particles are
tiny strings, open or closed, with vibration types defining the nature of the particle. Their size is of
the order of magnitude of 103> m, the Planck length. According to this theory, the Universe would be
a set of vibrating strings.
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The graviton would join the three other forces of nature intermediated by particles without mass:
electromagnetic waves mediated by photons, strong interactions mediated by gluons that link quarks
together in protons and neutrons and weak interactions mediated by W and Z bosons that govern
atomic nuclei and in particular radioactivity?’® . String theory essentially covers bosons of all kinds.

Superstring theory is an extension of the string theory that adds fermions to the code theory model
that focused on bosons. It tries to consolidate the description of all forces in a single unified theory.
It quantifies gravity and ties it to other forces. It is based on the notion of supersymmetry which
extends the standard model by making each type of boson correspond to a type of fermion. The theory
took shape in 1943 with Werner Heisenberg in the form of the S-matrix theory, and then was reborn
in 1984. It uses 10 dimensions to describe physics, far beyond the four classical dimensions (three for
position and one for time). It also uses the notion of "branes" which describes point particles in these
multidimensional spaces. However, this theory is not unique since there are five variants, which some
people try to unify in the M-theory, which is based on 11 dimensions. A never-ending story!

Loop quantum gravity theory is another tentative to explain gravity with a quantum model. It dis-
cretizes the effects of gravity by presenting space as a meshed structure with quantized areas and
volumes of space, and gravitational field quanta connected to each other by links characterized by a
spin (that has nothing to do with usual particles spin)?’®. For this theory created in the 1980s, the
Universe would be a gigantic spin foam. Its main promoters are Carlo Rovelli (Center for Theoretical
Physics in Marseille) and Lee Smolin (Perimeter Institute for Theoretical Physics in Waterloo?®°).
The seeds of the theory date back to 1952, with many intermediate stages as described in Figure 122.
It is, above all, a mathematical and topological model. It does not seem to formulate an experimental
validation method even though it is used to model that the big bang was coming after a big bounce in
a cyclical phenomenon with contractions and expansions. It may be possible to detect some fossil
signature of these phenomenon.

A brief history of quantum gravity:

1952 Flat space quantization (Rosenfeld, Pauli, Fierz, Gupta,...)

1959 Canonical structure of general relativity (Dirac, Bergmann, Arnowit,
Deser, Misner)

1964 Penrose introduces the idea of spin networks

1967 Wheeler-DeWitt equation

1974 Hawking radiation and black hole entropy

1984 String theory

1986 New variables for general relativity (Ashtekar, Sen)

1988 Loop representation and solutions to the Wheeler-DeWitt equation
(Jacobson, Smolin)

1989 Extra dimensions from string theory
1995 Hilbert space of loop quantum gravity, geometric operators

2000’ Spin foam models, group field theory, loop quantum cosmology,. . .

Figure 122: history of quantum gravity. Source: The philosophy behind loop quantum gravity by Marc Geiller, 2001 (65 slides).

278 A proton has two up quarks and one down quark. A neutron has two down quarks and one up quark. An up quark can desintegrate
in a down quark, a positron and a neutrino via a W boson and a down quark can disintegrate in an up quark, one electron, one antineu-
trino and a W boson. A quark has a size close to that of an electron, about 10-'® cm. Radioactivity emits alpha rays via strong forces,
particles comprising two protons and two neutrons (helium 4 atom without electron), beta rays generated by weak forces which are
electrons or positrons and finally gamma rays which are photons of very high energy level.

279 It is reminiscent of the recent theory of the whole built by Stephen Wolfram and published in 2020.

280 See Lee Smolin Public Lecture Special: Einstein's Unfinished Revolution, 2019 (1h13mn) where he describes the shortcomings of
quantum mechanics.
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These are only a few of the many theories being devised. Some amateurs also try to create their own

theory of the whole, without usually obtaining any feedback from the scientific community?3..

Quantum physics 101 key takeaways

= Quantum physics is based on a set of postulates and a strong linear algebra mathematical formalism. Surprisingly,
there are many variations of these postulates. There is not a single bible or reference for these, illustrating the
diversity of pedagogies and opinions in quantum physics. But although deemed incomplete, the theory has been
validated by an incredible number of experiments.

* Quantum physics describe the behavior of matter and light at nanoscopic levels. It deals not only with atoms,
electrons and photons which are used in quantum information technologies but also with all elementary particles
from the standard model (quarks, ...).

* Quantumness comes from the quantification of many properties of light and matter that can take only discrete
values, from the wave-particle duality of massive (atoms, electrons) and non-massive (photons) particles, and from
wave-particle duality and its consequences like superposition and entanglement. By the way, a cat can’t be both
alive and dead since it’s not a nanoscopic quantum object. Forget the cat and instead, learn Schrodinger’s equation!

» [ndetermination principle states it’s impossible to measure with an infinite precision quantum objects properties
that are complementary like speed and position. You can use this principle to improve measurement precision in
one dimension at the expense of the other. It is used in photons squeezing, itself applied in the LIGO giant gravi-
tational waves interferometer.

* Quantum matter and fluids are showing up with composite elements associating light and matter, or with superflu-
idity and superconductivity where boson quantum objects can behave like a single quantum object. You find there
a wealth of strange phenomenon such as skyrmions, magnons, topological insulators and quantum batteries. They
could lead to a new chapter in the second quantum revolution.

= Quantum physics also explains weird effects like vacuum quantum fluctuation, although it doesn’t violate the sec-
ond principle of thermodynamics, nor can it lead to the creation of some free energy sources.

* Most of quantum physics phenomena as described in this section have or will have some use cases in quantum
information science and technologies.

281 See, for example, the Unified Theory Research Team website, which announced the publication in September 2020 of a theory
model of the whole called MME for Model of Material and Energy. The site claims that its model, which is presented as an algorithmic
approach, can explain everything, from the functioning of all particles to the bricks of life. The team behind this project includes two
Pierre and Frédéric Lepeltier from France. The first has been the CEO of the Unified Theory Research Team for 32 years.
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Gate-based quantum computing

As a computer scientist, you may have skipped all the previous parts to get here right away. One can
indeed understand how quantum computers operate without delving too deeply into quantum physics
beyond grasping its basic mechanisms. Some mathematical knowledge is however required on trigo-

nometry and linear algebra, including vectors, matrices and complex numbers?®?,

The first basic element of a quantum computer is its inevitable qubit. You've probably already heard
about this mysterious object having “simultaneously” the values 0 and 1. As a result, you’ve been
told that a set of N qubits create an exponential 2N superposed state that explains the power of quan-
tum computing. Unfortunately, most explanations usually stop there and you then end up wondering
how it actually works to make some calculation. What comes in and out of a quantum computer?
How is it programmed? How do you feed it with data and code? Where is it useful? This book is there
to provide you with some educated answers to all these critical questions.

We will cover here the logical and mathematical aspects of qubits, qubit registers, quantum gates and
measurement?®, Each and every time, when possible, we’ll draw parallels with traditional computing.
In the following part, we’ll look at quantum computer engineering and hardware and even describe
the complete architecture of a superconducting qubits quantum computer.

In a nutshell

Before digging into qubits, qubit registers and the likes, here’s a tentative to summarize the key ele-
ments of gate-based quantum computing that we’ll cover in detail afterwards. It shows how physics
and mathematics are intertwined.
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wave function ions spin loop polarization optimization
’ describes quantum W physics simulation
objects states | integer factoring
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machine learning

l two levels quantum objects
with a phase and amplitude
quantization l

discrete levels of new programming

. i i N qubits registers . benefits
wave functhn, I[ke quantum gates informa?ion in 2Ngsu erposed paradigm & tools olynomial to exponential
energy, polarization, X ) X perp — interferences, state poty . P .
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(cc) Olivier Ezratty, 2021
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Figure 123: a single schematic to describe quantum physics and quantum computing. (cc) Olivier Ezratty, 2021.

282 Complex numbers were created by the polymath Girolamo Cardano (1501-1576, Italian) and the Algerian mathematician Raffaele
Bombelli (1526-1572, Italian) between 1545 and 1569. They were used to solve polynomial equations associating cubes and squares
that kept Italian mathematicians busy since the end of the fifteenth century. See A Short History of Complex Numbers by Orlando
Merino, 2006 (5 pages).

283 The name qubit, for ‘quantum’ and “bit’, appeared in 1995 in Quantum coding by Benjamin Schumacher, April 1995 (34 pages).
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Wave function
mother equation of quantum

physics, created by Erwin
Schrodinger. It describes
particles properties proba-

bilities in space and time with
a complex number. This
equation is specific to non-
relativistic massive particles
like electrons. We also use
photons in quantum
computing, whose properties
are defined by Maxwell’s
electromagnetic  equations
and the second quantization
equations (Glauber states,
Wigner function, Fock states,
etc.).

Quantization

properties of  quantum
objects, having discrete, not
continuous and exclusive
values. It enables the creation
of qubit physical and logical
objects having two levels.

Superposition

qubits are quantized quantum
objects having two basis
computational states |0) and
|1). These can be combined
linearly, thanks to the
linearity over space of
Schrédinger’s wave equation.
Solutions of this equation can
be linearly combined with
complex numbers. Thus, a
wave adding two solution
waves is still a solution. This
doesn’t mean the qubit is
really simultaneously in two
states.

Entanglement

often presented as a situation
where  several  quantum
objects have properties that
are correlated.  Actually,
entanglement is the conse-
quence of superposition of
multiple qubit states. This is
the phenomenon that
provides both a real theore-
tical exponential acceleration
to quantum computing but
also  enables conditional
relations between qubits.
Without it, qubits would be
independent and no useful
computing could be done.

Qubits

mathematical objects with
two levels 0 and 1. It's
described by two complex
number amplitudes. But due
to normalization and getting
rid of their global phase (we’ll
explain all of that), they are
described by two real
numbers for their amplitude
and phase. Physical qubits are
based on massive (electron,
controlled atoms, super-
conducting currents) or non
massive quantum objects
(photons) and one of their
quantum properties or
observables (spin, energy
level, current direction of
phase, polarity).

Registers

physical and logical
assemblies of several qubits.
With N qubits, they can
handle computing on a space
2N computational basis states
together represented by
complex number amplitudes.
Each basis state is one of the
possible combinations of N Os
and 1s. Computing power
comes from entanglement.

Quantum gates

logical operations exerted on
qubits. We have single qubit
gates which are changing
single qubit states and several
qubit gates conditionally
changing one or two qubits
based on the state of a
control qubit, and leveraging
entanglement. Gates are the
only mechanism used to feed
a quantum register with data
and instructions. These are
not separated as in classical
computing based on a Von
Neumann / Turing machine
model.

Programming paradigms
quantum programming is
based on very different
paradigms than classical
programming. In a nutshell,
it's analog-based. We play
with interferences, states
amplification, quantum
Fourier transforms and the
concept of oracles.

Measurement
the way to extract
information  from  qubits.

Unfortunately, you can’t read
the two real numbers
describing the qubit state nor
the combination of qubit
registers computational basis
states. You get just classical
Os and 1s for each qubit.
Quantum algorithms toy with
the wealth of superposition
and entanglement during
computing to recover a
simple result at the end.
Measurement is also used
during quantum error
corrections. Since  qubit
measurement  output  is
probabilistic, you generate a
deterministic output with
running  your algorithm
several times (up to several
thousand times) and
computing an average of the
obtained results.

Output

for a register of N qubits, you
get N Os and 1s. But these are
probabilistic  results.  You
usually need to run your
algorithm several times and
compute an average of the
results to get a deterministic
result. Noise and deco-
herence are additional
reasons why you need to do
this several times.

Benefit

an acceleration of computing
time com-pared to the best
classical computers. Accele-
rations can be from poly-
nomial to exponential. The
benefit can also be economic
like with the energetic cost of
quantum computing that
many expect to be fairly low
compared to classical
computing.

Use cases

quantum computing will not
replace most use cases of
classical computing. It brings

value for complex
combinatorial problems,
optimization problems,
quantum physics simulation,
some machine learning

problems and at last, fast
integer factoring.

Decoherence

the enemy with quantum
computing. This is when qubit
states is degraded, both for
superposition and entangle-
ment. It results from the
interactions between the
qubits and their environment
despite of all the care
implemented to isolate it.

Errors

result of decoherence and
other perturbations affecting
the qubits. Other sources of
errors are the imprecision of
the control electronics driving
qubit gates. Qubit phase and
amplitude is degraded over
time. Existing error rates are
many order of magnitude
higher that with classical
computing. These are the
reasons why we don’t have
yet quantum computers with
a very high number of
functional qubits.

Error corrections

set of techniques used to
correct these errors. It
requires assembling so-called
logical qubits made of a great
number of physical qubits.
The needed ratio at this point
is ranging from 30 to 10,000
physical qubits to create a
logical qubit. The ratio
depends on the qubit quality
and technology but also on
the target logical qubit fidelity
(from 10% to 10> error
rates).

Scalability challenges

assembling these huge logical
qubit is the mother of the
challenges with quantum
computing. It's not easy to
assemble that many qubits
and keeping them stable,
limit their decoherence and
the likes. On top of that,
assembling a great number of
qubits creates huge
engineering challenges with
cryogenics cooling power,
thermal dissipation, cabling
and control electronics. These
are the reason why quantum
computers don’t scale yet to
bring their expected benefits.

(cc) Olivier Ezratty, 2021-2022

Figure 124: the key concepts behind gate-based quantum computing in one page. (cc) Olivier Ezratty, 2021-2022.
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Linear algebra

Quantum physics and computing require some understanding of a whole bunch of concepts of linear
algebra that we will quickly scan here. They are associated with a mathematical formalism describing
quantum phenomena. This mathematical formalism is also the cornerstone of quantum physics pos-
tulates, already covered in an earlier section, page 86. It is also essential to create quantum algorithms.

I will try to explain some of these concepts and mathematical conventions that are used with quantum
computing. This will mainly allow you to find your way through some of the scientific publications
I mention in this book.

Linearity

Linear algebra is the branch of mathematics using vector spaces, matrices and linear transformations.
In the case of quantum physics and computing, it also deals with complex numbers.

A phenomenon is linear if its effects are .
pror])portional to its causes. This translates homogeneity f(Ax) = Af(x) for allx € R
into the verification of two simple equa- additivity f(x +y) = f(x) + f(y) forallx,y € R
tions pertaining to homOgeneity and addi- Figure 125: homogeneity and additivity in linear algebra.

tivity as shown in Figure 125.

R being a vector space, A a real number, x being a vector of the vector space R and f(x) a function
applying to this vector. In a one-dimensional space, a classic example of a linear function is f(x) = ax.
A polynomial function of the type f(x) = ax? + b is obviously not linear because it evolves non-
proportionally to x. Even f(x) = ax + b is not linear, and for the same reason.

As already defined, an observable is a mathematical operator, a Hermitian matrix, used to measure
(mathematically) a property of a physical system. It’s frequently assimilated to the measured property.
For a qubit, it corresponds to some measurable value by a sensor on a quantum object outputting a
classical 0 or 1. The measurement causes the qubit quantum object wave function to collapse on one
of the basis states. If the state of a quantum or qubit is measured twice, the measurement will yield
the same result. With qubits, observables are usually based on projections on a two-level properties
system, mathematically materialized by a |0) or |1), aka qubit computational basis states. But, if the
physics permits it, other computational basis can be used. It’s the case with photons and polarization
measurement where their angle can be easily made different in different parts of an experiment.

Hilbert spaces and orthonormal basis

A quantum state of a single or several quantum objects can be described by a vector in a Hilbert space.
A qubit state is represented in a two-dimensional orthonormal space formed with the basis states
vectors |0) and |1). It is a vector of complex numbers in a two-dimensional Hilbert space allowing
lengths and angles measurements. A complex number is defined as a+ib where a and b are real and
i?=-1.

Comp]ex numbers are very imaginary axis r = amplitude, modulus, norm
useful in quantum physics. 1
It relates to the wave-parti- .
cle duality of all quantum ST
objects and to the need to Lsinf {
handle their amplitude
(complex number norm,
vector length or modulus)
and phase (the complex
number angle when using
polar coordinates).

6 = phase angle

Euler formula

0

et = cosf + i sinb
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Figure 126: complex number explained by geometry and trigonometry.
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With qubits, it is represented with the complex numbers o and P associated with the states |0) and |1)
and whose sum of squares makes 1. This linear combination of the states |0) and |1) describes the
phenomenon of superposition within a qubit.

This two-dimensional space replaces the infinite-dimensional space that characterizes a Schrodinger
wave function f(x), where x can take any value in space. It is thus a simplified representation of the
quantum state of a qubit. By manipulating these symbols, the vectors and matrices, we forget a little
the wave-like nature of the manipulated quanta, even though it is still present in the phase information
embedded in the imaginary part of o and 3 for one qubit. It also can deal with photons which do not
obey to Schrodinger’s equation but to Maxwell’s electromagnetic equations.

An orthonormal basis of a vector space consists of base vectors which are all mathematically orthog-
onal with each other and whose length is 1. In the representation of a qubit state, the most common
orthonormal basis is made of the states |0) and |1).

Other orthonormal reference basis can be used for measurement, particularly with photons, and po-
larization references different from the starting reference (0°/90° then 45°/135°, obtained with rotat-
ing a simple polarizer).

Another example of an orthonormal basis is the _|0) + 1) _10)—|1)
states located on the Bloch sphere on the x-axis I+) = V2 I-) = N
and represented with |+) and |—). These are of-

i Figure 127: another orthonormal basis.
ten called Schrodinger cats.

Dirac Notation

In Dirac notation, a quantum object state is repre- a=aua
sented by |V), the ket of quantum state V. The bra Velc)ti(r); ) = [a] (¥ = [& ’3_ ]
of the same state vector, represented by (V| is the notation . W bra ’
conjugate (or transconjugate, or adjoint) transpose

of the "ket". It is the "horizontal" vector [&, ] 1+i)=1—i

where @ and f3 are the conjugates of o and B, in-
verting the sign of the imaginary part of the num-
ber (-1 instead of +i, or the opposite).

complexnumber conjugate

Figure 128: introduction to Dirac vector notation.

The scalar product of two qubits (¥1|¥2) is the
mathematical projection of the state vector V-
onto the vector Wi. This yields a complex number.
When the vectors are orthogonal, the scalar prod-
uct is equal to 0. When the two vectors are identi-
cal, (W|¥) is ¥’s norm and is always equal to 1. A

(W, |¥,) = [a, Bi] X[;ﬂ =T a, + P

inner scalar product: vector similarity

wiwy =[@f]x|5| = a2+ p2=1

scalar product is also named an inner product.

Aninner product is a generalization of a dot vec-
tor product applied to complex number vectors,
according to the sigma in Figure 130.

Figure 129: inner scalar product.

A.B :ZaiE
i

Figure 130: dot product.

complex vectors
dot product

The outer product of two vectors representing a qubit, one in bra and the other in ket, gives an

operator or density matrix which is a 2x2 matrix.

When the bra corresponds to the transconjugate of

the ket, it is a density operator of a pure state. This
notion of density operator will then be extended to
a combination of qubits.

ad af
Ba BB

Figure 131: outer product.

x| = || x[@.8] =
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What are the use cases of this Dirac notation? It is particularly helpful for manipulating quantum
states, to simplify tensor products representations and with measurement, which we’ll cover later
starting page 184.

Eigenstuff

We also need to define the notions of eigenvector, eigenvalue, eigenstate and eigenspace which are
often used in quantum mechanics and quantum computing as well as in machine learning, particularly
in dimension reduction algorithms such as PCA (Principal Components Analysis). These notions al-
low to define the structure of certain square matrices?%*.

For a square matrix A, an eigenvector x or eigenvector of A is a vector that verifies the equation Ax
= AX, A being a complex number called eigenvalue.

These eigenvectors have the particularity of not changing direction once multiplied by the matrix A.
For an eigenvalue A, the associated eigenspace, or eigenspace, is the set of vectors x that satisfy Ax =
Ax. These eigenvalues are evaluated by calculating the determinant of the matrix A - AI, where I is the
identity matrix (1 in the diagonal boxes and 0 elsewhere). We then find the values of which solves 0
= A - AL It is a polynomial equation having a degree less than or equal to the size of the square

matrix?28°,

The reference eigenvectors of a matrix A allow to reconstitute an orthonormal space linked to the
matrix. For example, a projection matrix in a 3D plane will have as main eigenvectors two orthogonal
vectors located in the plane and one vector orthogonal to the plane. This multiplication gives Ax with
A being non-zero if the eigenvector is in the plane in question and 0 if the vector is orthogonal to the
plane %% A matrix A can be that of a quantum gate. An eigenvector of a quantum gate is therefore a
ket whose value is not modified by the quantum gate.

This is easy to imagine for the S gate, phase change, which we will see later. The |0) and |1) kets
being in the rotation axis, they are not modified by it.

They are thus eigenvectors of the S gate and the corresponding eigenvalues are 1 and -1. This is
always the case for quantum gate matrices since the vectors representing the quantum states, the kets,
always have a length of 1. These eigenvalues are the only ones enabling this!

The search for the eigenvectors and eigenvalues of a matrix A is like diagonalizing it. For this it must
be diagonalizable (“non-defective”). Hermitian and unitary matrices commonly used in quantum
physics are all non-defective and diagonalizable. The diagonalization of a square matrix consists in
finding the matrix which will multiply it to transform it into a matrix filled only in its diagonal. A
matrix A is diagonalizable if we can find a matrix P and a diagonal matrix D such that P'AP =D (P-
! being the inverse matrix of P, such that P"'P= PP-'=I, I being the matrix identity with 1's in the
diagonal and 0's elsewhere). A square matrix of dimension n is diagonalizable if it has n mutually
independent eigenvectors. The diagonalized matrix diagonal contains the eigenvalues A; of the origin
matrix, with i=1 to N being the size of the matrix.

A diagonalized quantum state of a quantum object can look like A = Y}; A;|i){i|. This decomposition
of a pure state vector in a Hilbert space in eigenstates |i) and eigenvalues 4; is also named a spectral
decomposition. It’s linked to the wave-duality aspect of all quantum objects.

284 See a good quick review of linear algebra in Linear Algebra Review and Reference by Zico Kolter and Chuong Don 2015 (26 pages).

285 See this nice visual explanation of eigenvectors and eigenvalues: Eigenvectors and eigenvalues | Chapter 14, Essence of linear
algebra, 2016 (17 minutes).

286 This is well explained in Gilbert Strang's lecture at MIT, 2011 (51 minutes).
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A quantum object is indeed decomposed into a coherent superposition
of elementary waves. In the case of photons, it’s easy to grasp with sev-
eral photons of different frequencies being superposed and forming a
gaussian wave packet. It constitutes a coherent superposition of the elec-
tromagnetic field. These wave packets are commonly generated by Figure 132: a photon gaussian

wave packet.
femtosecond pulse lasers?®’.

And the eigenstates? This is another name given to eigenvectors, but by physicists!

Tensor products

The tensor product of two vectors of dimension m and n gives a vector of dimension m*n while the
tensor product of a matrix of dimension m*n by a matrix of dimension k*I will give a matrix of
dimension mk*nl. Tensor products use the sign ®.

El xl UiWy o UiWi
2 2 . . .
® : = i _
K N ) E %) = (000...000)

|¥,n) = {111..111}

tensor product of two vectors

. ai A
l |l)=a’i|0)+ﬂi|1)=[ﬂ.] 1
N i Ay
1wy = ®|i> . 2%, )
n=1 j=12N L 2N
qubits register state before these states n qubits register pure state |¥) a qubit register pure state
any entanglement is a tensor can be linearly of N qubits |i) |¥) representation with its
product of each qubit 2 combined is a pointin a Hilbert space with a computational basis state
dimention vector basis of 2N orthogonal vectors vectors amplitudes
dimensionality of 2N real |¥;), these being combinations of
numbers (N qubits x 2) N |0) and | 1), dimensionality of

2N+ 1 real numbers

Figure 133: tensor products construction. (cc) Olivier Ezratty, 2020.

Tensor products are used to compute “manually” the state of quantum registers containing several
unentangled qubits. The state of a register of N non-entangled qubits is the tensor product of these N
qubits represented by their vertical ket vector.

This gives a ket, a vertical vector that has 2N different values, each representing the complex number
weight of different combinations of Os and 1s. A quantum register is a superposition of these 2N dif-
ferent states complex amplitudes. The sum of these squared amplitudes gives 1 per the Born rule. By
the way, the tensor product of qubits is represented by a vector, after vectorization of the tensor prod-
uct matrix of 2N dimensions.

Entanglement

Quantum states are separable when they are mathematically the result of the tensor product of each
of the pure states that compose it. But these values can be assembled linearly to create another quan-
tum state, modulo a normalization rule. This combines several vectors resulting from tensor products.
These combinations can become inseparable.

287 And when the carrier frequency is growing or decreasing through the pulse, it’s named a chirp pulse.
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That’s when entanglement comes into play. An entangled state of two or more qubits occurs when it
cannot be factorized as the tensor product of two pure states. In other words, it cannot be the combi-
nation of independent qubits. The qubits become dependent.

an entangled EPR pair can’t be a tensor product

This is demonstrated mathematically €
of two qubits |¥,) and |¥,)

for the states |00) and |11) of a regis-
ter of two qubits. In these pairs, the  |@) = a,]0) + B, [1) |W,) = a,|0) + B, 1)
measurement of the value of one of the

qubits determines that of the other, [¥1® %) = (@10) + B, 11))(@]0) + B, 1))

here 1dent1§:al. The creation Qfsuch e L (100) 4 |11)) = a,0,00) + @B, [01) + B,a,|10) + BB, 1))
tangled pairs of qubits requires prepa- V2
ration operations like using a combina-  «,8,=0 and 8,a, =0

tion of Hadamard and CNOT gates. are incompatibles with a,a, = \/LE and B, = \/LE

Two qubits placed side by side are not ~ ifa1=0thena,a; =0

magically entangled! The pair used in if ;= 0then )5, =0

the example can be generated by two  implications: the density matrix mathematical representation of
quantum gates, an H gate (Hadamard)  aubits registers

and a CNOT gate, as ShOWIlelSt below. Figure 134: non separability of two entangled qubits.

We will define this CNOT gate later on, after page 171. This is described as both qubits having cor-
related values. But these values are... random since being a perfect superposition of 0 and 1!

Only multi-qubit quantum gates generate entangled
qubits in a qubit register, besides the SWAP gate
which doesn’t. Here with an example of creating a
Bell pair associating the states |00) and |11) with a
mix of Hadamard and CNOT gates.

[00) + H = (|00) + [10))/v/2
+CX = (|00) + [11)NV2

Figure 135: a Bell pair.

A so-called GHZ state (for Greenberger-Horne- 10)

Zeilinger, distinguishable from GHz frequencies -

with a capital Z) with three entangled qubits is su- |0) v '000)7\;%““)
perposing the states |000) and |111). It is a general- l

ization of the 2-qubit Bell state (|00) + |11))/v/2 . 10) NN

A GHZ is usually prepared with a Hadamard gate Figure 136 a GHZ state.

and two consecutive CNOTs.

These pairs of Bell and GHZ states are used in error correction codes as well as in telecommunications,
among other things.

Another typical entangled state is the W state, created in 2000, that has the property of being maxi-
mally entangled and robust against particle loss. It is a generalized version of another of the four

possible Bell states, (J01) + |10))/v/2 2
W) = %(|001) +1010) + |100))

Figure 137: a W state.

At last, the level of entanglement of a qubit register depends on the Hamming distance between the
basis states involved in the linear superposition of basis states.The far apart they are, with the greater
number of non-identical Os and 1s, the greatest the entanglement is.

288 See Three qubits can be entangled in two inequivalent ways by Wolfgang Diir (which explains the W in W states), G. Vidal, and J.
Ignacio Cirac, 2000 (12 pages) and the thesis Symmetry and Classification of Multipartite Entangled States by Adam Burchardt, Sep-
tember 2021 (126 pages).
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Matrices

Various matrix transformations must be understood here:

e Matrix conjugate when all complex number see their complex part negated, or a;; = a; It

e Matrix transpose when all matrix a;; values are transformed into a;;value, with i=line and j=col-
umn indices of matrix “cells”.

e Matrix transconjugate which is a conjugate of the transpose or vice-versa, also named adjoint.
It’s notated as AT, for A « dagger ».

e Matrix traces are the sum of their diagonal values, usually normalized to 1, like with density
matrices. It is also the sum of their eigenvalues.

We also have three important classes of matrices:

e Hermitian matrices are equal to their transconjugate, meaning that a;; = aj; .

e Projectors are matrix op- Notation | Description
erators using a Hermitian z* Complex conjugate of the complex number z.
matrix that is equal to its (IT+o*=1-1i
A di lized ) Vector. Also known as a ket.
Squ?lre' }agona 1z¢€ (W] Vector dual to |1)). Also known as a bra.
projector contains only ze- (p|¥) | Inner product between the vectors |¢) and |¢).
ros and a single 1. A pro- |©) ® [4b) | Tensor product of |@) and |1)).
jector is a non-unitary op- |¢)|) | Abbreviated notation for tensor product of |¢) and |t).
. . A* Complex conjugate of the A matrix.
eration. It relates with the T ;
. s A Transpose of the A matrix.
1rrever31b111ty of quantum At Hermitian conjugate or adjoint of the A matrix, At = (AT)*.
measurement. a b1 [a &
If . . h [c d]_[b* d*]
1) is a unit VeCtOI',‘t ¢ {p|A|¥) | Inner product between |¢) and Al1)).
outer product |Y) (Y| is a Equivalently, inner product between Af|p) and |1).

projector that can project
Figure 138: linear algebra key rules. Source: Quantum Computation and Quantum Information
any vector |¢> on |l,[)) by Nielsen and Chuang, 2010 (10th edition, 704 pages).

Indeed, ([Y)WDIP) = [V)(PIIP)) = (WIP)|W), given (|¢) is a real number being the inner

product of both vectors. Some of these elements are summarized in Figure 138.

e Unitary matrices are square matrices whose inverse equals their transconjugate (AT = A). A uni-
tary matrix has several properties, one of which is to have orthogonal eigenvectors and to be
diagonalizable. Unitary matrices define the reversible gates applied to qubits or sets of qubits.

2 i -2t 12 -i 2i 2 i -2 Ulx) = |y)

A=[_i 1 3 A=(i 1 3 A+=()*=[—i 1 3] +
2i 3 -1 -2i 3 -1 2i 3 -1 |x) = Uly)
transposed matrix hermitian matrix unitary reversibility

transconjugate = identity

Figure 139: unitary matrices. (cc) Olivier Ezratty, 2021.

A unitary operation is the application of a unitary matrix to a computational state vector that we’ll
later see. Quantum computing reversibility comes from this unitary property. A unitary matrix U
can also be expressed as U = e, with H being a Hermitian matrix, but finding H given U is a
complicated calculation problem.
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A'I' — (AT)*

.I.
[a b] _ [a* c*]
* T — -

A+ AT =>|¢ d b* d* At =4 ATA=1
matrix matrix matrix transconjugate Hermitian matrices: unitary matrices:
conjugate transpose or adjoint transconjugate = transconjugate =

identity, used in inverse, then reversible,

measurement when used in qubit gates

A2=A (aka projector)

eigenVeCtOrS ./\’

characteristic vectors of a linear

transformation that changes at most —e@ A= Z Al|¢l)<¢l| tT'(A) = Z /11'
i i

by a scalar factor when that linear
transformation is applied to it.

spectral decomposition matrix trace
Av = /11'17 A : hermitian matrix sum of diagonal values
A; : eigenvalues are real also, sum of eigenvalues
|@;) : eigenvectors for a Hermitian matrix

Figure 140: difference between unitary matrices and Hermitian matrices. (cc) Olivier Ezratty, 2021.

Pure and mixed states

Let’s now explain what the three main states of quantum objects are, basis, pure and mixed. We’ll
apply it to the case of qubits, given these notions are valid with any quantum system. We are dealing
with mathematical models that describe quantum objects states?%.

basis states pure states mixed states
aka computational basis states, are vectors in a Hilbert space of norm 1, or statistical mixture of pure states, are classical
definition N dimensions vectors combining Os specified by a single ket describing statistical ensemble of combination p; of pure states
etinitions and 1s, with 2N differentsuch coherent superpositions of basisstates ~ W;. W; can be any combination of pure states but is
vectors for a N qubits register. with complex numbers. usually a set of computational basis states.
randomness no randomness antum antum and classical
origin with perfect qubits quantu quantu :
_ p1l1), p2|P2) B
with 3 |¥) = a|0)+ B 1)
: ; IO) and | 1) we don’tadd them, it’s just a statistical &
single qubit 2 2 _ 1 &
|a| + |,8| - ensemble, statistical mixture or convex £
sum of several systems. g
%
. _ _ . ensemble 8
|£) 101101011) for N=g |¥) =X a;li) {(p:l P} s
witha N . . -
. all |i) form the computational 2 __ a; = complex _
qubits I ) p ) Z af =1 number Z Pi — 1
; basis states of the N qubits i L U
register . . . . . . . -
register, contains N combinations a purestate is a linear p; = positive real number probability
i=1to2N of 0 and 1, all basis states are superposition of to find ¥; in the mixed state given
mathematically orthogonal. computational basis states. allp; are0 oralina purestate.

Figure 141: differences between basis states, pure states and mixed states. (cc) Olivier Ezratty, 2021.

Basis states correspond to given combinations of 0 and 1 values in a qubit register. For a single qubit,
these are the states |0) and |1). For a register of N qubits, it is one of the 2N different basis states
combinations of Os and 1s, or a tensor product of N single qubit basis states. It constitutes the com-
putational basis in a complex numbers Hilbert space of dimension 2N,

289 See The Many Inconsistencies of the Purity-Mixture Distinction in Standard Quantum Mechanics by Christian de Ronde and César
Massri, August 2022 (19 pages) that provides an interesting historical perspective on the pure and mixed states nuances and shortcom-
ings.
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The vectors of this basis are all mathematically orthogonal. A basis state is also named a computa-
tional basis state. When measuring individual qubits in these states, you get a deterministic result, at
least with theoretically perfect qubits.

Pure states describe the state of an isolated quantum system of one or several objects as a linear
superposition of the states from its computational basis. It’s a vector in a Hilbert space. That’s when
superposition and entanglement come in. With massive particles, basis and pure states are solutions
to Schrodinger’s equation. It’s applicable to one or several quantum objects or qubits. During com-
putation, a qubit register is theoretically in a pure state, but quantum decoherence will gradually turn
it into a mixed state. A pure state is also presented as a quantum state where we have exact information
about the quantum system. This information corresponds to the famous 1y vector in the Hilbert space.
When preparing a quantum state, we indeed know the parameters of the vector ¥ even though actual
property measurements will generate random results if the quantum state is not measured along with
one of its eigenstates. The information we have about measurement potential results is their probabil-
istic distribution.

Mixed states are weird beasts. Literally, these are “statistical ensembles of classical probabilistic
combinations of pure states”, these being usually computational basis states, but they can also be
expressed as real number linear combinations of any pure states. Basis states and pure states describe
the information available for a single quantum object or qubit, or a group of such objects. A mixed
state describes a large number of such systems, prepared in a similar manner, and the states they could
be in when repeating an experiment followed by some measurement.

However, a pure state measurement generating random results most of the time, we still also experi-
mentally prepare and measure it on a repeated basis to have an idea of its state probability distribution.
In the end, both pure states and mixed states describe the information we can extract from a system
after doing repeated experiments and measurements. Their difference lies with the origin of measure-
ment randomness. Its origin is entirely quantum for pure states and both quantum and classical (or
“non-quantum”) for mixed states. Got it? If not, we have a couple practical examples below to figure
out what it looks like in the real world!

Typically, mixed states provide the available information describing two sorts of systems:

Random quantum objects like photons coming from an unpolarized photons source, or, when pho-
tons with different polarities are merged like in the below illustration on the right. The photon polar-
ization at this point is a statistical mixture of horizontal and vertical polarization photons. Let’s say
this is the case where quantum objects that are prepared differently and are then mixed together. The
two sources are not “coherently” prepared. In the example in the left, a 45° polarizing beam splitter
applied to horizontalized prepared photons produces superposed H and V photons in a pure state. On
the right, the polarizing beam splitter creates 50% vertically and 50% horizontally polarized photons
that can be merged by a 45° non-polarizing beam splitter. They are statistically merged, but not su-
perposed, thus creating a mixed state.

H 45° 1/2 1/2
polarizer PBS [1/2 1/2 or laser 0° PBS mixed state
laser |H)+|V) source 50% statistical mixture of
source N3 |H) or |V) states
ot polarity randomness
pure state is classical
coherent %o |H)
superposition of |H) o [1/2 0 ]
PBS = polarizing beam splitter and |V) states 0 1/2
polarity randomness |H>(H| + |V)(V|
is quantum \ |V) 2

(cc) Olivier Ezratty, 2021

45° beam splitter

Figure 142: how to generate mixed states with photons. (cc) Olivier Ezratty, 2021.
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In this other example, two lasers are preparing coherent light that is polarized respectively horizon-
tally and vertically and then merged by a beam combiner. The resulting photons represent a totally
mixed state with uncorrelated and incoherent photons. Their statistical distribution is entirely classical
with a density matrix void of any off-diagonal values.

H polarizer beam mixed state
laser sourcel —> combiner statistical mixture of | H) or | V) states
polarityrandomness is classical
— [1/2 0 ]
laser source2 —> 0 172
|[H)(H| + [V){V]
2

V polarizer

Figure 143: another method to generate a mixed state with photons. (cc) Olivier Ezratty, 2021.

Subsystems of an inseparable entangled system of several quantum objects. It helps understand what
we are measuring at the end of computing when the resulting qubits are still entangled. One particular
case is a set of qubits affected by decoherence coming from interactions with the environment. It
helps understand the effect of decoherence on the state of a qubits register during computing and how
error correction codes are mitigating it. Decoherence comes from the entanglement between a system
and its environment, thus, the observed system is not yet isolated and becomes a subsystem of a larger
entangled system. Thus, it becomes a mixed state. Want to grasp it clearly? You need to toy with
density matrices representations of these pure and mixed states.

Note that these concepts are applicable to both a single qubit and a register of N qubits.

mixed state
N qubits after pure state
decoherence
pure state pure state like measurement, it's mixed state measurement device
due to entanglement
with the environment during
measurement, the
N qubits after qubit system is part
AT . . A f a larger entangled
N initialized qubits single and multiple °
q g bi P pure state pure system and qubits are
qubit gates becomes a mixed entangled with the
state subsystem measurement
00000000 if A and B subsystem device

are entangled, they
become mixed
states

mixed mixed
state A state B

Figure 144: mixed states and pure states when using qubits. (cc) Olivier Ezratty, 2021.

Density matrices
Density matrices, also named density operators, were introduced in 1927 by John von Neumann and
Lev Landau and later expanded by Felix Bloch. Von Neumann created this formalism to develop his
theory of quantum measurements.

A density matrix is a mathematical tool used to describe quantum systems in pure or mixed states.
Compared to the state vector that we saw earlier, a density matrix is the only way to mathematically
describe a mixed state. It consolidates all the physically significant information that could be retrieved
from a set of quantum objects given what we know about them. Quantum and classical probabilities
are boiled in the density matrix.
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Usually represented by the sign p (rho), a density matrix is a square matrix of complex numbers used
to describe a quantum system, like a register of several qubits. Its size is 2Nx2N where N is the number
of qubits in the register.

The density matrix of a quantum register in pure state is the outer product of its computational basis
state vector |W)(W| as described below, with an example using a Bell pair of two qubits. There is no
more information in the density matrix than in the basis state vector at this stage.

A density matrix for a mixed state adds several pure states matrices with real probability coefficients
pi. The |W;) pure states that are combined to form a mixed state can be themselves states from the
computational basis (combination of Os and 1s) but not necessarily. They can be any vector in the 2N
Hilbert space and made of (normalized) linear superpositions of these basis states. Mathematically
speaking, a pure state density matrix is a special case of mixed state density matrix where only one pi
is not zero.

We’ll repeat here what was said with pure and mixed states: a mixed state density matrix consolidates
both quantum uncertainties (that persists even when the system state if well known) and classical
uncertainties (due to a lack of knowledge of individual quantum sources and preparation conditions)
when a pure state density matrix contains only information pertaining to quantum uncertainties.

pure state vector pure state outer product pure state density matrix
2
aq |a1|
. *
. ai a]
_ . . * *7 . .
|lp>_2i aill) Play o oan]l = .

a; a; -
n = 2V for N qubits (0% |a,,|? <
n g
|1) pure state vector example with a Bell pair the Bell pair density matrix is the g
assembling linearly two computational basis outer product of the state vector [) S

state vectors |00) et |11)

1 1 _1 1 -
[y) = E(|oo>+|11>)= 5(1,0,0,1)T —e  [YXY| = ﬁ(l.o,o,l)T ﬁ(l,o,o,l)— the diagonal

contains the
computational
basis vector [i))

state vector in a n=22 dimensions Hilbert space

transpose correlations between
vector [00) and |11)

Figure 145: how a pure state matrix is constructed. (cc) Olivier Ezratty, 2021.

A density matrix has several mathematical properties as described below and detailed afterwards with
some differences between pure and mixed states density matrices.

pure states mixed states

its eigenvalues diagonal a density matrix or density
areall0andal = YWY — WY contains operator is the most generic
= =). . . | e—
\p'l )< | P Zl P | l)< lI positive real way to represent mixed and
- values it'sali
normalization tr(p) -1 pure states, it’s a linear

combination of pure states
outer products multiplied by
positivity p>=0 —— |pi,-|Z < pipjj their positive real number

classical probability. Fora N
qubits register, it's a 2N rows
and columns square matrix.

diagonalizable
hermicity p= pT ®&— with positive
eigenvalues

(cc) Olivier Ezratty, May 2021

*: Von Neumann entropy

density matrix characteristics

projector l p= p2
3

1
state purity € tr(p?) =1 —<tr(p?) <1 level of uncertainty with
N the state of qubits or
? T subsystem of qubits
completely mixed state pure state _
maximum entropy* minimum entropy* 5(p) = —tr(plogp)

Figure 146: the various mathematical properties of pure and mixed states density matrices.
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Hermicity. A density matrix is Hermitian, meaning that it’s equal to its transconjugate matrix. As a
consequence, the density matrix can be diagonalized in a different basis, with positive real number
eigenvalues. Hermicity comes from the density matrix construction: it’s real number linear sum of
Hermitian matrices resulting from the Hermitian inner product of pure states vectors. One conse-
quence is that it removes any global phase from the quantum system it describes. You can easily
understand it by evaluating on your own a density matrix of a given qubit and its global phase.

Positivity. A density matrix M is positive semi-definite, meaning that (x|M|x) = 0 for all x vectors.
It’s also defined as a symmetric matrix with non-negative eigenvalues (meaning... positive or zero).
These eigenvalues being the values in the diagonal after matrix diagonalization. But even before di-
agonalization, all density matrices diagonal values are positive due to hermicity and the way they are
constructed as positive probabilities combinations of outer products of pure states whose diagonal are
always containing positive values.

Normalization. A density matrix trace equals 1 for both pure and mixed states. A density operator is
said to be “normalized to unit trace”. That’s the sum of its diagonal values which are all positive real

numbers. It comes from two rules: Born’s rule applied to a pure state (}}; a? = 1) and classical prob-
abilities rules applied to the mixed state (3; p; = 1). As a result, a density matrix diagonal value at
position j =; p; aizj, a;; being the weight a; from the pure state i composing the mixed state. The
diagonal is also referred to as a statistical mixture or as a population.

There are some differences between pure and mixed states density matrices.

Projector. A pure state density matrix is a projector, i.e. equal to its square and the trace of its square
density matrix p? is equal to 1. Being a projector means that its eigenvalues are all zeros except a
single one that is 1. The eigenvector associated with the eigenvalue one is the state vector of the
system. Being a projector means the density matrix can be used as the way to measure a quantum
state using this vector as a basis reference. In a single qubit system and the Bloch sphere, it would be
any vector in the sphere and the related measurement observable, a geometrical projection of the
evaluated qubit on this vector. In the case of a mixed state, the density matrix trace is inferior to 1 and
its minimum is 1/N, when the state is maximally mixed with equal probabilities for all basis values.
The average value obtained with applying an observable A to a pure state quantum system state vector
Y is evaluated with the formula (y|A|y), also named an expectation value. In other words, it’s the
dot vector product of i and the vector obtained by applying matrix A to vector 1. The expectation
value of a mixed state represented by a density matrix p is tr(pA), a trace of the density matrix mul-
tiplied by the observable A matrix.

Off-diagonal elements can have a time-dependent phase that will describe the evolution of coherent
superpositions. These elements are also named “coherences”. As decoherence starts due to interac-
tions with the environment, any pure state will progressively turn into a mixed state and the off-
diagonal values will be affected. This evolution follows the Liouville—von Neumann equation.

[0)O] + (10X [+X+] + =X [1/2 0 ]_lﬂ
2 B 2 Lo 172 72

Mixedness defines how much “mixed” is a quantum state defined by its density matrix. It’s computed
with tr(p?) and is equal to 1 for a pure state and 1/N for a mixed state with N quantum objects. As a
result, any time-dependent unitary transformation U applied to this quantum state won’t affect the
mixedness. Indeed, the density matrix over time is p(t) = U(t, ty)p(to)UT(t, to). Its mixeness is

tr(p?(t)) = tr(U(t, to)p(te)UT(t, to) U (L, to) p(to) UT(t, ty)) which equals tr(p?(to)).
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Combinations. A mixed state can be the result of an infinite number of combinations of pure states,
the most common example being, for two qubits, the half-identity mixed state being an equally mixed
state of both |0) and |1) or |[+) and |—). Given a density matrix, you can’t compute the pure states
that were combined to create it. Said otherwise, quantum states with the same density matrix can’t be
distinguished operationally (i.e. by a set of measurements). Also, when a unitary operation U (defined
later, sorry) is applied to a mixed state defined by its density matrix p, the resulting state density
matrix is UpUT.

For the fun of a better understanding, I’ve added below in Figure 147 a graphical segmentation of all
the various matrix types we’ve been mentioning in the previous pages and how they are related with
each other.

We forgot to define a non-defective matrix, which is a diagonalizable matrix. And a normal matrix
A verifies AAT = ATA. A trivial matrix is both Hermitian and unitary and have orthonormal eigen-
vectors with eigenvalues being +1 or -1.

complex matrices

square

defective
non square

pure state density matrix

reversible
mixed state density matrix unitaries used in
computing

Figure 147: a Russian dolls map of matrices. (cc) Olivier Ezratty, 2021.

Single qubit mixed states can be represented by a point inside the Bloch sphere as shown below in
a “Death Star” representation, with a statistical mixture of two pure qubit states. The mixed state is a
convex sum of pure states inner products, ‘convex’ meaning it’s a sum using positive real coefficients
that sum up to 1. The geometric representation is a good way to figure out why a given mixed state
can result from an infinite number of combinations of two pure states. We can combine more than
two pure states to create a mixed state. By the way, the Bloch sphere becomes a Bloch ball.

Density matrix dimensionality. Although it contains 2*N complex values, due to normalization, the
dimensionality of a density matrix is 2°N-1 real numbers. The explanation is reconstructed below. For
a starter, we have 22N complex values which is the square or 2V, the number of lines and columns in
the density matrix. We separate the matrix diagonal from the off-diagonal values. The diagonal values
are real numbers because they are the positive probability sums of the diagonal values of pure states
density matrices, themselves being positive as |a;|?.
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Figure 148: representation of a single qubit mixed state in the Bloch sphere. (cc) Olivier Ezratty, 2021.

The matrix trace equals 1, removing another useful dimension. The off-diagonal values are redundant
since the matrix is equal to its transadjoint. So, we divide by two their dimensionality. Since these are
complex numbers, we multiply it by two to get a number of real numbers. When summing this up,
we find 22N -1 different real numbers. This dimensionality is usually presented as 22N"! complex num-
bers or 22N real numbers, avoiding the minus 1 which is quickly negligible as N grows.
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Figure 149: computing the dimensionality of a density matrix. (cc) Olivier Ezratty, 2021.

However, this dimensionality does not correspond to some useful computing resource in standard

gate-based programming models although some work has been done to exploit it, but with no addi-

tional computing acceleration®.

290 See Quantum Circuits with Mixed States by Dorit Aharonov, Alexis Kitaev and Noam Nissam, 1998 (20 pages). It describes a model
using not only unitary matrix operator-based quantum gates. It enables the usage of subroutines in programming. But this programming
model doesn’t seem adopted so far except for quantum error correction codes which implement measurement during computing. Mixed
states based programming is implemented in the qGCL extension of the language pGCL as described in Quantum programming with
mixed states by Paolo Zuliani, 2005 (14 pages).
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A theoretical perfect gate-based quantum computer is using qubits registers that are in a pure state
until measurement, representing thus a dimensionality of 2N*!-1 real numbers, the -1 standing for the
normalization constraint of the computational basis vector?®!. So why do we care about these density
matrices for mixed states? These are mostly used to understand the effects of decoherence and meas-
urement and with qubits registers tomography which helps determine their fidelities.

The sequence of quantum gates in a quantum circuit can also be represented by a large unitary matrix
of dimension 2N*2N=22N complex numbers. So, with a dimensionality close to a density matrix. But
this is not an actual computing resource. It deals more with the extensive computing resources re-
quired to emulate in-memory an entire unitary algorithm in a classical computer instead of just exe-
cuting gates one by one on the computational state vector.

theoretical gates effect

including the effect of noise and decoherence

the data that can be 100 ...00) amplitude] . coupling
i weight
handled by registers ) of 100 ...00)
during computing for 100 ...00) to|11...11)
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2 complex numbers 22 complex N qubits after 1 & 2 qubits gates N qubits with qubits noise and decoherence
2 real numbers with numbers 2N complex numbers weights, their squared density matrix with 2N x 2N complex numbers,
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useful real numbers for mixed states and 2N*1-1
for pure states, matrix diagonal is the state vector

normalization total equals 1 => 2N*1-1 useful real values

Figure 150: dimensionality of a qubit register. (cc) Olivier Ezratty, 2022.

There are many other subtleties with density matrices that we can’t detail in the book. For example:

Diagonalization is possible for any mixed state density matrix. It will decompose the state into clas-
sical probabilistic combination of pure states eigenvectors forming an orthonormal basis.

Reduced density matrices are the density matrices of subsystems of composite systems. The reduced
density matrix for an entangled pure state is a mixed state or mixed ensemble.

Mixed state purification consists, inversely, in integrating a mixed state in a larger system to create
or reconstruct a pure state. It is used in some error-correcting codes.

Bipartite pure states are tensor products of two systems that are not entangled. A pure state system
is entangled if and only if some of its reduced states are mixed rather than pure. If all were pure, it
would mean that the pure state density matrix p would be separable into several pure states, one for
each qubit in the case of a qubits register.

Schmidt decompositions are used to decompose bipartite systems and evaluate their level of entan-
glement. This level of entanglement can be determined with the Schmidt coefficients coming from
the Schmidt decomposition.

291 Thus, wrong is the statement that “A calculation using n number of qubits on a quantum computer would need 2" classical bits on
a standard computer” as seen in Simulating subatomic physics on a quantum computer by Sarah Charley, October 2020. Why? Because
one of the 2N quantum amplitudes in a N qubit register cannot be stored or emulated on a single bit!
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Matrix rank. A matrix rank is the number of non-zero values in its diagonalized version. The rank
of a density matrix gives an indication of the purity of the state it represents. A pure state density
matrix has a rank 1, since it can be diagonalized into a matrix where only one value in the diagonal
is non-zero. A maximally mixed state has a rank of 2V, i.e. the number or lines and columns in the
density matrix representing N qubits.

Schmidt rank is an indication of the level of entanglement in a density matrix. Not to be confused
with the matrix rank which deals with its purity level.

Quantum Channels are transformations of a quantum state resulting from any kind of interaction
with a quantum environment. They are modelized with an operator, called a superoperator, transform-
ing a density matrix into another density matrix. Technically speaking, a superoperator is a completely
positive (we’ve defined that already) and trace-preserving operator (self-explainable), or CPTP. Its
form is a linear map from one Hilbert space to another Hilbert space. Its dimension is a square matrix
with 22N columns and as many rows, so with 2*N (or 16") complex numbers, before normalization, N
being the number of qubits. It is useful to modelize quantum subsystems (which are in mixed state),
decoherence, quantum error correction and qubits noise?%2. It is even possible to build a tomography
with a superoperator, aka a quantum process tomography (QPT). One for example can build a QPT
of'a quantum gate to detect its imperfections. A QPT can also be done for a more complex operation,
or unitary applied to a set of qubits, like a Quantum Fourier Transform?®3,

Grad, curls and divs

In the equations of Maxwell, Schrédinger, Dirac and others that we have seen are used notations good
to remember here around the symbol nabla: V, sometimes used with an arrow [4

Nabla generally designates the gradient of a scalar or vector function, i.e. its first derivative. A scalar
function applies to a vector, often of three dimensions x, y and z of a Euclidean space. It returns a
number. A vector function returns a vector! This leads to the notions of gradient and Laplacian which
apply to a scalar function and correspond to first and second derivatives in space, and to divergence
and rotational (or curl) which apply to a vector function. A Laplacian can also be applied to a vector
function. We won't go far in this book with respect to these functions.

af of o - (0G, 0Gy 0G - (0G, 0G, 0G, 0dG, 0G, O0G
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del or nabla operator, scalar function vector function rotational or curl of a vector function G transforming
first space derivative gradient, scalar divergence, showing a vector field in a vector field describing
of a vector field vector of space its local evolution the field variation in space
variations
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Figure 151: del, nabla, gradient, di vergence, rotational, curl, Laplacian. You won’t need them in the rest of this book, sort of. This is
just informative.

292 See Quantum Channels by Stéphane Attal (65 pages).
293 See Quantum Process Tomography of the Quantum Fourier Transform by Yaakov S. Weinstein, Seth Lloyd et al, 2004 (45 pages).
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Permanent and determinant

This inventory would not be complete without describing an even n
stranger mathematical object: the permanent of a square matrix per(4) = Z 1_[ Qi o (i)
n*n, invented by Louis Cauchy in 1812. The formula in Figure oo i=1

152 describes its content. Figure 152: a permanent.
The IT denotes a multiplication of values from the index matrix i and o(i). ¢ is a permutation function
of integers between 1 and n, the dimension of the matrix (number of columns and rows). The sigma
relates to the set of 6 functions of the permutation group s, (also called symmetrical group) which has
a size of n! (factorial of n). The values a; (i) are the cells of the coordinate matrix i and o(i).

Here is what it gives with n=2 and n=3 knowing that beyond that, it becomes less readable:

a b c
perm(z Z) =ad + bc perm(d e f) =aei + bfg + cdh + ceg + bdi + afh
g h i

Figure 153: computing the permanent of 2x2 and 3x3 matrices.

The permanent is therefore a real number resulting from n! (factorial of n) additions of multiplications
of'n values of the matrix. The permanents are notably used to evaluate matrices that represent graphs.

They are also used in the classical numerical simulation of boson sampling that we will describe in
the section dedicated to photon qubits, page 44524, Contrary to the calculation of the determinant, in
Figure 154, which can be simplified, that of the permanent remains a classical intractable problem.

The determinant of a matrix is a variant of its permanent. n

sgn(o) is the sign of permutations, which is +1 if the number det(4) = z (sgn(a) 1_[ a; O_(i))
of permutations needed to create the permutation is even and gesn =1

-1 if it is odd. OI¢! Figure 154: a determinant.

And this is what it gives for n=3. Note a b c
that the group of permutations includes det (d e f > = aei + bfg + cdh — ceg — bdi — afh
the permutation that does not change g h i

the order of the elements. Figure 155: computing the determinant of a 3x3 matrix.

Determinants have particular properties such as det(AB)=det(A).det(B)=det(B).det(A)=det(BA)
which can facilitate the calculation of the determinant of a matrix if it can be factorized into several
matrices. Also, the determinant of a matrix is the product of its eigenvalues.

So much for the definition of the basics of the linear algebra of quantum computing. I've skipped a
lot of other definitions and rules of computation. It was a question of clarifying certain notions that
are frequently used in the scientific literature on quantum computing and in many of the reference
works cited in this book. What we have just seen may be useful for you to compare some of the
scientific literature on quantum computing.

If you like maths, linear algebra and complexity, you can have some fun exploring type III factors
algebra that describes the observables in relativistic quantum fields theory?®®! Classical quantum
physics and computing is based on a simplistic type I factors algebra. Simpler, but still complicated.

294 The calculation time of a permanent increases faster than an exponential of a fixed value (Mn) as soon as n becomes very large
compared to M. So, for example, with M=2, 2n is much smaller than n! as soon as n is greater than 4. As the numerical simulation of
the boson requires a determinant that depends on the size of the simulation, it is even more cumbersome to compute than an exponential
problem.

2% See The Role of Type 111 Factors in Quantum Field Theory by Jakob Yngvason, 2004 (15 pages).
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Fourier transforms

Since quantum physics deals a lot with wave-particle duality and particularly with waves, waves sig-
nals decomposition is a key mathematical tool. That’s the role of a Fourier transform that we men-
tioned already when dealing with Heisenberg’s indeterminacy principle. It’s about maths but not lin-
ear algebra.

The Fourier Transform implements a mathematical decomposition of a function f(x) into a function

£ (&) returning a complex number containing an amplitude and phase for single frequencies . It’s a
more generic version of Fourier series which work with periodic signals. Fourier transform are Fou-
rier series where the signal period can approach infinite.

It. can be us§d for example tp d@compose awave packet pulse £(5) = ® FOx)e=2mxE
signal that is concentrated in time. A Fourier transform usu- e
ally operates in the time domain with x being a time in sec- _ , , ,

. Figure 156: a Fourier transform in the time
ond and ¢ a frequency in Hertz. domain.

It can be decomposed using Euler’s formula in its real and complex parts separating the amplitude
and phase of the Fourier transformed signal:

f(& = foof(x) cos(2mix&) dx — ifoof(x) sin(2mix¢) dx

Figure 157: Fourier transform decomposed in real and complex part.

The inverse Fourier transforms that frequency decomposi-
tion function f (&) back into its original compound time do-
main signal f(x).

co

feo = [ Feras
—o00

Figure 158: inverse Fourier transform.

All of this is easier to understand with examples like in the schema below decomposing a time domain
signal into five frequencies constituents with their respective magnitude and (equal) phases.

Computing Fourier series and transforms is done in many ways:

Discrete-time Fourier Transform (DTFT) is a form of Fourier analysis that is 